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A NEW SETTING
FOR POTENTIAL THEORY (Part 1)

by K.L. CHUNG and K. MURALI RAO (*)

Introduction.

In Hunt's theory of Markov processes certain duality assumptions
are made to generalize well known classical potential theoretic results
such as F. Riesz representation theorem, uniqueness, existence of
equilibrium potential etc. A standard treatment developed by several
subsequent authors can be found in [1]. In a different direction, it
was shown in [2] under simple analytic conditions that the equi-
librium measure is inherently linked to the last exit distribution of
the process. It thus appears feasible that this last result, namely on
"equilibrium principle" may be made the starting point to which
other major results are related.

In this paper we exploit the line of thought in [2] to derive some
of these major results under the same set of conditions as in [2].
It turns out that these sets of conditions automatically imply the
existence of a dual. However, this will not be proved here.

In § 1 we collect a number of simple consequences of our basic
assumptions. In § 2 we construct a version of the potential density
with "point supports" namely which is "harmonic off its pole". This
is a general result not dependent on the specific conditions of the
present paper. This good version of the potential density turns out

(*) Research of both authors was supported in part by NSF grant
MCS77-01319. Some of the work was done by the first named author when he
was a Guggenheim fellow during 1976-77.



168 K.L. CHUNG AND K. MURALI RAO

to be indispensable in settling the question of uniqueness of repre-
senting measure in § 3 and § 4. § 4 also contains the Riesz repre-
sentation theorem. These results automatically lead to a dual semi-
group which is used to prove Hunt's Hypothesis (B) under mild
supplementary conditions in § 5. Further development of these
results is relegated to Part II.

1 .

The basic assumptions are the same as in [2], viz. :
(i) The underlying process X is a Hunt process on a locally

compact Hausdorff space E with countable base, which is transient
in the following sense: for each compact K and every x we have

\imPX{^^o 9,} = 0. (1)
r-».oo

(ii) The potential kernel is V(x , dy) == u(x , y) ^{dy) where
^ is a Radon measure and the potential density function u has the
following properties:

1
(iia) Vx : y —> ———— is finite continuous

u ( x , y )
(lib) u(x , y) = + oo if and only if x = y .

To save constant repetition we shall fix the usage of certain
symbols and terms below (unless explicitly contravened), as follows:

A is a Borel set, written also as A G 33 ;
D is an open set with compact closure, not empty;
G is an open set, not empty;
K is a compact set, not empty;

a function such as / or f^ is positive Borel measurable; the support
of a function / or a measure ju is denoted by \j_ or La ;
V,u(x,y) = f P , ( x , d z ) u ( z , y ) , P^u(x , y ) = fP^(x, dz) u(z , y ) ,

where (P^) is the (Borelian) semigroup of the process

(X,) ; PA/W = E^ {/(X^) ; TA < ̂ }, TA = mf{t > 0: X, E A};

s is superaveraging iff s ^ P^ for every t\ the excessive re-
gularization of s is denoted by _5 = lim P^5; s is excessive
at x iff s(x) =^(^);



A NEW SETTING FOR POTENTIAL THEORY 169

a potential s is an excessive function such that lim P s = 0, ^
K i E K.

a.e.; _
A^ U A means A^ 3 A^+^ for all 7^ and H A^ = A;
JLI^ < JLI^ means JL^ is absolutely continuous with respect to jn^ .

A measure is diffuse iff it does not charge any singleton.
We list here some simple consequences of the basic assumptions.

PROPOSITION 1. - There exists h > 0 everywhere such that
Vh < 1 everywhere.

Proof. — This may be known, but observe that we make no
assumption on lower semi-continuity of x—> u(x , y ) . Here is
a proof. Let D^ t E , there exists t^ such that

P^l(x) - P^PD^ l(x) > 0 on A^ C D^ with ̂  - A^) < ̂ .

The series

S^ffo.l-IVo.l)

converges everywhere and is strictly positive ^-a.e. Put h to equal
the sum where it is > 0; = 1 elsewhere.

It is convenient to put
Wy) = h(yH(dy). (2)

For each x , the measure u(x , y) ̂ (dy) is then finite, whereas
u(x , y ) ^(dy) may not be a Radon measure. Since ^ is equivalent
to ^ , this is convenient for applications of Fubinfs theorem.

PROPOSITION 2. - $ is a diffuse measure.

Proof. - This follows from oo> Ul^}(x) > u(x , x) f({x}).

PROPOSITION 3. - \/y '. u(- , >Q is super aver aging.

Proof. - Since P^ U/ < U/ for any / it follows that Vx , 3N^
with $(N^) = 0 such that P^(x , y ) < u(x , y ) for ^ ̂  N^ . Let
^ n ^ N ^ , y ^ — > y , then V z : ^ ( z , ^ ) — > u(z , y ) . Hence by
Fatou's lemma,

P,u(x , y) < lim P,u(x , ̂ ) < lim_ ^(x , ̂ ) = u(x , ^). n
yi M
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For each y , we write y_(., y) for the excessive regularization
of u ; U/= f u ( ^ y ) f ( y ) d y , UJLX = f u ( ^ y ) ^ ( d y ) .

PROPOSITION 4. - We have
V/: U/= U/.

// s = U/i where ^ is any measure, then

s_= Ujn.

(3)

(4)

Proof. — (3) is true because both members are excessive and
they are equal ^-a.e. by Fubini; (4) contains (3) and is proved by
Fubini and Fatou.

PROPOSITION 5. - If s is excessive, then 3f^ such that /„ < n2 ,
U/^ < n , and U/^ t s .

Proof. — This is well known but we indicate the proof. Let
K . t t E , ^ = = 5 A ( ^ P ^ 1 ) and /, = n[s, - P^ ,J.

The next two propositions are proved in [2], reviewed here for
orientation and some quick applications.

PROPOSITION 6. - For each K , 3 a Radon measure p. such
that

P K I = U ^ . (5)

It is important to observe that the proof in [2] does not establish
that l̂ . C K . In fact it shows that

f u(x , y) ^i(dy) = ̂  [^ > 0 ; X(^-) G A} (6)

where 7^ = sup{r > 0: X^ G K}. If there is a jump at 7^ » it is

possible that X(7^-)fK. However, (6) does establish the next
proposition.

PROPOSITION 7. - For each D, 3jn with [^ C D such that

P D I = U M . (7)

One of our principal results below is to prove that there exists
ju with [E C K and jn(Z) = 0 (see (12) of § 3), for which (5) is
true. This turns out to be equivalent to Hunt's Hypothesis (B) and
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will be proved under an additional assumption. For the moment we
note some consequences of the two preceding propositions.

PROPOSITION 8. — If s is excessive and s ^ °°, then the set
{s = °°} is polar, in particular s < °° $-a.e.

Proof. - Let K C {s = 00}, and S(XQ) < oo. Then it is well
known that P ^ I ( X Q ) = = O , namely by (5): f U(XQ, y) ^i(dy) = 0.
Since u ( x , y ) > 0 for all ( x , y) by basic assumption (iia) this
implies p. = 0 and so the preceding equation holds for any x instead
of XQ . Thus K is polar, and so is {s = °°} .

COROLLARY. — // Ujn ^ °°, then p. is a Radon measure;
moreover, U^i < °° ^-a.e.

Proof - Let s = UJLZ . If s(Xo) < oo , VK :

oo > I U(XQ,V) ^i(dy).
^K

Since inf U(XQ , y ) > 0 by (iia), it follows that JLI(K) < °° . Hence
JLI is Radon. Now write s = U/^, then ^_ ̂  °°, hence by the pro-
position ^<oo ^-a.e. Since s =^_ ^-a.e., we have 5 < °° $-a.e.

PROPOSITION 9. — // 5 ^ ^xc^^'y^ and s ^ 0 , ^^ ^ > 0
^y^r^w/z^r^.

Proof. — By Proposition 5, 3/^ such that U/^ t ^ . Hence
if ^ ( X o ) > 0 , then /^(^o, ^) f^(y) ^(dy) > 0 for large n. Since
u > 0, the same is then true if XQ is replaced by any x . Hence
s ( x ) > 0 .

PROPOSITION 10. — Each singleton is a polar set.

Proof. -_Lei D,,U {x^}; by Proposition 7, P^l = U^
where |̂  C D^ . For each K and any fixed x :

1 > f u ( x , y ) ̂ (dy) > inf u(x , ̂ ) ^(K).
^K ^GK

Hence {^} is vaguely bounded and a subsequence converges vaguely
to jn , which must be supported by {Xo}, namely jn = \8^ for
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some X > 0 . Since for each x , u ( x , ' ) is extended continuous,
we have \u(x , x^) = U/i(x) < hm UJL^OC) < 1 . For x = XQ this
yields^ X = 0 by basic assumption (iib); thus jn == 0. Now let
^ i ^ D i , then ^ —^(^,.y) is finite continuous in D^ . Hence
we obtain

limP^ l (Xi) = lim f u ( x ^ y ) ^ ( d y ) = f u(x., y) fji(dy) = 0
n " ^D^ JD^

by vague convergence, and consequently P . - . l ( x ^ ) = 0 . By Pro-
position 9, P^l = 0 , namely {x^} is polar.0

The following lemma is known (see [1; p. 84]) but we supply
a proof for the sake of completeness.

LEMMA. -Let K ^ t E and T^ = T ^ , or T^ = n. Then
for any excessive function f we have K"

PT,/^ (8)
w/z^r^ g = _g 0^2 {^ < °°} .

Proo/ — The case T^ = ^z is easy; so we treat only the case
T" = ^vc • n is clear from (8) that S is superaveraging. Fix an x"«
such that g(x) < oo , then for n > n^x) we have

oo > P^(f(x) > P,PT/(X) > E"{/(X(^ + T, o 0,) ; r < T,}

=EX{/(X(T,)); r<T,}.
It follows by subtraction that

P^f(x). - P,P^f(x) < E"{/(X(T,)) ; T, < 1} . (9)

For fixed t , the second member of (9) is decreasing in n by the
supermartingale inequality. Hence for n > k , (9) is true when on
the right side n is replaced by k . Now let n —> oo on the left
side and use domination to obtain for every k

gW - P , g ( x ) < E^{/(X(T^)) ; T, < t} . (10)

For the fixed x there exists k such that P^{T^ > 0} = 1 . For
this k in (10), as t ^ 0 the right member of (10) decreases to zero
by domination; P^^f(x) < oo . Hence g(x) = g(x) . D
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PROPOSITION 11. - If s is potential, then

lim P^(x)= 0 (11)

if s(x) < °° . Hence the set of x for which ( 1 1 ) does not hold is
polar.

Proof. — Apply the Lemma above to {P s } . Then we have
K

by definition g = lim P . 5 = 0 , ^-a.e. Hence g = 0 and so byn K^ —
the Lemma, g = 0 on {g < °°} D {s < °°} . Standard arguments
show that if g(x) = 0, then (11) is true.

This proposition will be crucial in the proof of Theorem 2,
(§) below.

2.

In this section we give a general construction of a good version
of a given potential density function u. Of the latter we assume
that

(a) \/y : u ( - , y) is excessive and finite S-a.e.
For the underlying process it is sufficient that it be a transient standard
process satisfying the condition:

(b) every singleton is a polar set.
A function v measurable SB x S& is a version of u iff for every

x and every / we have fv(x , y)f(y) ̂ (dy) = fu(x , y)f(y) ̂ (dy).

THEOREM 1. — Under the conditions stated above, there is a
version w of u which has the following properties: for each y ,
w ( ' , y ) is excessive; and for each (open) G we have

^Gw(x,y) == w ( x , y ) for all y C G . (1)

We shall refer to ( 1 ) as the "roundfl property of w .

Proof. — Let {B^} be a countable base of open sets of E such
that each member of the sequence is repeated infinitely many times.
Put u^x , y) = u(x , y ) for all (x , y) ; and define inductively
for n > 0:
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^B^(x,y} if 3/eB^i,

^'^ u^,y) if ^B^.
For each y , ^( • , ^) is excessive by assumption (a), and

u^x , y ) > u^(x , y )

for all ( x , y ) . Let ^(x , y ) = lim ^ ^(x , y ) . Then ^J • , y )
is superaveraging.

Recall the measure ?o in (2) of § 1. We have P^V(\^h) = U(lg/0
for open B , namely

/ PB^ , jQ ^(dy) = f u(x , ̂ ) ^(d^) < oo . (2)
B ^B

($o is used in lieu of ^ to ensure finiteness above.) Hence by Fubini
there exists N with ^ (N) = 0 such that

^^u(x , y ) = u(x , y ) , for all ^ ^ N and y C B (3)

first for ^o-2i.e. x , then for all x because both members of (3)
are excessive, and ^ is a reference measure as well as ^ . Applying
(3) with B = B I , we obtain u^(x , y) ̂ (dy) = u(x , y) ̂ (dy)
and hence by induction u^(x , y ) ̂ (dy) = u(x , y) ̂ (dy) . Since
both members above are Radon measures, it follows by monotone
convergence that

uj^x , y) ^o(dy) = u(x , y) ̂ (dy). (4)

Thus u^ is a version of u , but it may not be excessive.
For each y let us put Fy = {x \uJ,x , y ) < ̂ }\{y} . Then

S(F? = 0 by assumptions (a) and (b). Let B be one of the sequence
{B^} and ^ E B . Then by construction there exists a sequence
^-^°o such that B ^ = B and so PB^I^ , y ) = u^(x , ̂ ) .
It follows by monotone convergence with initial finiteness that

PB u^x » y) = u^ . y) for all x C F y and y G B . (5)
Next, if x C F y , then u ^ ( x , y ) < ^ > for all large n. Since u ^ ' . y )
is excessive, u^(\, ^) is a right continuous supermartingale under
Px , for large n. Hence by Doob's stopping theorem

E^u^X^y)', t<^^}>EX{u^X^,y), t<^}. (6)

Since for large n Ex {^(X^, y)} < ^(x,^) < oo, we can let
n —> oo in (6) to obtain
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E^lUX,,^); ^ < T B } > E ^ { ^ ( X ^ , ^ ) ; r < T g } (7)

== PB^(X , ̂ ) - E^JX^ , >Q ; t > Tg} .

The last expectation in (7) is bounded by EX{u^(X^ , y) ; r > Tg}.
Since x^=y , we may choose B so that x f. B so that P^Tg > 0} = 1.
The expectation above then converges to zero as t —> 0 because

^{^(X^ . V ) ; TB < °°} = PB^ , V) < u^x , y) < oo
for large ^ z . Going back to (7), we see that if x G Fy , then

Urn P^Jx , .y) > Hm E"{^(X,, y ) ; r < Tg}
>PB^oo(x ,^ ) = ^(x,.y).

Thus u ^ ( ' , y ) is excessive at such an x , namely

^oo(^ , y) = u^x , y) , for all x E Fy . (8)

In addition to equation (5), we have if B is any member of {B^}:

PB u^x , y) < u^(x , ^) for all (x , y ) , (9)

because this is true when u^ is replaced by u^, which implies (9)
itself by Fatou's lemma. Now if x G Fy , then the quantities in (9)
are finite, and consequently in conjunction with Pg(;c, {y}) = 0
due to the polarity of { y } , we have Pg(x, F? = 0. This relation
and (8) imply that P^u^x , y) = P^(x , ̂ ). Since ^o( ' , .V)
is excessive, we now have

u ^ ( x , y ) > u ^ ( x , y ) > f ^ u ^ ( x , y ) == Pg^(x,^) = u^(x, y )

for all . yEB and all x C F y . Since ^(F? = 0, we conclude that

P ^ u ^ ( x , y ) - = u ^ ( x , y ) for all y ^ B (10)

first for $-a.e. x , then for all x. The validity of (10) for all members
of a base of the topology implies its validity for every open set B .

Finally, the proof of Proposition 4 of § 1 shows that Uy as
well as u^ is a version of u. This is the w claimed in Theorem 1.

D

To apply Theorem 1 to the case under consideration in this
paper, we must start with u_ instead of u because of condition (a).
Note that by (3) of § 1, u_ is a potential density of the given process.
Proposition 10 of § 1 supplies the condition (b) required for
Theorem 1.
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We shall refer to the w just constructed from u_ as the round
version ofu. It will play a key role in what follows.

3.

In this section we give the principal convergence theorem for
potentials of measures. It is an extension of the main result in [9]
but will soon be strengthened to include a new feature relative to
the round version w constructed in § 2.

THEOREM 2. — Let {^} be a sequence of diffuse measures,
satisfying conditions (a), ( b ) and either ( c ^ ) or ( c ^ ) below:

(a) \/n : UJLI^ < a where a is excessive and =^ °° ;
(b) lim U^ = s everywhere;

(c^) \fn : \^n is contained in a fixed compact;

(c^) \/n: VL^ ^ ^ and a is a potential.

Then there exists a subsequence [n^} and a Radon measure jn such
that

(a) fi^ converges vaguely to ^;

(j3) at each x where a(x) < oo and s(x) = s_(x) < oo , the
measures u ( x , y ) p . (dy) converge weakly to u(x , y)p.(dy),
in particular s(x) = Uju(x) ;

(7) if the s in condition ( b ) is an excessive function ^ °° ,
then s == UJLI everywhere.

Proof — The proof is essentially the same as that in [9], but
the basic steps will be sketched.

Let O(XQ) < oo , then by (a), for each K ,

a(Xo)> [inf u(xQ,y)]^(K)
y<EK

where the infimum is strictly positive. This implies (a). We shall
write fi^ for JLI^ below for simplicity. Put

L^x , dy) = u(x , y) ̂ (dy) ; LJx,/)=/ LJx , dy)f(y) .
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For each x for which o(x) < oo, we have by (a) °°> a(x) > L^(x , 1).
Hence there exists {n^} and L(;c,-) such that

^.(^ » • ) —^ L(^ , • ) vaguely. (1)

Let ^p be continuous with compact support, then since \/n: ^({x}) = 0
by hypothesis and u(x , y ) < °° for y ^= x , we have

f(^(^) JLI(^) = lim f^p(y) ̂ .(dy) (2)j / j ]
r ^p(y) , , , . r ^) r / ^= hm ( ———- L^^x , dy) = / ———- L(x , d y ) ./ ^ u ( x , y ) "/ J u ( x , y )

Thus we have for each x such that a(x) < °° :

L(x, rf^)
J^(^) = ———- • (3)u(x , ̂ )

This is true of any vaguely convergent subsequence of L^(x , • ) ,
hence by (3) any two vague limits coincide off { x } . Now under
condition (c^) the vague convergence is also weak convergence, namely
with L^(x , 1) —^ L(x , 1). On the other hand, under condition
(c^) we may write fJi^dy) = f^(y) ̂ (dy), and so for each K

f u(x , y ) ̂ (dy) < U(/^l ) (x) = P U(^l ) (x) < P o(x).(4)
VyC "• IS. IS. 1\.

By Proposition 11 of § 1, if a(x) < °° , then the last term in (4)
decreases to zero as K t E . Consequently we have

L ^ ( x , . ) — ^ L ( x , . ) weakly (5)

and L(x , 1) = ^(x) by condition (b).
Let F = {y : o(y) < °°}. Then F^* is a polar set and we have

proved under (c^) or (c^) that (5) is true for all x G F . It follows
from (3) that jLi({x}) = 0 and

L ( y , { x } ) = 0 if x E F , , v G F , x ^ ^ . (6)

The limit 5" in (b) is superaveraging by Fatou. We are going to show
that if s(x) :=A(X) ̂  °° ? ^en

L ( J C , { ; C } ) = O . (7)

Let ^ be continuous and 0 < g < 1. Using (5) we see that L( • , 1 — g)
is superaveraging, hence

L(x , g) - P.LQc, g) < L(x , 1) - P,L(x , 1).
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The right member converges to zero as t —> 0 by hypothesis.
Taking a sequence g^ ^ Ir^-, , we obtain

L ( x , { x } ) < e + P , L ( x , { x } ) (8)

for any e > 0 and sufficiently small t > 0. Now F" U {x} is a
polar set by Proposition 10 of § 1, hence P^(;c, • ) does not charge
it and so the last term in (8) is equal to zero by (6). Thus (7) follows
from (8). We can now conclude from (3) that

U x , d y ) = u ( x , y ) ^ ( d y ) . (9)

This and (5) establish the conclusion (j3). Integrating, we obtain

s(x)= U^Oc) (10)

except possibly for a polar set. Under the hypothesis in (7), this
implies s = UJLI everywhere. But the lower semicontinuity of u(x , • )
for each x and the vague convergence of JL^ to fJi also implies
that s > Uju everywhere. Thus s = UJLI as asserted, a

COROLLARY 1. - // s is excessive and ^ oo ^ then P^s = Vfi,
where \^ C D .

Proof. - By a theorem of Hunt's [3], there exists /„ with
LCo C D such that U/^ t P^s. Hence (a), (b) and (c^) are satisfied
with s and a both equal to P^s here, since P^s < °° ^-a.e. by
Proposition 8 of § 1. It is trivial that [̂  C D by vague convergence.

COROLLARY 2. — If s is a potential, then there is a Radon
measure ^ such that s = Uju.

Proof. — By Proposition 5 of § 1, (a), (b) and (c^) are satisfied
if 0 = 5 ' . Note that a potential is necessarily ^ o° , hence < °° ^-a.e.

COROLLARY 3. — For each K , we have P K ^ U ^ ? where
\R C K ; also, P^l = UJLI on ^ .

Proof - Let D^ U K ; by Corollary 2, we have P^ 1 = UJLI,, ,
where [̂  C D . Put 5 = lim ^ Pr> 1 and apply Theorem 2 under

M yi
(c^) to obtain a subsequence {^.} converging vaguely to JLI, such
that s = UJLI on {s =_?} . Then k C 0 D^ = K and P^l =_s. = U^ •
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If x ^ K , then u ( x , ' ) is continuous in D^ for large n\ on the
other hand, s(x) =_s_(x). This establishes the second assertion of
the lemma.

We can now prove a key property of the round version w of u.

THEOREM 3. - For any y : either w ( . , y) = u(. , y ) or
w ( ' , y ) = 0 .

Proof. - Fix y and let D^ U [ y } . Since w(. , y ) is excessive
and < oo ^-a.e., we have by Corollary 1 to Theorem 2

P D ^ ( ' , ^ ) = U ^ , where I ^ C D ^ . (11)

But the left member of (11) is just w ( . , y ) . Hence Theorem 2 is
applicable to the sequence {Ujn^} under condition (c^), and we
conclude that there is a subsequence jn^. converging vaguely to
some p. such that w ( . , ^ ) = U j n . But ^ must have support in
^ ̂  = W . thus 3X : 0 < X < oo ^ such that w ( . , jQ = u(. , jQX .

If X = 0, then w ( . , ^ ) = 0 . If X > 0 , then u(^y)= '^—l^l,
X

and consequently ^ ( . , ^ ) is excessive and furthermore for any
G 3y , P^(. , y) = ^( . , y ) . The construction of Theorem 1 then
yields successively u ^ ( . , y) = u(^ y ) , u^(^ y)-= u(^ y ) and
finally w( . , y ) = u( • , y ) . , a

We now introduce the all important exceptional set below:

Z = { y : w ( . , j Q = 0 } = { y : w ( ^ y ) ^ = u ( ^ y ) } . (12)

Clearly Z E » . Note that Ujn = WJLI if and only if j u ( Z ) = 0 .

PROPOSITION 12. - We have ^(Z) = 0.

Proof. - Since w is a potential density, we have

0 = f w(x , y) ̂ (dy) = / u(x , ̂ ) ? (^)
z z

where ^ is defined in (2) of § 1. But ^ >0 everywhere, hence
$o(Z) = 0 which is the same as {(Z) = 0 . D

Theorem 2 under condition (c^) was stated in a restricted way
because we needed its Corollary 1 to prove Theorem 3. We can now
state Theorem 2 in a more complete form as follows.
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THEOREM 2 (continued). — // we impose the additional condi-
tion that ^(Z) = 0 for all n, then in condition ( c ^ ) we may remove
the assumption that fi^ ^ ^ , and the conclusions (a), (j3), (7) still
hold; moreover, we have

(5) for the fi in (7) we have jn(Z) = 0.

Proof. — The proof of (a) requires no change. In the proof of
(j3), under condition (c^), the inequality (4) is replaced as follows.
Let K^ t E; since jn^(Z) = 0, we have

f^ u ( x , y ) ^ ( d y ) = = f ^ w ( x , y ) ^ ( d y ) . (13)
Ky, K^

By the round property of w, P ^ w ( • , jQ = w( • , ̂ ) for all ^ E K^ .
^

Hence the second member of (13) does not exceed
p^ {L^-'v^nw} <P^" L w J M

which decreases to zero as n —^ °° , on {a < °°} by Proposition 11
of § 1. The rest of the proof of (j3) and (7) are the same as before. To
prove the new conclusion (6) put F = {x : a(x) < °° and s(x) < 00} ,
and let jLi(3D) = 0 . By (9), we have L(x , 3D) = 0; by (5), we have
L^(x , D) —> L(x , D); both provided x G F . Now for any measure
v define its part in D by

^(A) = i/(DnA). (14)

Then we have just shown that on F
U^ -^U^. (15)

By (7)
s= U^ + U^-0; (16)

hence on { ^ < o o } ^ both terms on the right are excessive, and
consequently

UjLi0 =V^ . (17)
Since JLI^(Z) = 0 , we have by the definition of Z

U^ =W^ [= f w ( x , y ) ^ ( d y ) ] . (18)

Hence by the round property of w and the domination in condi-
tion (a), we have on F

P^U^ = U ^ . (19)
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Now F" is polar by Proposition 8 of § 1, hence Pi^x.F^ = 0
for every x . Therefore (15), valid on F , implies that

PDU^—^PDU^ (20)
on F, by the domination in condition (a). It follows from (15),
(19) and (20)that

P^U^ = U^ (21)

on F , hence by (17), using again P^ (x , F") = 0,

PD^ =U^ (22)
everywhere by excessiveness. Thus for ^o-a.e. y ,

PD^ . V) = !£(x , y ) (23)
first for ^-a.e. x , then for all x . Let {D^} form a base of the
topology such that jLi(3D^) = 0. It follows from (23) that there
exists N with jn(N) = 0 such that if ^ ^ N , then for all n such
that y G D^: P^ ^(. , jQ = u_{. , ̂ ) ; and therefore also for every
G containing y n P^(. , y) = y_(. , y ) . For such a ^ the cons-
truction in Theorem 1 yields

y_(' , y ) = w ( ' , y ) . (24)

Since jn(N) = 0, we have, using (7):

s = UJLI = U J L A = WJLA. (25)

Since ^ > ̂  > w , (25) implies that jn(Z) = 0 . o

COROLLARY 4. - The measure jn w Corollary 1 or 2 to Theorem
2 does not charge Z .

By contrast, the method does not prove that the measure JLI
in Corollary 3 does not charge Z. This should be compared with
(5) of § 1, where the measure jn is seen not to charge Z by the
proof in [2] and the argument used in Theorem 2 to deduce (6).
Thus we have the anomaly of two representations of PK 1 as po-
tentials of measures both of which lack an essential feature. The
next proposition clarifies the issue.

Recall that Hunt's Hypothesis (B) (see [3]) may be stated as
follows: for every (open) G which contains (compact) K , we have

P G P K I = P K I - (26)
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There are several equivalent properties in terms of the sample func-
tion behavior of the process; see, e.g., [5]. It is known that the hypo-
thesis is true under strong duality assumptions, see [5].

THEOREM 4. — The following three propositions are equivalent.

(a) Z is polar;
(b) Hypothesis ( B ) is true;
(c) VK: PK 1 = UJLI where In C K and jn(Z) = 0.

Proof. — (a) =» (b): Suppose Z is polar and K be given.
Let L be compact, L C K H Z° . By Corollary 3 to Theorem 2,
we have P^l = UJLI where \M_ C L. For each y CE L, we have
^( • -> y) = u ( ' , y ) , hence also = u_( • , jO . Thus we have P^l = Wjn;
and for any G D K

PGPL^PGW^W/^PI;. (27)

By Hunt's approximation theorem, 3L^ C K 0 Z^*, L^ t , such
that for each x , both P^-a.s. and P^-a.s., where X(. ) = P^(x, • ) ,
we have P, 11 P .I. The limit above is equal to P^l because"n KDZ^ -i is.
Z is polar. Taking such a sequence {L^} in (27), we obtain (26)
by monotone convergence.

(b) => (c): Let D^ U K; then by (b)

P K I = P D , P K I = = U ^ , (28)

where ^(Z) = 0 and |̂  C D^ by Corollaries 1 and 4 to Theorem 2.
Hence by Theorem 2 (5) there exists {p-^} converging vaguely to
JL( so that (c) is true.

(c) =» (a): Let K C Z; then (c) clearly implies that P^ = 0 .
Thus K is polar and so is Z .

We shall prove later that under the additional assumption that
Vx: u_(x, x) = + oo , Z is indeed a polar set. Let us remark here
that it is easy to show that Z is left-polar, hence semipolar. For
this purpose we define

SA = = i n f { ^ > 0 : X,.EA}, P ^ I ( X ) = P ^ { S A < ° ° } . (29)

Then the method of proof in [2] yields

P ^ 1 = U ^ , L L C K , v ( Z ) = 0 . (30)


