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ABELIAN EQUALS A-FINITE FOR ANDERSON
A-MODULES

by Andreas MAURISCHAT

Abstract. — Anderson introduced t-modules as higher dimensional analogs of
Drinfeld modules. Attached to such a t-module, there are its t-motive and its
dual t-motive. The t-module gets the attribute “abelian” when the t-motive is a
finitely generated module, and the attribute “t-finite” when the dual t-motive is
a finitely generated module. The main theorem of this article is the affirmative
answer to the long standing question whether these two attributes are equivalent.
The proof relies on an invariant of the t-module and a condition for that invariant
which is necessary and sufficient for both being abelian and being t-finite. We
further show that this invariant also provides the information whether the t-module
is pure or not. Moreover, we conclude that also over general coefficient rings A,
i.e. for Anderson A-modules, the attributes of being abelian and being A-finite are
equivalent.

Résumé. — Anderson a introduit les t-modules en tant qu’analogues de dimen-
sion supérieure des modules de Drinfeld. Attachés à un tel t-module, il y a son
t-motif et son t-motif dual. Le t-module obtient l’attribut « abélien » lorsque le
t-motif est un module de génération finie, et l’attribut « t-fini » lorsque le t-motif
dual est un module de génération finie. Le théorème principal de cet article est
la réponse affirmative à la question de longue date de savoir si ces deux attributs
sont équivalents. La preuve repose sur un invariant du t-module et une condition
pour cet invariant qui est nécessaire et suffisante pour être à la fois abélien et t-fini.
Nous montrons en outre que cet invariant fournit également l’information si le t-
module est pur ou non. De plus, nous concluons que également sur les anneaux de
coefficients généraux A, c’est-à-dire pour les A-modules d’Anderson, les attributs
d’être abélien et d’être A-fini sont équivalents.

Introduction

Anderson t-modules are higher dimensional analogs of Drinfeld modules,
and they are considered as the function field analogs in positive charac-
teristic of abelian varieties. Of great interest are the periods of Anderson

Keywords: abelian, t-module, t-motive, skew field, Newton polygon.
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2 Andreas MAURISCHAT

t-modules, logarithmic vectors, (multiple) zeta values and much more, and
similar conjectures about the transcendence and algebraic independence
are stated as for classical periods, logarithms etc.

Let K be a perfect field containing the finite field Fq of q elements.
Roughly speaking, an Anderson t-module over K of dimension d is a certain
pair (E, ϕ) where E is an algebraic group over K which is isomorphic to
Gd

a (the d-fold product of the additive group), equipped with a compatible
Fq-action, and

ϕ : Fq[t] −→ Endgrp,Fq
(E), a 7−→ ϕa

is a certain Fq-algebra homomorphism into Fq-linear endomorphisms
of E.(1)

There are two kinds of motives attached to Anderson t-modules. The first
one – called t-motive – was defined by Anderson in his seminal paper [1].
Among others, it was used to provide a new criterion for uniformizability
of t-modules. The other kind – called dual t-motive – was defined later
in [2], and is the base for the ABP-criterion [2, Theorem 3.1.1] and the
Papanikolas’ theorem [19, Theorem 5.2.2] which opened a new way to study
algebraic independence of periods and logarithms. This criterion and a
generalization of Chang [3, Theorem 1.2] was then successfully applied in
several other papers (e.g. [4, 5, 6, 7, 11, 12, 14, 15, 16]). In [13], we showed
that the criteria mentioned above can also be applied to t-motives, and that
the t-motive can also be used to study algebraic independence of periods.

For using the t-motive or the dual t-motive in that way, the t-module
has to be uniformizable in both cases. For using the t-motive, in addition
the t-module needs to satisfy a property called abelian – which apparently
was included in Anderson’s original definition in [1]. For using the dual
t-motive, however, the t-module needs to satisfy another property called
t-finite.

The t-motive attached to such a t-module consists of the Fq-linear group
scheme homomorphisms from E into the additive group Ga,

M(E) := Homgrp,Fq
(E,Ga),

and the dual t-motive is defined as

M(E) := Homgrp,Fq
(Ga, E).

They both carry a structure as K[t]-module obtained from the K-action
on Ga and the Fq[t]-action ϕ on E. The t-module E is said to be abelian
if its t-motive M(E) is a finitely generated K[t]-module, and the t-module

(1) See Section 5 for the precise definition.

ANNALES DE L’INSTITUT FOURIER



ABELIAN EQUALS A-FINITE 3

E is said to be t-finite if its dual t-motive M(E) is a finitely generated
K[t]-module.

Although these two notions are quite similar, and all abelian examples
considered up to date were indeed t-finite and vice versa, it was an open
problem whether these two properties really agree. Our first main theorem
(Theorem A) answers this question to the affirmative.

We should also mention here that this theorem implies the positive an-
swer to the same question for Anderson A-modules, i.e. over more general
coefficient rings A/Fq[t] (see Corollary 8.1).

The proof of this theorem stems from a condition on the endomor-
phism ϕt which is necessary and sufficient for both being abelian and being
t-finite. The proof involves techniques over non-commutative rings which
are well known in the commutative setting, but were only partially de-
veloped in this setting. Hence, we have to develop these techniques here,
too.

For describing the condition on the endomorphism ϕt, we have to provide
more notation. We denote by K{τ} the skew polynomial ring

K{τ} =
{

n∑
i=0

αiτ
i

∣∣∣∣∣n ⩾ 0, αi ∈ K

}
with multiplication uniquely given by additivity and the rule

τ · α = αq · τ,

for all α ∈ K. This ring equals the ring Endgrp,Fq
(Ga) of Fq-linear group

endomorphisms of Ga by identifying τ with the qth power Frobenius map,
and α ∈ K with scalar multiplication by α. We further consider the skew
Laurent series ring over K in σ = τ−1,

K({σ}) :=
{ ∞∑

i=i0

αiσ
i

∣∣∣∣∣ i0 ∈ Z, αi ∈ K

}
,

with σ · α = α1/q · σ for all α ∈ K (well-defined as K is assumed to be
perfect), as well as the subring of skew power series in σ,

K{{σ}} :=
{ ∞∑

i=0
αiσ

i

∣∣∣∣∣αi ∈ K

}
.

The ring K{τ} is naturally embedded into K({σ}) via
n∑

i=0
αiτ

i 7−→
n∑

i=0
αiσ

−i.

TOME 0 (0), FASCICULE 0



4 Andreas MAURISCHAT

After choosing a coordinate system for the t-module E, the endomor-
phism ϕt is represented by a matrix D ∈ Matd×d(K{τ}) with respect to
this coordinate system, and we consider D inside Matd×d(K({σ})) via the
natural embedding K{τ} ↪→ K({σ}).

As for matrices over commutative fields, one can compute invariant fac-
tors of D, i.e. polynomials λ1, . . . , λd ∈ K({σ})[t] with λ1|λ2| . . . |λd (i.e. λi

left-dividing and right-dividing λi+1) obtained by diagonalizing the matrix
C := t · 1d − D via row and column operations. As in the commutative
case, we attach to such a polynomial λ =

∑n
i=0 ait

i ∈ K({σ})[t] a New-
ton polygon. It is defined to be the lower convex hull of the set of points
Pi = (i, ordσ(ai)), i = 0, . . . , n where ordσ(ai) denotes the order of ai

in σ. Although, the invariant factors λ1, . . . , λd are not unique in the non-
commutative case, the orders in σ of their coefficients are unique, and hence
the Newton polygons are well-defined invariants.

The criterion for being abelian and t-finite then states:

Theorem A (Theorem 6.6). — For a t-module E the following are
equivalent:

(1) E is abelian,
(2) E is t-finite,
(3) the Newton polygon of the last invariant factor λd constructed

above has positive slopes only.

The beauty of this criterion is not only its theoretical consequence that
abelian t-modules are t-finite and vice versa, but that the criterion provides
an algorithm to check the property for any given t-module.

The Newton polygon of λd even provides more information. Namely, we
show

Theorem B (Theorem 7.2). — Assume that the t-module E is abelian
(and hence t-finite). The t-motive M = M(E) of E is pure if and only if the
Newton polygon of λd consists of only one edge. In this case, the weight
of M is equal to the reciprocal of the slope of this edge.

By [9, Theorem 5.29(b)], for an abelian and t-finite t-module E, its t-
motive M is pure if and only if its dual t-motive M is pure. In this case,
the weights of M and M just differ by the sign. Hence, our theorem implies
the analogous statement for the dual t-motive (see Corollary 7.4).

As we will mainly deal with modules over the skew field K({σ}), and
the purity of M is a condition on the K(( 1

t ))-vector space K(( 1
t )) ⊗K[t] M,

ANNALES DE L’INSTITUT FOURIER
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one main part in this task is to show that the scalar extensions K(( 1
t ))⊗K[t]

M and K({σ}) ⊗K{τ} M are naturally isomorphic when E is abelian (see
Proposition 7.8).

The paper is structured as follows. Sections 1–4 are on linear algebra
over complete discretely valued skew fields. Only from Section 5 on, we
will deal with t-modules.

We start in Section 1 with basic notation on complete discretely valued
skew fields. Section 2 is devoted to Newton polygons and factorization of
polynomials over these skew fields. Sections 3 are on modules over complete
discretely valued skew fields and lattices in these modules. Thereafter, we
consider matrices over these skew fields in Section 4 where we proof an
equivalence of several conditions for such matrices (see Theorem 4.1). The
equivalence of these conditions is a main step in the proof of Theorem A.
After introducing the notion of t-modules, their t-motives and their dual
t-motives in Section 5, we provide the proof of Theorem A in Section 6,
and of Theorem B in Section 7. We deduce the equivalence of being abelian
and being A-finite for general coefficient rings A in Section 8. Finally in
Section 9, we illustrate our main theorems by some examples.

Our main sources for non-commutative ring theory are [8, 10, 18].

Acknowledgment

We thank the referee for his careful reading of the manuscript and for
pointing out two flaws in an earlier version.

1. Basics in non-commutative algebra

1.1. Complete discretely valued skew fields

We use the following terminology: a skew field (or division ring) is an
associative ring with unit such that every non-zero element has a multi-
plicative inverse.

Definition 1.1. — A discrete valuation on a skew field L is a map
v : L → Z ∪ {∞} such that

(1) v(x) = ∞ ⇐⇒ x = 0,
(2) for all x, y ∈ L: v(x+ y) ⩾ min{v(x), v(y)},
(3) for all x, y ∈ L: v(xy) = v(x) + v(y).

TOME 0 (0), FASCICULE 0



6 Andreas MAURISCHAT

A skew field L together with a discrete valuation v on L is called a discretely
valued skew field.

The subset O := {x ∈ L | v(x) ⩾ 0} of a discretely valued skew field
(L, v) is called the valuation ring of L.

An element σ ∈ O with v(σ) = 1 is called a uniformizer.

Remark 1.2. — Of course, if L is commutative, this is just the definition
of a discretely valued field, and of its valuation ring. As in the commutative
case, we have several conclusions from the definition of a discretely valued
skew field (L, v) with valuation ring O.

• v(1) = 0, and v(x−1) = −v(x) for all x ∈ L ∖ {0},
• for all x, y ∈ L such that v(x) ̸= v(y): v(x+ y) = min{v(x), v(y)},
• O is a subring of L with unique maximal left (and right) ideal
m = {x ∈ L | v(x) > 0},

We further remark that conjugate elements have the same valuation, i.e.

• for all x, y ∈ L, y ̸= 0: v(y−1xy) = v(x),
• the valuation ring O is even central in L, i.e. stable under conjuga-

tion,
• the valuation ring O is a skew principal ideal domain (cf. Subsec-

tion 1.2).

Definition 1.3. — Let (L, v) be a discretely valued skew field. We say
that a sequence (sn)n⩾0 of elements in L converges to s ∈ L, if

lim
n→∞

v(s− sn) = ∞.

A discretely valued skew field (L, v) is called complete, if for every sequence
(xn)n⩾0 of elements in L that tends to zero, there is an element s ∈ L such
that the sequence (

∑n
i=0 xi)n⩾0 tends to s. We will denote the limit s by

the infinite series
∑∞

i=0 xi.

Remark 1.4. — The definition of being complete is just the usual one of
metric space, i.e. that all Cauchy sequences converge, if we equip L with
the absolute value

|x| = ρv(x) for x ∈ L ∖ {0}, |0| = 0,

for some 0 < ρ < 1.

ANNALES DE L’INSTITUT FOURIER
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Example 1.5. — The standard example for a complete discretely valued
skew field is the skew Laurent series ring L = K({σ}) given in the intro-
duction with valuation v given by

v

( ∞∑
i=i0

aiσ
i

)
= inf{i ∈ Z | ai ̸= 0}.

Its valuation ring is the ring O = K{{σ}} of non-commutative power series,
and σ ∈ O is a uniformizer.

The other example used in this paper is the Laurent series ring K(( 1
t ))

which is even a (commutative) field.

1.2. Skew principal ideal domains

Definition 1.6. — A skew principal ideal domain (skew PID) is a uni-
tal associative ring without zero-divisors such that every left ideal and every
right ideal is principal, i.e. generated by one element.

Example 1.7.
• Every skew field is a skew PID.
• If L is a discretely valued skew field, its valuation ring O is a skew

PID. Namely, all ideals ̸= (0) are given by O ·σs = σs ·O for a fixed
uniformizer σ ∈ O and any s ⩾ 0.

• The ring L[t] of polynomials over a skew field L in a central inde-
terminate t (i.e. an indeterminate that commutes with all elements
in L) is a skew PID, too.

The examples of skew PIDs that we will use from Section 5 on, are the
skew field of non-commutative Laurent series L = K({σ}) given in the
introduction, as well as its valuation ring – the non-commutative power
series ring O = K{{σ}}. Further, we employ its subring of non-commutative
polynomials K{σ}, as well as the polynomial ring K({σ})[t] over the skew
Laurent series field K({σ}) in a central indeterminate t.

Theorem 1.8. — Let O be a skew PID.
(1) See [10, Chapter 3, Theorem 16]: any rectangular matrix with en-

tries in O can be transformed by elementary row and column op-
erations into a matrix in diagonal form, and each diagonal entry is
a total divisor (i.e. left divisor and right divisor) of the subsequent
diagonal entry.

TOME 0 (0), FASCICULE 0



8 Andreas MAURISCHAT

(2) Elementary divisor theorem; see [10, Chapter 3, Proof of Theo-
rem 17]: let M be a finitely generated free O-module, and let M ′

be a submodule of M . Then there are a basis {b1, . . . , bn} of M ,
elements x1, . . . , xn ∈ O, and k ⩽ n such that {x1b1, . . . , xkbk} is a
basis for M ′ (respectively {b1x1, . . . , bkxk} for right modules).

(3) See [10, Chapter 3, Theorem 18]: every finitely generated module
over O is the direct sum of its torsion submodule and a free sub-
module.

(4) See [10, Chapter 3, Theorem 19]: every finitely generated module
over O is the direct sum of cyclic submodules.

From the first part of the previous theorem, and the characterization of
ideals in valuation rings in Example 1.7, we obtain the following corollary.

Corollary 1.9. — Let O be the valuation ring of a discretely valued
skew field L, and σ ∈ O a uniformizer. Any rectangular matrix with entries
in O can be transformed by elementary row and column operations into
a matrix in diagonal form where the non-zero diagonal entries are of the
form σν1 , . . . , σνn with n ⩾ 0, and 0 ⩽ ν1 ⩽ · · · ⩽ νn.

We close this section by defining what we mean by saying that a matrix B
has rank r modulo σs.

Definition 1.10. — Let B be a rectangular matrix with entries in the
valuation ring O of a discretely valued skew field L. Let σ ∈ O be a
uniformizer, and s ⩾ 0. Let σν1 , . . . , σνn (n ⩾ 0, and 0 ⩽ ν1 ⩽ · · · ⩽ νn) be
the non-zero diagonal entries obtained by diagonalizing B via elementary
row and column operations as in the previous corollary.

We say that B has rank r modulo σs if

#{i ∈ {1, . . . , n} | νi < s} = r.

2. Newton polygons

Throughout this section, let (L, v) be a complete discretely valued skew
field. Further, let L[t] be the polynomial ring over L in a central indeter-
minate t, i.e. the indeterminate t commutes with all elements in L.

In this section, we develop the theory of Newton polygons of polynomials
in L[t]. It runs parallel to the commutative setting, and the proofs are
almost identical. As our coefficient ring is not commutative, there is a “left-
version” and a “right-version” most of the times. However, one version can

ANNALES DE L’INSTITUT FOURIER
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always be obtained from the other by applying it to the opposite ring of L.
The opposite ring of L is, by definition, the same additive group, but with
multiplication ∗ given by x ∗ y := y · x.

Definition 2.1. — Let f =
∑n

i=0 ait
i ∈ L[t] be a polynomial. The

Newton polygon of f is defined to be the lower convex hull of the set of
points Pi = (i, v(ai)), i = 0, . . . , n ignoring the points with ai = 0. We
denote the Newton polygon of f by Nf .

If s is an edge of the Newton polygon from one vertex (i, wi) to another
vertex (j, wj), we call the difference |j − i| the length of the edge, and the
quotient wj−wi

j−i the slope of the edge. A vertex where two edges meet will
be called a break point of the Newton polygon.

Example 2.2. — For f = a0 + a1t + a2t
2 + a3t

3 + t5 with v(a0) = 3,
v(a1) = 2 and v(a2) = v(a3) = 1 the Newton polygon Nf consists of two
edges. The first edge is of length 2 with slope v(a2)−v(a0)

2 = −1, and the
second of length 3 with slope v(1)−v(a2)

3 = − 1
3 (see Figure 2.1).

(0, v(a0))

(1, v(a1))

(2, v(a2))

(3, v(a3))

(5, 0)

Figure 2.1. Newton polygon for σ3 + σ2 · t+ σ · t2 + σ · t3 + t4.

Proposition 2.3. — Let f, g ∈ L[t] be polynomials. Then the Newton
polygon Ngf of g · f starts at the vector sum of the starting points of Nf

and Ng, and ends at the vector sum of the end points of Nf and Ng. The
edges of the Newton polygon Ngf are exactly the edges of both Nf and Ng

concatenated in non-decreasing order of their slopes.
The same holds for the product f · g.

Proof. — The proof is the same as in the commutative case. Also com-
pare the example in Figure 2.2. □

TOME 0 (0), FASCICULE 0



10 Andreas MAURISCHAT

Figure 2.2. Newton polygons for g(t) = σ3 + θσ · t + t4 (dashed in
blue), f(t) = σ+ t (solid in black), and h = g · f = σ4 + (θσ2 + σ3)t+
θσt2 + σt4 + t5 (dotted in green).

As our skew field L is complete with respect to the valuation, we will
also obtain a reverse result in Proposition 2.7. For its proof, however, we
need some results on division with remainder in our polynomial ring L[t].

Definition 2.4. — For c ∈ R, we define a valuation vc on L[t] by

vc

(
n∑

i=0
hit

i

)
= min

{
v(hi) + i · c

∣∣ i ∈ {0, . . . , n}
}

∈ R ∪ {∞}.

It is not hard to verify that this is indeed a valuation, i.e. it satisfies
• vc(f) = ∞ ⇐⇒ f = 0,
• vc(f · g) = vc(f) + vc(g),
• vc(f + g) ⩾ min{vc(f), vc(g)}.

Lemma 2.5 (Right-division with remainder). — Let c ∈ R be arbitrary.
Let h, f ∈ L[t] with degt(h) ⩾ degt(f).

(1) There exist unique q, r ∈ L[t] such that

h = q · f + r,

and either r = 0 or degt(r) < degt(f).
(2) Assume further that vc(f) = v(fd) + d · c, where d = degt(f) and

fd is the leading coefficient of f . Then

vc(q) ⩾ vc(h) − vc(f) and vc(r) ⩾ vc(h).

Proof. — The existence of q and r is shown in [18, Section 2], and unique-
ness is obtained in the same way as in the commutative case. So it remains
to show the bounds on the valuations of q and r in (2).

ANNALES DE L’INSTITUT FOURIER
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Write h =
∑n

k=0 hkt
k where n = degt(h), f =

∑d
j=0 fjt

j , and q =∑n−d
i=0 qit

i. As degt(r) < d, we obtain for all e > d:

(2.1) he =
∑

i+j=e

qifj = qe−d · fd +
d−1∑
j=0

qe−jfj .

We show v(qi) + i · c ⩾ vc(h) − vc(f) for all i = n− d, . . . , 0 by backwards
induction which then implies vc(q) = min{v(qi) + i · c | 0 ⩽ i ⩽ n − d} ⩾
vc(h) − vc(f).

For i = n − d, set e = n in equation (2.1). It reduces to hn = qn−d · fd,
and therefore

v(qn−d) = v(hn) − v(fd) = v(hn) − vc(f) − d · c
⩾ vc(h) + n · c− vc(f) − d · c = vc(h) − vc(f) − (n− d) · c.

Now, fix i < n−d, and assume by induction hypothesis that we have shown
the inequality for all larger indices. Then setting e = i+d in equation (2.1),
we obtain

v(qi) = v

hi+d −
d−1∑
j=0

qi+d−jfj

− v(fd)

⩾ min{v(hi+d), v(qi+d−j) + v(fj) | j = 0, . . . , d− 1} − v(fd)

Since,
v(hi+d) ⩾ vc(h) − (i+ d) · c,

and by hypothesis for all j = 0, . . . , d− 1,

v(qi+d−j) + v(fj) ⩾ vc(h) − vc(f) − (i+ d− j) · c+ vc(f) − j · c
= vc(h) − (i+ d) · c,

We obtain the desired bound

v(qi) ⩾ vc(h) − (i+ d) · c− vc(f) + d · c = vc(h) − vc(f) − i · c.

The bound for the valuation of r is directly computed as

vc(r) = vc (h− q · f) ⩾ min{vc(h), vc(q) + vc(f)} ⩾ vc(h),

using the bound for vc(q) just obtained. □

By the same arguments with sides swapped, we obtain the result on
left-division with remainder.

TOME 0 (0), FASCICULE 0



12 Andreas MAURISCHAT

Lemma 2.6 (Left-Division with remainder). — Let c ∈ R be arbitrary.
Let h, f ∈ L[t] with degt(h) ⩾ degt(f).

(1) There exist unique q, r ∈ L[t] such that

h = f · q + r,

and either r = 0 or degt(r) < degt(f).
(2) Assume further that vc(f) = v(fd) + d · c where d = degt(f) and fd

is the leading coefficient of f . Then

vc(q) ⩾ vc(h) − vc(f) and vc(r) ⩾ vc(h).

Proposition 2.7. — Let h ∈ L[t], and assume that its Newton polygon
has at least two edges, and that P = (d, e) is the first break point of the
Newton polygon of h (i.e. the break point with the least x-coordinate of all
break points). Then the following hold:

(1) There are polynomials f, g ∈ L[t] such that degt(f) = d, the Newton
polygon of f consists of the first edge of Nh, and h = f · g.

(2) There are polynomials f, g ∈ L[t] such that degt(f) = d, the Newton
polygon of f consists of the first edge of Nh, and h = g · f .

Remark 2.8. — By repeating the previous process for the factor g, we
eventually get a factorization of h as h = f1 · f2 · . . . · fk where the Newton
polygon of each fj has exactly one edge, each corresponding to one edge
of Nh, i.e. having the same length and same slope as that edge of Nh.
Furthermore, for each permutation of the k edges of h, we get such a fac-
torization.

In particular, for each edge of Nh there is a right factor µ of h whose
Newton polygon has exactly one edge, and this edge has the same length
and same slope as that edge of Nh.

Proof of Proposition 2.7. — We only prove the first part, as the second
is obtained in the same way after swapping sides in products. Let s be the
slope of the first edge, set c := −s, and consider the valuation vc given in
Definition 2.4.

Let h =
∑n

j=0 hjt
j , and define f (0) =

∑d
j=0 hjt

j ∈ L[t] as well as g(0) =
1 ∈ L[t]. The choice of c implies that vc(h) = v(h0) = v(hd) + d · c, that
v(hj) + j · c ⩾ vc(h) for all 0 < j < d, and that v(hj) + j · c > vc(h) for all
j > d. Hence, vc(f (0)) = vc(h), and

vc

(
h− f (0) · g(0)

)
= vc

 n∑
j=d+1

hjt
j

 = vc(h) + α
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for some α > 0.
Inductively, we are going to define sequences (f (i))i⩾0 and (g(i))i⩾0 of

polynomials in L[t] such that
(a) degt(f (i)) = d with leading coefficient hd, vc(f (i)) = vc(h), and for

all i ⩾ 1: vc(f (i) − f (i−1)) ⩾ vc(h) + α · i.
(b) degt(g(i)) ⩽ n − d, vc(1 − g(i)) ⩾ α and for all i ⩾ 1: vc(g(i) −

g(i−1)) ⩾ α · i.
(c) vc(h− f (i) · g(i)) ⩾ vc(h) + α · (i+ 1).

As the skew field L is complete, this implies that the sequences (f (i))i⩾0 and
(g(i))i⩾0 converge in L[t] to some polynomials f and g. By the conditions on
the sequences, the polynomials f and g satisfy the conditions degt(f) = d,
degt(g) ⩽ n− d, and h = f · g. Finally, condition (a) implies vc(f − f (0)) >
vc(f (0)), hence the Newton polygon of f is the same as the one of f (0),
namely the first edge of Nh.

By choice of f (0) and g(0), the conditions (a)–(c) are fulfilled for i = 0.
Now take i > 0, and assume that f (i−1) and g(i−1) are already constructed.
Then the hypothesis of Lemma 2.6(2) (left division with remainder) are
fulfilled, and we obtain q, r ∈ L[t] such that

h− f (i−1) · g(i−1) = f (i−1) · q + r,

with the given bounds on the valuations of q and r. We set

f (i) := f (i−1) + r, g(i) := g(i−1) + q,

and will verify that these polynomials satisfy the conditions (a)–(c).
As degt(r) < degt(f (i−1)) = d, we have degt(f (i)) = degt(f (i−1) +r) = d,

and the leading coefficient of f (i) is again hd. Further, by the bounds on
the coefficients in the left division with remainder

vc

(
f (i) − f (i−1)

)
= vc(r) ⩾ vc

(
h− f (i−1) · g(i−1)

)
⩾ vc(h) + α · i.

The latter also implies vc(f (i)) = min{vc(f (i−1)), vc(f (i) −f (i−1))} = vc(h).
This proves condition (a). As degt(q) = n − d, and degt(g(i−1)) ⩽ n − d,
also degt(g(i)) = degt(g(i−1) + q) ⩽ n− d, and

vc

(
g(i) − g(i−1)

)
= vc(q) ⩾ vc

(
h− f (i−1) · g(i−1)

)
− vc

(
f (i−1)

)
⩾ vc(h) + α · i− vc

(
f (i−1)

)
= α · i.

Therefore, also

vc

(
1 − g(i)

)
⩾ min

{
vc

(
1 − g(i−1)

)
, vc

(
g(i−1) − g(i)

)}
⩾ α.
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Finally,

h− f (i) · g(i) = h− f (i−1) · g(i) − r · g(i) = r − r · g(i) = r ·
(

1 − g(i)
)
,

and hence

vc

(
h− f (i) · g(i)

)
= vc(r) + vc

(
1 − g(i)

)
⩾ vc(h) + α · i+ α = vc(h) + α · (i+ 1). □

Using the previous proposition, we have the following non-commutative
variants of the Chinese Remainder Theorem.

Theorem 2.9.
(1) Let h ∈ L[t] be a polynomial whose Newton polygon consists of

exactly k edges, and let µ1, . . . , µk be right factors of h each corre-
sponding to a different edge, then there is a canonical isomorphism
of left L[t]-modules

L[t]/hL[t] ∼= L[t]/µ1L[t] ⊕ · · · ⊕ L[t]/µkL[t].

(2) Let h ∈ L[t] be a polynomial whose Newton polygon consists of
exactly k edges, and let ν1, . . . , νk be left factors of h each corre-
sponding to a different edge, then there is a canonical isomorphism
of right L[t]-modules

L[t]h\L[t] ∼= L[t]ν1\L[t] ⊕ · · · ⊕ L[t]νk\ ⊕ L[t].

This follows inductively from the following lemma.

Lemma 2.10. — Let h ∈ L[t] be a polynomial with the first break point
of the Newton polygon Nh being at P = (d, e). Let h = ν ·λ1 and h = λ2 ·µ
be factorizations of h from Proposition 2.7 where the Newton polygons of
ν and µ consist of the first edge of h. Then the canonical homomorphism
of left L[t]-modules

L[t]/hL[t] ∼= L[t]/λ1L[t] ⊕ L[t]/µL[t],

is an isomorphism, as well as the canonical homomorphism of right L[t]-
modules

L[t]h\L[t] ∼= L[t]ν\L[t] ⊕ L[t]λ2\L[t]
is an isomorphism.

Proof. — As no edge of λ1 has the same slope as the edge of µ, the
right greatest common divisor of λ1 and µ is 1. Hence by [18, Theorem 4],
there exist r, s ∈ L[t] such that rλ1 + sµ = 1. An inverse to the canonical
homomorphism of left modules is therefore given by (f, g) 7→ fsµ+ grλ1.

In the same way, one obtains the isomorphism for the right modules. □
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3. Modules over complete discretely valued skew fields

As before, let (L, v) be a complete discretely valued skew field with val-
uation ring O. Throughout this section, M will denote a finite dimensional
left-L-vector space.

We stick here to left modules. However, all the statements and theorems
in this section about left modules will also be true for right modules. This
is clear as a right module is a left module for the opposite ring.

Definition 3.1. — An O-lattice Λ in M is a finitely generated
O-submodule Λ of M containing an L-basis of M .

We collect some facts on O-lattices which are well-known in the commu-
tative setting, but are also valid in the non-commutative setting.

Remark 3.2.
(1) If σ ∈ O is a uniformizer, and Λ an O-lattice in M , then⋃

n⩾0
σ−nΛ = M.

(2) As O is a skew principal ideal domain, any O-lattice Λ in M is
a free O-module generated by a suitable L-basis of M (cf. Theo-
rem 1.8(3)).

(3) Any O-submodule Λ′ of an O-lattice Λ of the same rank is an O-
lattice in M . (It is finitely generated free containing an L-basis of
M by Theorem 1.8(2).)

(4) For two O-lattices Λ and Λ′ in M , their intersection Λ ∩ Λ′ as well
as their sum Λ + Λ′ ⊆ M are O-lattices, too.

(5) If Λ is an O-lattice of M , and Λ′ an O-submodule of M . Then Λ′

is an O-lattice in M , if and only if there are integers l1, l2 ∈ Z such
that σl1Λ ⊆ Λ′ ⊆ σl2Λ.

Lemma 3.3. — An O-submodule Λ of M is an O-lattice if and only if
Λ contains an L-basis of M , and for every m ∈ M,m ̸= 0, there is x ∈ L
such that x ·m ̸∈ Λ.

Proof. — For showing the first implication, let Λ be an O-lattice, and
b1, . . . , bd be a basis of Λ. Letm ∈ M be arbitrary, then there are coefficients
x1, . . . , xd ∈ L such that m =

∑d
i=1 xibi. Choose x ∈ L such that v(x) <

−v(x1). Then xm =
∑d

i=1(xxi)bi ̸∈ Λ as v(xx1) < 0, i.e. xx1 ̸∈ O.
For the other implication, let Λ be an O-submodule of M containing an

L-basis of M , and satisfying the condition that for every m ∈ M , there is
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x ∈ L such that x · m ̸∈ Λ. Choose an O-lattice Λ̃ in M and consider the
O-lattices Λi of M given by

Λi := σiΛ ∩ Λ̃

for all i ⩾ 0, where σ ∈ O is a uniformizer, as well as

Λ̄i := (Λi + σΛ̃)/(σΛ̃) ⊆ Λ̃/(σΛ̃).

The latter are vector spaces over the skew field O/σO of dimension at
most d. As by definition, the sequence (Λi)i⩾0 is a desending chain of
O-modules, the sequence (Λ̄i)i⩾0 is a descending chain of (O/σO)-vector
spaces. Hence, there is some n0 ⩾ 0 such that Λ̄n = Λ̄n0 for all n ⩾ n0.

Assume that Λ̄n0 ̸= 0, then there is m ∈ Λn0 \ σΛ̃, i.e. 0 ̸= m ∈ Λn =
σnΛ ∩ Λ̃ for all n ∈ N. However, this implies σ−nm ∈ Λ for all n ⩾ n0.
As Λ is an O-module, we get σ−nm ∈ Λ for all n ∈ Z, contradicting our
assumption.

Therefore Λ̄n = 0 for all n ⩾ n0, i.e. Λn + σΛ̃ = σΛ̃, or in other words
Λn ⊆ σΛ̃. Hence

Λ ∩ σ−nΛ̃ ⊆ σ1−nΛ̃

for all n ⩾ n0. Inductively, one obtains

Λ ∩ σ−nΛ̃ = Λ ∩ σ−n0Λ̃

for all n ⩾ n0, and by taking the union over all n:

Λ = Λ ∩ σ−n0Λ̃,

i.e. Λ ⊆ σ−n0Λ̃ which implies that Λ is finitely generated. □

Proposition 3.4. — Let Λ be an O-lattice inside M . Further, let M ′

be an L-submodule of M , and define Λ′ := Λ∩M ′. Then any O-basis of Λ′

can be extended to an O-basis of Λ.

Proof. — As O is a skew PID, we just have to show that Λ/Λ′ is tor-
sionfree, hence free. Then the join of a basis of Λ′ and representatives of a
basis of Λ/Λ′ form a basis of Λ.

Assume to the contrary, that Λ/Λ′ is not torsionfree. Hence, there exist
m∈Λ−Λ′, and x∈O such that x·m∈Λ′. As Λ′ = Λ∩M ′, this implies x·m∈
M ′, and hence m∈M ′, leading to the contradiction m∈Λ∩M ′ =Λ′. □

Remark 3.5. — Be aware that in general we can not extend this result to
a decomposition M = M ′ ⊕ M ′′ of submodules, i.e. we can not find bases
of the O-sublattices Λ′ and Λ′′ which join to a basis of Λ.
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We now turn our attention to L[t]-modules which are finite dimensional
as L-vector spaces. We start by stating the invariant factors theorem which
follows directly from the proof of Theorem 1.8(4) given in [10], and is also
explained in [8, p. 380].

Theorem 3.6 (Invariant Factors Theorem, see [8, p. 380]). — Given a
left L[t]-module M which is finitely generated as L-vector space of dimen-
sion d, there exist monic polynomials λ1, . . . , λd ∈ L[t]∖{0} such that λi+1
is left-divisible and right-divisible by λi for all i = 1, . . . , d− 1, and

M ∼= L[t]/λ1L[t] ⊕ · · · ⊕ L[t]/λdL[t]

as L[t]-modules.

Remark 3.7. — Contrary to the commutative case, the monic polynomi-
als λi are not unique, but only unique up to similarity which is equivalent
to the factors L[t]/λiL[t] being unique up to isomorphism (cf. [10, Chap-
ter 3, Theorem 31]). However, the way to obtain them is the same as in
the commutative case: choose an L-basis (e1, . . . , ed) of M , represent mul-
tiplication by t by a matrix D with respect to this basis, and consider the
matrix C := t · 1−D ∈ Matd×d(L[t]).

By applying row and column operations, we can transform the matrix C
into diagonal form with diagonal entries λ1, . . . , λd as in the theorem, due
to the existence of left Euclidean and right Euclidean algorithms in L[t].

The isomorphism of L[t]-modules is then obtained by recognizing that
M is the cokernel of the map L[t]d → L[t]d given by C on the standard
basis, and row and column operations on C just correspond to changes of
bases in the source and target, respectively.

Theorem 3.8. — Given a left L[t]-moduleM which is finitely generated
as L-vector space of dimension d, there exist monic polynomials f1, . . . , fk ∈
L[t] ∖ L (k ⩽ d) such that the Newton polygon of each fi consists of one
edge, and

M ∼= L[t]/f1L[t] ⊕ · · · ⊕ L[t]/fkL[t]
as L[t]-modules.

Proof. — This is obtained directly by applying Theorem 3.6, and then
applying Theorem 2.9 to the factors L[t]/λiL[t] obtained in Theorem 3.6.

□

We now turn our attention to O-lattices in such L[t]-modules M . The
next theorem and its corollary is about the existence of a lattice with special
properties, whereas Theorem 3.11 and Corollary 3.12 are about properties
for general O-lattices.
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Theorem 3.9. — Let σ ∈ L be a uniformizer (i.e. v(σ) = 1), and let
f ∈ L[t] be a non-trivial monic polynomial of degree d whose Newton
polygon Nf consists of exactly one edge. Let s ∈ Q be the slope of this
edge. Further, let M be a left L[t]-module isomorphic to L[t]/fL[t].

(1) There is an O-lattice Λ in M such that

σrtdΛ = Λ,

where r = ds ∈ N. If s is positive, the lattice Λ can be chosen to
further satisfy t−1Λ ⊆ Λ.

(2) If u, v ∈ Z, u ̸= 0, and Λ′ is a lattice in M such that σvtuΛ′ = Λ′,
then v

u = s.

Proof. — Write f =
∑d−1

i=0 cit
i+td with ci ∈ L, and let b ∈ M correspond

to the residue class of 1 in L[t]/fL[t]. Since the slope of Nf is s, we have
v(c0) = −ds = −r and v(ci) ⩾ (i − d) · s for i = 1, . . . , d − 1. We let Λ
be the O-lattice generated by {σ⌊is⌋tib | i = 0, . . . , d − 1} and claim that
this lattice satisfies the desired conditions. Here ⌊x⌋ denotes the floor of x,
i.e. the largest integer ⩽ x.

We will show σ⌊ns⌋tnb ∈ Λ for all n ∈ Z, from which one deduces
σdstdΛ ⊆ Λ as well as Λ = σdstd

(
σ−dst−dΛ

)
⊆ σdstdΛ. If s is posi-

tive, one further obtains from this statement that t−1σ⌊is⌋tib ∈ Λ for all
i = 0, . . . , d− 1, since ⌊is⌋ ⩾ ⌊(i− 1)s⌋ in this case.

First at all, the condition σ⌊ns⌋tnb ∈ Λ is fulfilled for n = 0, . . . , d− 1 by
definition of Λ. Let n > d− 1, then we have

σ⌊ns⌋tnb = σ⌊ns⌋tn−d

(
−

d−1∑
i=0

cit
ib

)

= −
d−1∑
i=0

(
σ⌊ns⌋ · ci

)
tn−d+ib.

Since v(ci) is an integer greater or equal to (i− d) · s, we have

v
(
σ⌊ns⌋ · ci

)
= ⌊ns⌋ + v(ci) = ⌊ns+ v(ci)⌋ ⩾ ⌊(n+ i− d)s⌋.

Hence, by induction hypothesis
(
σ⌊ns⌋ · ci

)
tn−d+ib ∈ Λ, and therefore

σ⌊ns⌋tnb ∈ Λ.
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On the other hand, for n < 0, we have

σ⌊ns⌋tnb = σ⌊ns⌋tn

(
−c−1

0 ·

(
tdb+

d−1∑
i=1

cit
ib

))

= −σ⌊ns⌋c−1
0 tn+db−

d−1∑
i=1

(
σ⌊ns⌋ · c−1

0 · ci

)
tn+ib.

Since v(c0) = −ds ∈ N, we have

v
(
σ⌊ns⌋c−1

0

)
= ⌊ns⌋ + ds = ⌊(n+ d)s⌋,

as well as,

v
(
σ⌊ns⌋ · c−1

0 · ci

)
= ⌊(n+d)s+ v(ci)⌋ ⩾ ⌊(n+d)s+ (i−d)s⌋ = ⌊(n+ i)s⌋.

Hence, by backwards induction hypothesis all summands above are in Λ,
and therefore σ⌊ns⌋tnb ∈ Λ.

For showing part (2), let u, v ∈ Z, u ̸= 0, and Λ′ be a lattice in M such
that σvtuΛ′ = Λ′. Let Λ be the lattice constructed in part (1).

As Λ and Λ′ are two O-lattices in M , there are some l1, l2 ⩾ 0 such that

σ−l1Λ′ ⊇ Λ ⊇ σl2Λ′.

Then for any n ∈ Z, we obtain

Λ ⊇ σl2Λ′ = σl2σdnvtdnuΛ′

⊇ σl2σdnvtdnuσl1Λ = σl1+l2σdnvσ−rnuΛ = σl1+l2+n(dv−ru)Λ.

If v
u ̸= r

d , and hence dv − ru ̸= 0, we obtain a contradiction by choosing n
such that l1 + l2 + n(dv − ru) < 0. □

Corollary 3.10. — Let M be a left L[t]-module which is finitely gen-
erated as L-vector space. Let f1, . . . , fk ∈ L[t] be non-trivial monic poly-
nomials whose Newton polygons consist of exactly one edge such that M
is isomorphic to

⊕k
i=1 L[t]/fiL[t]. For i = 1, . . . , k, let si be the slope

corresponding to fi, di the degree of fi, and Mi ⊆ M the submodule cor-
responding to the factor L[t]/fiL[t].

Then for each i = 1, . . . , k, there are O-lattices Λi in Mi such that

σdisitdiΛi = Λi.

If all the slopes are positive, the lattices can be chosen to further satisfy
t−1Λi ⊆ Λi.

Proof. — We just have to apply Theorem 3.9 to each factor Mi. □
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Theorem 3.11. — Let σ ∈ L be a uniformizer (i.e. v(σ) = 1), and
let f ∈ L[t] be a non-trivial monic polynomial whose Newton polygon Nf

consists of exactly one edge. Further, let M be a left L[t]-module isomorphic
to L[t]/fL[t], and let Λ ⊂ M be an O-lattice in M .

(1) If the slope of Nf is non-positive, then there exists an O-basis
(b1, . . . , bd) of Λ such that for all k ⩾ 0 and m ∈ Λ,

prd

(
tk ·m

)
∈ O · bd,

where prd : M → L · bd,
∑d

i=1 xibi 7→ xdbd denotes the projection
to the last coordinate.

(2) If the slope of Nf is positive, there exist k0 ⩾ 0 such that for all
k ⩾ k0,

tkΛ ⊇ σ−1Λ.

Proof.
(1). — Since the slope of Nf is non-positive, all the coefficients of f lie

in O. Let b ∈ M correspond to the residue class of 1 in L[t]/fL[t]. Let
Λ′ be the O-lattice of M generated by b, tb, . . . , td−1d. This is indeed an
O[t]-submodule, since the coefficients of the monic polynomial f lie in O.

By the elementary divisor theorem (Theorem 1.8(2)), there is a basis
(b1, . . . , bd) of Λ and n1, . . . , nd ∈ Z such that (σn1b1, . . . , σ

ndbd) is a basis
of Λ′.(2) By rearranging the basis, we can achieve that nd is the maximum
of the numbers ni.

Then for all k ⩾ 0, and m =
∑d

i=1 xibi ∈ Λ (i.e. xi ∈ O) we obtain:

tk ·m =
d∑

i=1
xi · tk · bi =

d∑
i=1

σ−ni · tk ·
(
σnixiσ

−ni
)︸ ︷︷ ︸

∈O

σnibi ∈ σ−ndΛ′,

since tk · (σnixiσ
−ni) · σnibi ∈ Λ′ for all i = 1, . . . , d, and nd = max{ni |

i = 1, . . . , d}.
As prd(Λ′) = O · σndbd, we finally get:

prd

(
tk ·m

)
∈ σ−ndOσnd · bd = O · bd.

(2). — Let Λ′ be an O-lattice in M as in Theorem 3.9, i.e. satisfying
σrtdΛ′ = Λ′, as well as t−1Λ′ ⊆ Λ′, where d = degt(f), and r

d = s is the
slope of the Newton polygon Nf . As Λ and Λ′ are two O-lattices in M ,
there are some l1, l2 ⩾ 0 such that

σ−l1Λ′ ⊇ Λ ⊇ σl2Λ′.

(2) We take into account that all left ideals of O are of the form Oσk with k ∈ N.
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Let n0 ∈ N satisfy n0 ⩾ 1+l1+l2
r , and let k0 = dn0. We then obtain for all

k ⩾ k0,

tkΛ ⊇ tkσl2Λ′ = σl2tdn0tk−k0Λ′

⊇ σl2tdn0Λ′ = σl2σ−rn0Λ′ ⊇ σl2σ−rn0σl1Λ ⊇ σ−1Λ. □

Corollary 3.12. — Let σ ∈ L be a uniformizer, and let g1, . . . , gk ∈
L[t] be non-trivial monic polynomials whose Newton polygons only have
positive slopes. Further, let M be a left L[t]-module isomorphic to⊕k

i=1 L[t]/giL[t], and let Λ ⊂ M be an O-lattice in M . Then there is a
natural number n0 ∈ N, such that for all n ⩾ n0,

tnΛ ⊇ σ−1Λ.

Proof. — By Theorem 3.8, we can decompose the factors L[t]/giL[t] fur-
ther to obtain a decomposition M ∼=

⊕r
j=1 L[t]/fjL[t] where the Newton

polygons of all fj have exactly one edge, and the slope of that edge is
positive.

Let Λ(j) := Λ ∩ L[t]/fjL[t] for all j = 1, . . . , r, and

Λ′ :=
r⊕

j=1
Λ(j) ⊆ Λ.

Applying Theorem 3.11(2) to each factor, we obtain numbers n1, . . . ,

nr ∈ N such that for each i = 1, . . . , r, one has tnΛ(i) ⊇ σ−1Λ(i) for
n ⩾ ni, and hence n′ := max{n1, . . . , nr} fulfills

tnΛ′ ⊇ σ−1Λ′ ∀ n ⩾ n′.

As Λ′ and Λ are two lattices in M , we can proceed similar to the end of the
proof of Theorem 3.11(2) to obtain some n0 ∈ N such that for all n ⩾ n0,

tnΛ ⊇ σ−1Λ. □

4. Matrices over complete discretely valued skew fields

Let L be a complete discretely valued skew field, and O its valuation
ring with uniformizer σ. Let d ⩾ 1, and D ∈ Matd×d(L) a nonzero matrix.
Further, we let λ1, . . . , λd ∈ L[t] be its invariant factors, i.e. polynomials
λ1|λ2| . . . |λd obtained by diagonalizing the matrix t · 1d − D as in Re-
mark 3.7.

In this section, we apply the results of the previous sections to obtain
the equivalence of the following conditions on D and its powers which will
be used in the next sections.
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Theorem 4.1. — Let D ∈ Matd×d(L), and let λd ∈ L[t] be its last
invariant factor as above. For n ⩾ 1, we define sn ∈ N to be the least
non-negative integer such that all entries of D,D2, . . . , Dn have valuation
greater or equal to −sn. The following are equivalent:

(1) There is some n ⩾ 1 such that the matrix σsn · Dn ∈ Matd×d(O)
has full rank d modulo σsn ,(3)

(2) there is some n ⩾ 1 such that the block matrix σsn ·D
σsn ·D2

...
σsn ·Dn

 ∈ Matnd×d(O)

has rank d modulo σsn ,
(2′) there is some n ⩾ 1 such that the block matrix(

σsn ·D, σsn ·D2, . . . , σsn ·Dn
)

∈ Matd×nd(O)

has rank d modulo σsn ,
(3) all slopes of the Newton polygon of λd are positive.

Remark 4.2. — In the first three conditions, we could replace sn by any
larger number. This would lead to an equivalent condition. This fact be-
comes clear during the proof of the theorem.

Proof. — The implications (1) ⇒ (2) and (1) ⇒ (2′) are trivial. We show
(2) ⇒ (3) by contraposition. So assume that the Newton polygon of λd has
an edge of non-positive slope.

We let Λ be a free O-module of rank d, and (e1, . . . , ed) be a basis.
Further, let M = L ⊗O Λ, and define an L-linear t-action on it by letting

t ·

e1
...
ed

 = D ·

e1
...
ed


component-wise. This turns M into a left-L[t]-module. By Theorem 3.6,
M can be decomposed into a direct sum of L[t]-modules

⊕d
i=1 L[t]/λiL[t]

where the λi are the invariant factors of D. By Theorem 3.8, we can de-
compose these further into

M ∼=
r⊕

i=1
L[t]/fiL[t],

where the Newton polygons of each fi has exactly one edge. Without loss
of generality, we can assume that fr is a factor of λd whose Newton polygon

(3) See Definition 1.10 for our notion of rank modulo some power of σ.
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consists of one edge with non-positive slope. Let M ′ ⊂ M be the submodule
corresponding to the sum

⊕r−1
i=1 L[t]/fiL[t], and Λ′ := Λ ∩ M ′. Then by

Proposition 3.4, the quotient Λ′′ := Λ/Λ′ is free, and L ⊗O Λ′′ has to be
isomorphic to the last factor L[t]/frL[t] of M .

We choose a basis (b1, . . . , bm, bm+1, . . . , bd) of Λ in the following way.
The tuple (b1, . . . , bm) is a basis of Λ′, and (bm+1, . . . , bd) is a lift of a basis
(b̄m+1, . . . , b̄d) of Λ′′ where (b̄m+1, . . . , b̄d) is chosen as in Theorem 3.11(1).
By this choice of basis, as in Theorem 3.11, we obtain prd(tk ·m) ∈ O · bd

for all k ⩾ 0 and all m ∈ Λ where prd : M → L · bd denotes the projection
to the last coordinate.

If C ∈ Matd×d(L) is the matrix representing the t-action on this basis,
i.e. given by

t ·

b1
...
bd

 = C ·

b1
...
bd

 ,

this implies that the last column of each Ck (k ⩾ 0) has entries in O. In
particular, for n ⩾ 1, and for s ⩾ 0 such that all entries of all C,C2 . . . , Cn

have valuation at least −s, the entries of the last column of σs·C
σs·C2

...
σs·Cn

 ∈ Matnd×d(O)

are divisible by σs. This implies that the rank modulo σs of this block
matrix does not exceed d− 1.

As (e1, . . . , ed) and (b1, . . . , bd) are two bases of Λ, there exists a unique
matrix B ∈ GLd(O) such that

b1
...
bd

 = B ·

e1
...
ed

 ,

and hence, C = BDB−1. On one hand, this means that s above can be
chosen to be sn, on the other hand that the rank modulo σs of σs·D

σs·D2

...
σs·Dn

 ∈ Matnd×d(O)
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does not exceed d− 1, since we have σs·D
σs·D2

...
σs·Dn

 =


σsB−1σ−s 0 ··· 0

0
. . . . . .

...
...

. . . . . . 0
0 ··· 0 σsB−1σ−s

 ·

 σs·C
σs·C2

...
σs·Cn

 ·B ∈ Matnd×d(O).

The implication (2′) ⇒ (3) is shown in the same manner, but using right
O-modules.

It remains to show the implication (3) ⇒ (1). So we assume that all
slopes of the Newton polygon of λd are positive. As the other invariant
factors are divisors of λd this implies that all slopes of all the Newton
polygons are positive.

As above, we consider the free O-module Λ with basis (e1, . . . , ed), and
the L-vector space M = L ⊗O Λ with additional t-action given by

t ·

e1
...
ed

 = D ·

e1
...
ed

 .

Again by Theorem 3.8, we can decompose M into

M ∼=
r⊕

i=1
L[t]/fiL[t],

where the Newton polygons of each fi has exactly one edge, but this time
all slopes are positive. By Corollary 3.12, there is some n ∈ N such that
tnΛ ⊇ σ−1Λ.

Hence, there is a matrix B ∈ Matd×d(O) such that

BDn ·

e1
...
ed

 = B · tn

e1
...
ed

 = σ−1

e1
...
ed

 =


σ−1 0 ··· 0

0
. . . . . .

...
...

. . . . . . 0
0 ··· 0 σ−1

 ·

e1
...
ed

 .

Therefore we have

(
σsnBσ−sn

)
· σsnDn =


σsn−1 0 ··· 0

0
. . . . . .

...
...

. . . . . . 0
0 ··· 0 σsn−1

 ∈ Matd×d(O).

As σsnBσ−sn ∈ Matd×d(O), and the right hand side has full rank d modulo
σsn , also σsnDn ∈ Matd×d(O) has full rank d modulo σsn . □
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5. t-modules and t-motives

From now on, let Fq be the finite field with q elements, and let K be a
perfect field containing Fq. Further, let Fq[t] be a polynomial ring over Fq in
an indeterminate t which is linearly independent to K, and ℓ : Fq[t] → K a
homomorphism of Fq-algebras.

As in the introduction, we denote by K{τ} the skew polynomial ring

K{τ} =
{

n∑
i=0

αiτ
i

∣∣∣∣∣n ⩾ 0, αi ∈ K

}
with multiplication uniquely given by additivity and the rule

τ · α = αq · τ,

for all α ∈ K, i.e.,(
n∑

i=0
αiτ

i

)
·

 m∑
j=0

βjτ
j

 =
n+m∑
k=0

(
k∑

i=0
αi · (βk−i)qi

)
· τk.

This ring equals the ring Endgrp,Fq
(Ga) of Fq-linear group endomorphisms

of Ga by identifying τ with the qth power Frobenius map, and α ∈ K with
scalar multiplication by α.

We further consider the skew Laurent series ring over K in σ = τ−1,

K({σ}) :=
{ ∞∑

i=i0

αiσ
i

∣∣∣∣∣ i0 ∈ Z, αi ∈ K

}
,

with σ · α = α1/q · σ for all α ∈ K (well defined as K is assumed to be
perfect), as well as the subring of skew power series in σ,

K{{σ}} :=
{ ∞∑

i=0
αiσ

i

∣∣∣∣∣αi ∈ K

}
.

We equip the ring K({σ}) with the discrete valuation v given by

v

( ∞∑
i=i0

αiσ
i

)
= inf{i ∈ Z | αi ̸= 0},

i.e., the order of the series in σ. This turns K({σ}) into a complete discretely
valued skew field with valuation ring K{{σ}} and uniformizer σ. The ring
K{τ} is naturally embedded into K({σ}) via

n∑
i=0

αiτ
i 7−→

n∑
i=0

αiσ
−i.
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For x =
∑∞

i=i0
αiσ

i ∈ K({σ}), and k ∈ Z, we set its kth twist to be

x(k) :=
∞∑

i=i0

αqk

i σi.

Also for matrices B ∈ Matd×e(K({σ})), and k ∈ Z, we denote by B(k) the
matrix whose (i, j)th entry is the kth twist of the (i, j)th entry of B.

For a matrix B ∈ Matd×e(K({σ})), we write v(B) for the infimum of all
valuations v(Bi,j) of entries of B.

A t-module (E, ϕ) over K of dimension d is by definition an Fq-vector
space scheme E over K isomorphic to Gd

a together with a homomorphism of
Fq-algebras ϕ : Fq[t] → Endgrp,Fq

(E) into the ring of Fq-vector space scheme
endomorphisms of E, such that for all a ∈ Fq[t], the endomorphism dϕa on
Lie(E) induced by ϕa fulfills the condition that dϕa −ℓ(a) is nilpotent.

Throughout this and the next sections, we fix a t-module (E, ϕ) over K
of dimension d, as well as a coodinate system κ, i.e., an isomorphism of
Fq-vector space schemes κ : E ∼= Gd

a defined over K.
With respect to this coordinate system, we can represent ϕt by a matrix

D ∈ Matd×d(K{τ}). Formally, the endomorphism ϕ̃t := κ ◦ ϕt ◦ κ−1 is
given as

ϕ̃t

x1
...
xd

 = D ·

x1
...
xd

 ,

for all (x1, . . . , xd)tr ∈ Gd
a(K).

Later we will use the maximal τ -degree of entries of D, and we will
shortly write degτ (ϕt) for this number.(4) In the same way for any a ∈
Fq[t] ∖ Fq, we denote by degτ (ϕa) the maximal τ -degree of entries of the
matrix representing ϕ̃a.

(4) Be aware that our notation is a bit lazy, as that number depends on the chosen
coordinate system in general. However, this doesn’t cause any trouble, as we fix one
coordinate system throughout the paper.
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Let κi : E → Ga be the ith component of κ, i.e. the composition of κ
with the projection pri : Gd

a → Ga to the ith component of Gd
a. Then the

tuple (κ1, . . . , κd) is a K{τ}-basis of the t-motive of E,

M := Homgrp,Fq (E,Ga).

The dual t-motive associated to E is

M := Homgrp,Fq
(Ga, E).

It is usually considered as a left K{σ}[t]-module, where the t-action is given
by composition with ϕt, and the left-K{σ}-action stems from the natural
right action of K{τ} = Endgrp,Fq

(Ga), by considering K{σ} as the opposite
ring of K{τ}. In this paper, however, we stick to considering M with the
natural right-K{τ}-action, and will also write the t-action from the right.
Given the choice of coordinate system κ above, a K{τ}-basis of M is given
by (qκ1, . . . , qκd), where qκj : Ga → E is the composition of the injection
inj : Ga → Gd

a into the jth component with κ−1 for all j = 1, . . . , d. The
situation is depicted in the following commutative diagram.

Ga

E
κ

∼=
//

κi

33

Gd
a

pri

>>

Ga

inj

``
δij ·idGa

OO

qκj

cc

A short calculation shows that via these bases, the t-action on the t-motive
is described by

(5.1) t ·

κ1
...
κd

 = D ·

κ1
...
κd

 ,

and the t-action on the dual t-motive is described by

(5.2)
(
qκ1 qκ2 · · · qκd

)
· t =

(
qκ1 qκ2 · · · qκd

)
·D.

We will usually consider D as a matrix with coefficients in K({σ}) ⊇
K{τ}, and recognize that the maximum of the τ -degrees of the entries of
D in K{τ} is nothing else than the additive inverse of the valuation v(D)
of D ∈ K({σ}).
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Therefore, when s is the maximal τ -degree of entries of D, the matrix
σsD ∈ Matd×d(K({σ})) has entries of non-negative valuation, hence σsD ∈
Matd×d(K{{σ}}), and even in Matd×d(K{σ}).

6. Criterion for abelian and t-finite t-modules

In this section, we prove our main Theorem A on abelian and t-finite
t-modules.

We use the notion of the previous section.

Proposition 6.1. — Assume that there exists a ∈ Fq[t] ∖ Fq, s :=
degτ (ϕa) such that the matrix representing σs ·ϕa has full rank modulo σs.
Then the following hold.

(1) E is abelian, i.e. M is a finitely generated K[t]-module.
(2) E is t-finite, i.e. M is a finitely generated K[t]-module.

Proof. — We start by proving (1), and we first consider the case that
the hypothesis is fulfilled for a = t.

With respect to the K{τ}-basis κ1, . . . , κd of M, we have

t ·

κ1
...
κd

 = D ·

κ1
...
κd

 .

Hence, the matrix D−t ·1d ∈ Matd×d(K[t]{τ}) annihilates the K{τ}-basis
κ1, . . . , κd.

Write D = D0 +D1τ + · · · +Dsτ
s with Di ∈ Matd×d(K) (i = 0, . . . , s),

and Ds ̸= 0 (as s = degτ (ϕt)). If the matrix Ds is invertible, we can write

τs

κ1
...
κd

 = −D−1
s · (D − t · 1d −Dsτ

s) ·

κ1
...
κd

 ,

and the τ -degree of D− t ·1d −Dsτ
s is at most s−1. Therefore all τsκj are

K[t]-linear combinations of the τ iκj with i < s and j = 1, . . . , d, and by
twisting the equation by powers of τ , we obtain, that all τkκj with k ⩾ s

are in the K[t]-span of the τ iκj with i < s and j = 1, . . . , d. In particular,
M is finitely generated as K[t]-module.(5)

(5) Actually, unless the t-module E wasn’t a product of Ga’s with trivial t-action, the
considered case with Ds ∈ GLd(K) is called a strictly pure t-module in [17], and it is
well known to be abelian.
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If Ds is not invertible, we are going to find a matrix D′ ∈ Matd×d(K{τ})
such that D′ · (D − t1d) has the property that its top τ -coefficient matrix
is an invertible matrix with coefficients in K. Then we can conclude the
finite generation as in the special case.

Consider the matrix σsD ∈ Matd×d(K{σ}). As K{σ} is a skew PID,
there are matrices B,C ∈ GLd(K{σ}) such that B(σsD)C is a diagonal
matrix (cf. Theorem 1.8(1)). As by assumption on D, the rank of σsD

modulo σs is d, all the diagonal entries of this matrix have σ-orders less
then s. Let ν1, . . . , νd ∈ {0, . . . , s− 1} be these orders.

Multiplying from the left with the diagonal matrix

T =


τν1 0 · · · 0

0 τν2
. . .

...
...

. . . . . . 0
0 · · · 0 τνd

 ,

we get TB(σsD)C ∈ Matd×d(K{σ}), and

TB(σsD)C ≡ S mod σ

with S ∈ GLd(K) (of course a diagonal matrix). Hence,

CTB(σsD) ≡ CSC−1 ≡ S′ mod σ

with S′ ∈ GLd(K). As νi < s for all i = 1, . . . , d, one further has

CTB(σs · t1d) ∈ σMatd×d(K[t]{σ}).

Finally, there is r ∈ N such that D′ := τ rCTBσs ∈ Matd×d(K{τ}),
i.e. that no negative τ -powers remain. By construction, this D′ satisfies the
desired property, as the top τ -coefficient matrix of D′ · (D− t1d) is the rth

twist S′(r) of S′ ∈ GLd(K).
In the general case, i.e. that the hypothesis holds for some a ∈ Fq[t]∖Fq,

we set D to be the matrix representing ϕa. The same proof as above shows
that the t-motive M is finitely generated as Fq[a]-module. In particular,
M is finitely generated as Fq[t]-module, hence E is abelian.

The proof for the dual t-motive is almost identical to the previous one,
but with sides swapped. We briefly sketch the main steps, pointing out
similarities and differences. The general case when the hypothesis is fulfilled
for some a is obtained from the special case a = t in the same way. So we
restrict to the case that the hypothesis on the rank holds for the matrix
σsD representing σs ·ϕt. As explained before, the t-action on M is given by(

qκ1 qκ2 · · · qκd

)
· t =

(
qκ1 qκ2 · · · qκd

)
·D,
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so D − t1d ∈ Matd×d(K[t]{τ}) is annihilating the basis (qκ1, . . . , qκd) (but
this time by multiplication from the right).

If the top coefficient Ds of D is invertible, then so is its (−s)th twist
D

(−s)
s , and by using

Dsτ
s = τsD(−s)

s ,

we get(
qκ1 qκ2 · · · qκd

)
τs = −

(
qκ1 qκ2 · · · qκd

)
·(D − t · 1d −Dsτ

s) ·
(
D(−s)

s

)−1
,

and we deduce the finite generation of M as K[t]-module in the same way
as for M.

If Ds is not invertible, we are going to find a matrix D′ ∈ Matd×d(K{τ})
such that (D − t1d) ·D′ has the property that its top τ -coefficient matrix
is an invertible matrix with coefficients in K, in order to conclude finite
generation as in the special case.

First at all, we have the same matrices B,C ∈ GLd(K{σ}) as in the
proof for the t-motive such that B(σsD)C ∈ Matd×d(K{σ}) is a diagonal
matrix, and we can choose the same matrix T , in order to obtain that
B(σsD)CT ∈ Matd×d(K{σ}) and

B (σsD)CT ≡ S̃ mod σ

with S̃ ∈ GLd(K) (of course a diagonal matrix). Hence,

(σsD) · CTB ≡ B−1S̃B ≡ S̃′ mod σ

with S̃′ ∈ GLd(K), and

τs(σsD) · CTBσs = ((σsD) · CTB)(s) ≡ S̃′(s) mod σ.

Further, as above

t1d · CTBσs ∈ σMatd×d(K[t]{σ}).

Finally, there is r ∈ N such that D′ := CTBσsτ r ∈ Matd×d(K{τ}),
i.e. that no negative τ -powers remain. By construction, this D′ satisfies
the desired property, as the top τ -coefficient matrix of (D − t1d) · D′ is
S̃′(s) ∈ GLd(K). □

Example 6.2. — The almost strictly pure t-modules defined in [17, Sec-
tion 4.5] are examples of t-modules satisfying the hypothesis. Indeed, by
definition these are the ones where for some n ∈ N, the leading coefficient
matrix of the matrix representing ϕ̃tn is invertible.
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Next, we provide an example of a simple t-module of dimension 2 which is
abelian, but (at least in characteristic different from 2) is not almost strictly
pure. This shows that there are more abelian t-modules than almost strictly
pure ones and extensions of those.

Example 6.3. — Consider the t-module (E, ϕ) over the rational function
field K = Fq(θ) with

ϕt =
(
θ 0
1 θ

)
+
(

0 0
1 0

)
·τ+

(
1 0
0 1

)
·τ2 +

(
0 1
0 0

)
·τ3 =

(
θ + τ2 τ3

1 + τ θ + τ2

)
.

The matrix

σ3 · ϕt =
(
σ + θ1/q3

σ3 1
σ2 + σ3 σ + θ1/q3

σ3

)
does not have full rank modulo σ3, as modulo σ3 the second row is the
σ-multiple of the first one.

However, this t-module satisfies the hypothesis of the previous theorem
with a = t2:

ϕt2 = (ϕt)2

=

θ +
(
θq2 + θ

)
τ2 + τ3 + 2τ4

(
θq3 + θ

)
· τ3 + 2τ5

2θ + (θq + θ) τ + 2τ2 + 2τ3 θ2 +
(
θq2 + θ

)
τ2 + τ3 + 2τ4

 ,

and

σ5ϕt2 = 2σ+σ2+
(

θ
1

q3 +θ
1

q5
)

σ3+θ
1

q5 σ5 2+
(

θ
1

q2 +θ
1

q5
)

·σ2

2σ2+2σ3+
(

θ
1

q4 +θ
1

q5
)

σ4+2θ
1

q5 σ5 2σ+σ2+
(

θ
1

q3 +θ
1

q5
)

σ3+θ
1

q5 σ5

 .

Therefore, this t-module E is abelian and t-finite.
We will see later (see Example 9.4) that unless the characteristic of Fq

is 2, the t-module E is not pure, and in particular not almost strictly pure
(cf. [17, Section 4.5]).(6)

We conclude this example by showing that E is indeed a simple t-module:
a non-trivial submodule of E would be generated by an eigenvector ( x

y ) ∈
K{τ}2 of the matrix

ϕt =
(
θ + τ2 τ3

1 + τ θ + τ2

)
.

(6) Be aware that the condition of the leading coefficient matrix being invertible depends
on the chosen coordinate system. Hence, we can not see this directly from the given
matrix for ϕt.
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Hence, there would be some c ∈ K{τ} such that the matrix

ϕt − c12 =
(
θ + τ2 − c τ3

1 + τ θ + τ2 − c

)
does not have full rank. By dividing (from the right) by the lowest τ -power
occurring in x and y, we can assume that the vector (x, y)tr is not congruent
to (0, 0)tr modulo τ .

As the matrix ϕt − c12 is lower diagonal modulo τ3, we must have c =
θ + τ2 − τ3 · c3 for some c3 ∈ K{τ} which results in the equation(

τ3c3 τ3

1 + τ τ3c3

)
·
(
x

y

)
=
(

0
0

)
.

Therefore (considering the equation modulo τ3 again), x is divisible by τ3,
i.e. x = τ3x3 for some x3 ∈ K{τ}. Hence,(

0
0

)
=
(
τ3c3 τ3

1 + τ τ3c3

)
·
(
τ3x3
y

)
=
(

τ3c3τ
3 τ3

(1 + τ)τ3 τ3c3

)
·
(
x3
y

)
= τ3 ·

(
c3τ

3 1
(1 + τ) c3

)
·
(
x3
y

)
.

As the matrix
(

c3τ3 1
(1+τ) c3

)
is invertible modulo τ3, we conclude x3 ≡ y ≡ 0

modulo τ3, contradicting the condition that the eigenvector (x, y)tr is not
congruent to (0, 0)tr modulo τ .

Proposition 6.4. — Let E be a t-module given as above, and assume
that E is abelian. Then there exists a natural number n such that the block
matrix 

σsD

σsD2

...
σsDn

 ∈ Matnd×d(K{σ})

has rank d modulo σs, where s is the maximum τ -degree of all the entries
of the matrices D, . . . ,Dn.

Proof. — As a K-module, the t-motive M is generated by the set {τ jκi |
i = 1, . . . , d, j ⩾ 0}. As it is finitely generated as K[t]-module, there exist
numbers r1, . . . , rd such that {τ jκi | i = 1, . . . , d, 0 ⩽ j ⩽ ri − 1} generates
M as K[t]-module, and hence also {τ jκi | i = 1, . . . , d, 0 ⩽ j ⩽ r − 1} for
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r = max{ri | 1 ⩽ i ⩽ d} generates M. Therefore, there exists a matrix
B ∈ Matd×d(K[t]{τ}) of τ -degree less than r such thatτ

rκ1
...

τ rκd

 = B

κ1
...
κd

 .

Writing B =
∑n

k=0 Bkt
k for Bk ∈ Matd×d(K{τ}) (k = 0, . . . , n), and

applying Equation (5.1), we obtain

τ r1d ·

κ1
...
κd

 =
(

n∑
k=0

BkD
k

)
·

κ1
...
κd

 .

As (κ1, . . . , κd) is a basis of the free K{τ}-module, this implies that τ r1d =∑n
k=0 BkD

k. Multiplying by σr+s−1 from the left, we get

σs−11d =
n∑

k=0
σr−1B

(−s)
k · σsDk

= σr−1B
(−s)
0 σs1d +

(
σr−1B

(−s)
1 , σr−1B

(−s)
2 , . . . , σr−1B(−s)

n

)
σsD

σsD2

...
σsDn

 .

By definition of r and s, all the matrices σr−1B
(−s)
k and σsDk lie in

Matd×d(K{σ}). Since σs−11d has rank d modulo σs, and σs1d ≡ 0 modulo
σs, we obtain that also the block matrix

σsD

σsD2

. . .

σsDn


has rank d modulo σs. □

Similarly, we get a criterion if E is t-finite.

Proposition 6.5. — Let E be given as above, and assume that E is
t-finite. Then there exists a natural number n such that the block matrix(

σsD, σsD2, · · · , σsDn
)

∈ Matd×nd(K{σ})

has rank d modulo σs, where s is the maximum τ -degree of all the entries
of the matrices D, . . . ,Dn.
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Proof. — The proof for the dual t-motive is almost identical to the previ-
ous one, but with sides swapped. We briefly sketch the main steps, pointing
out similarities and differences.

As a K-module, M is generated by the set {qκiτ
j | i = 1, . . . , d, j ⩾ 0}. As

it is finitely generated as K[t]-module, there exist numbers r1, . . . , rd such
that {qκiτ

j | i = 1, . . . , d, 0 ⩽ j ⩽ ri − 1} generate M as K[t]-module, and
hence also {qκiτ

j | i = 1, . . . , d, 0 ⩽ j ⩽ r − 1} for r = max{ri | 1 ⩽ i ⩽ d}.
Therefore, there exists a matrix B ∈ Matd×d(K[t]{τ}) of τ -degree less than
r such that (

qκ1 qκ2 · · · qκd

)
· τ r1d =

(
qκ1 qκ2 · · · qκd

)
·B.

Writing B =
∑n

k=0 t
kBk for Bk ∈ Matd×d(K{τ}) (k = 0, . . . , n), and

applying Equation (5.2), we obtain(
qκ1 qκ2 · · · qκd

)
· τ r1d =

(
qκ1 qκ2 · · · qκd

)
·

(
n∑

k=0
DkBk

)
.

As (qκ1, . . . , qκd) is a basis of the free K{τ}-module, this implies that τ r1d =∑n
k=0 D

kBk. Multiplying by σs from the left and σr−1 from the right, we
get

σs−11d

=
n∑

k=0
σsDk · σr−1B

(r−1)
k

= σs1d · σr−1B
(r−1)
0 +

(
σsD, σsD2, · · · , σsDn

)
·


σr−1B

(r−1)
1

σr−1B
(r−1)
2

...
σr−1B

(r−1)
n

 .

By definition of r and s, all the matrices σr−1B
(r−1)
k and σsDk lie in

Matd×d(K{σ}). Since σs−11d has rank d modulo σs, and σs1d ≡ 0 modulo
σs, we obtain that also the block matrix(

σsD, σsD2, . . . , σsDn
)

has rank d modulo σs. □

We finally obtain our main theorem.

Theorem 6.6. — For the t-module (E, ϕ) with ϕt being represented by
the matrix D, the following are equivalent

(1) E is abelian,
(2) E is t-finite,
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(3) the Newton polygon of the last invariant factor λd of the matrix D
has positive slopes only.

Proof. — Combining Proposition 6.1, Proposition 6.4, Proposition 6.5,
and Theorem 4.1, we see that being abelian and being t-finite are both
equivalent to the equivalent conditions given in Theorem 4.1, in particular
to the condition on the Newton polygon. □

7. Purity

In [1], Anderson defined when an abelian t-module and its t-motive are
pure, and defined the weight of such a pure t-motive, which we both recall
here.

Definition 7.1 (see [1, pp. 467–468]). — Let (E, ϕ) be an abelian t-
module, and M = M(E) its t-motive. The t-motive M and the t-module E
are called pure, if there exists a K[[ 1

t ]]-lattice Λ̃ in K(( 1
t )) ⊗K[t] M, as well

as positive integers u, v ∈ N such that

tuΛ̃ = τvΛ̃.

The weight w(M) of the t-motive is defined to be

w(M) = dim(E)
rk(E) ,

where dim(E) is the dimension of E (equal to the rank of M as K{τ}-
module), and rk(E) is the rank of E (defined as the rank of M as K[t]-
module).

Anderson also showed that for a pure t-module E, the ratio u
v of the

numbers above equals the weight w(M) (cf. [1, Lemma 1.10.1]).
The main theorem of this section is:

Theorem 7.2. — Let (E, ϕ) be an abelian t-module of dimension d,
and D ∈ Matd×d(K{τ}) the matrix representing ϕt with respect to a fixed
coordinate system. Let M be the t-motive of E. The t-motive M is pure
if and only if the Newton polygon of the last invariant factor λd of D has
exactly one edge.

In this case, the weight of M equals the reciprocal of the slope of the
edge.

Remark 7.3.
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(1) We don’t use the weight of E here, as it differs in literature. Ander-
son defined it to be equal to w(M) in [1], whereas in [9], the notion
of w(E) differs from that one by the sign. The negative sign in [9]
is used in order to have compatibility with the weight of the dual t-
motive, and the isomorphism between the category theoretical dual
of the t-motive and the dual t-motive (see [9, Theorem 5.13]).

(2) We should remark that by Theorem 6.6 and Corollary 8.1, some
aspects in [9] simplify as abelian t-modules are also t-finite and vice
versa. In particular, the canonical homomorphism Ξ given in [9,
Theorem 5.13] is an isomorphism under the given hypothesis that
E is abelian.

(3) By [9, Theorem 5.29], for a t-module E which is both abelian and
t-finite (so by Theorem 6.6, abelian or t-finite), its t-motive is pure
if and only if its dual t-motive is pure, and their weights just differ
by the sign.

From Theorem 7.2 and the last item of the previous remark, we directly
obtain

Corollary 7.4. — Let (E, ϕ) be a t-finite t-module of dimension d,
and D ∈ Matd×d(K{τ}) the matrix representing ϕt with respect to a fixed
coordinate system. Let M be the dual t-motive of E. The dual t-motive M

is pure if and only if the Newton polygon Nλd
of the last invariant factor λd

of D has exactly one edge.
In this case, for the weight of M, we have

w(M) = −1
s
,

where s is the slope of the edge of Nλd
.

The proof of Theorem 7.2 will take up the rest of this section. We
haven’t dealt with the Laurent series field K(( 1

t )) and the vector space
K(( 1

t )) ⊗K[t] M, yet. For making use of the previous sections, the main
preparation for the proof is to make a connection between K(( 1

t )) ⊗K[t] M
and K({σ})⊗K{τ} M. This culminates in Proposition 7.8 showing that these
two modules are isomorphic for an abelian t-module E.

We use the notation from Section 5, and assume throughout that the
t-module E is abelian. In particular, {κ1, . . . , κd} is a fixed K{τ}-basis
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of the t-motive M, and D ∈ Matd×d(K{τ}) is the matrix representing
multiplication by t, i.e.

t ·

κ1
...
κd

 = D ·

κ1
...
κd

 .

Further we let pMσ = K({σ}) ⊗K{τ} M which is a K({σ})-vector space with
basis given by {κ1, . . . , κd}, and we denote by Λst ⊆ pMσ the K{{σ}}-lattice
generated by {κ1, . . . , κd}. Be aware that we have a direct sum decompo-
sition of K-vector spaces

(7.1) pMσ = M ⊕ σΛst.

When speaking of convergence in pMσ, we mean convergence with respect
to the norm given by∥∥∥∥∥

d∑
i=1

xiκi

∥∥∥∥∥ := max
{
ρv(xi)

∣∣∣ i = 1, . . . , d
}

for some 0 < ρ < 1. Here x1, . . . , xd ∈ K({σ}), and v(x) = ordσ(x) de-
notes the valuation given in Example 1.5. As in the case of commutative
coefficient rings, pMσ is complete with respect to this norm, since K({σ}) is
complete. A coordinate-free description of the convergence is given by the
following:(7) A sequence (mn)n⩾0 of elements in pMσ is converging if and
only if for all k ⩾ 0, there is nk ⩾ 0 such that

mn+1 −mn ∈ σkΛst ∀ n ⩾ nk.

Lemma 7.5.
(1) There is some n0 ∈ N such that

∀ k ⩾ 1,∀ n ⩾ kn0 : t−nΛst ⊆ σkΛst.

(2) The K{{σ}}-submodule Λ′
st =

∑
i⩾0 t

−iΛst of pMσ is a K{{σ}}-
lattice satisfying t−1Λ′

st ⊆ Λ′
st.

(3) The t-action on M extends to an action of K(( 1
t )) on pMσ.(8)

(4) Let m1, . . . ,mk ∈ pMσ, and let (f (n)
j )n⩾0 for j = 1, . . . k be sequences

in K(( 1
t )) that converge to some element fj ∈ K(( 1

t )) with respect
to the t−1-adic topology. Then the sequence (

∑k
j=1 f

(n)
j mj)n⩾0 of

elements in pMσ converges to
∑k

j=1 fjmj (with respect to ∥.∥).

(7) The equivalence of this description with the definition is easily verified.
(8) Of course this action does not commute with the K({σ})-action, as K does not com-
mute with σ, but Laurent series in Fq(( 1

t
)) do.
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Proof.
(1). — Since E is abelian, all slopes of the invariant factors λ1, . . . , λd

are positive by Theorem 6.6. Hence, we can apply Corollary 3.12 to the
standard lattice Λst, and obtain n0 ∈ N such that tnΛst ⊇ σ−1Λst for
n ⩾ n0, or equivalently, t−nΛst ⊆ σΛst.

Further inductively, for all k > 1, for all n ⩾ kn0:

t−nΛst = t−n+n0t−n0Λst ⊆ t−n+n0σΛst ⊆ σk−1σΛst = σkΛst.

(2). — It only has to be shown that Λ′
st is a finitely generated K{{σ}}-

submodule. By the first part, however, t−nΛst ⊆ σkΛst ⊆ Λst for all n ⩾ n0,
and hence Λ′

st equals the finite sum
∑n0−1

i=0 t−iΛst, and hence is finitely
generated.

(3). — By the first part and the description of convergence, for any
coefficient f =

∑∞
i=i0

αit
−i ∈ K(( 1

t )), and m ∈ pMσ, the sequence(
n∑

i=i0

αit
−im

)
n⩾0

is converging, and hence

f ·m := lim
n→∞

n∑
i=i0

αit
−im

is well-defined. Verifying that this indeed describes a K(( 1
t ))-action is a

standard computation.
(4). — As Λst is a lattice in pMσ, there exists l ∈ Z such that m1, . . . ,

mk ∈ σlΛst. For any n ⩾ 0, let

qn := min
{

ord1/t

(
f

(n)
j − fj

) ∣∣∣ j = 1, . . . , k
}

respectively qn = n, if f (n)
j = fj for all j. Then by definition of the t−1-adic

convergence, the sequence (qn)n⩾0 tends to infinity. By the previous parts,
for all n where qn > 0, we have

k∑
j=1

f
(n)
j mj −

k∑
j=1

fjmj =
k∑

j=1

(
f

(n)
j − fj

)
mj ∈ t−qnσlΛst ⊆ σ

⌊
qn
n0

⌋
+lΛst.

Therefore,

lim
n→∞

∥∥∥∥∥∥
k∑

j=1
f

(n)
j mj −

k∑
j=1

fjmj

∥∥∥∥∥∥ ⩽ lim
n→∞

ρ

⌊
qn
n0

⌋
+l = 0,

i.e.,
∑k

j=1 f
(n)
j mj converges to

∑k
j=1 fjmj . □
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From now on, we also fix a K[t]-basis {b1, . . . , br} of the t-motive M. This
is also a K(( 1

t ))-basis of K(( 1
t )) ⊗K[t] M.

Lemma 7.6. — Let Λ be a K{{σ}}-lattice in pMσ.
(1) The intersection M ∩ Λ is a finite dimensional K-vector space.
(2) There exists βΛ ∈ N with the following property. For all g1, . . . , gr ∈

K[t] such that
∑r

j=1 gjbj ∈ M ∩ Λ, one has degt(gj) ⩽ βΛ for
j = 1, . . . , r.

Proof.
(1). — As Λ is a K{{σ}}-lattice in pMσ, there is some l ⩾ 0 such that Λ ⊆

σ−lΛst. Furthermore by definition, the intersection M∩σ−lΛst consists of all
elements of the form

∑d
k=1

∑0
i=−l αkiσ

iκk, and hence is a finite dimensional
K-vector space. Therefore, also M ∩ Λ is finite dimensional.

(2). — By definition, {b1, . . . , br} is a K[t]-basis of M. Hence, each ele-
ment in M ∩ Λ can by uniquely written as

∑r
j=1 gjbj or some g1, . . . , gr ∈

K[t]. As the intersection is a finite dimensional K-vector space, there is
an upper bound on the degrees of the gj that appear in these representa-
tions. □

Lemma 7.7. — Let m ∈ pMσ be arbitrary.
(1) For all n ⩾ 0, there exist unique f (n)

1 , . . . , f
(n)
r ∈ K(( 1

t )) such that
(a) tnf

(n)
j ∈ K[t] for j = 1, . . . , r, and

(b) tn ·
(∑r

j=1 f
(n)
j bj −m

)
∈ σΛst.

(2) Let f (n)
j ∈ K(( 1

t )) be the elements determined in part (1). Then
(a) for all j = 1, . . . , r, the sequence (f (n)

j )n⩾0 converges to some
element fj ∈ K(( 1

t )) with respect to the t−1-adic topology, and
(b) one has limn→∞

∑r
j=1 f

(n)
j bj =

∑r
j=1 fjbj = m in pMσ.

Proof.
(1). — Let n ⩾ 0. Using the decomposition (7.1), we write tnm =

mΛ +mM with uniquely determined mΛ ∈ σΛst and mM ∈ M. As M is a free
K[t]-module with basis {b1, . . . , br}, there are unique g1, . . . , gr ∈ K[t] such
that mM =

∑r
j=1 gjbj . Hence, the elements f (n)

j := t−ngj for j = 1, . . . , r
satisfy the two given properties. On the other hand, these two properties
imply that

tnm =

 r∑
j=1

tnf
(n)
j bj − tnm

+

 r∑
j=1

tnf
(n)
j bj


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is the unique decomposition of tnm into an element in σΛst and another in
M. Hence, the constructed elements f (n)

j are unique.

(2). — By the first condition on the f (n)
j and f

(n+1)
j , we have

tn+1
(
f

(n+1)
j − f

(n)
j

)
∈ K[t],

and hence

tn+1
r∑

j=1

(
f

(n+1)
j − f

(n)
j

)
bj ∈ M.

On the other hand,

tn+1
r∑

j=1

(
f

(n+1)
j − f

(n)
j

)
bj

= tn+1

 r∑
j=1

f
(n+1)
j bj −m

− t · tn
 r∑

j=1
f

(n)
j bj −m

 ∈ σΛst + tσΛst,

by the second property. So let Λ = σΛst + tσΛst, and let βΛ ∈ N be the
minimal number satisfying the given property in Lemma 7.6. We therefore
have

degt

(
tn+1 ·

(
f

(n+1)
j − f

(n)
j

))
⩽ βΛ,

and hence

ord1/t

(
f

(n+1)
j − f

(n)
j

)
⩾ −βΛ − ord1/t

(
tn+1) = −βΛ + n+ 1.

This shows that the sequence (f (n)
j )n⩾0 converges t−1-adically to some

element fj ∈ K(( 1
t )).

By Lemma 7.5(4), this implies that
∑r

j=1 f
(n)
j bj converges in pMσ to the

element
∑r

j=1 fjbj .
Furthermore, by the given property, for all n ⩾ 0

tn

 r∑
j=1

f
(n)
j bj −m

 ∈ σΛst,

and hence,
r∑

j=1
f

(n)
j bj −m ∈ t−nσΛst ⊆ σ

⌊
n

n0

⌋
+1Λst,

where n0 as in Lemma 7.5. Hence, the sequence (
∑r

j=1 f
(n)
j bj)n⩾0 converges

to m. □
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Proposition 7.8.

(1) We have a natural isomorphism of K(( 1
t )){τ}-modules K(( 1

t )) ⊗K[t]

M ∼= pMσ given by
r∑

j=1
fj ⊗ bj 7−→

r∑
j=1

fj · bj

for all f1, . . . , fr ∈ K(( 1
t )).

(2) If Λ is a K{{σ}}-lattice in pMσ such that t−1Λ ⊆ Λ, then Λ is a
K[[ 1

t ]]-lattice in pMσ.
(3) If Λ is a K[[ 1

t ]]-lattice in pMσ such that σΛ ⊆ Λ, then Λ is a K{{σ}}-
lattice in pMσ.

Proof.
(1). — By Lemma 7.5, we have a K(( 1

t ))-action on pMσ, and hence the
map is well defined. As the left hand side is the K(( 1

t ))-vector space with
basis {b1, . . . , br}, it suffices to show that every element in pMσ can uniquely
be written as

∑r
j=1 fjbj with f1, . . . , fr ∈ K(( 1

t )). This, however, was just
proven in Lemma 7.7.

(2). — By assumption the K{{σ}}-lattice Λ is stable under the t−1-
action, and hence it is also a K[[ 1

t ]]-module. Since Λ is a K{{σ}}-lattice,
there is some l ⩾ 0 such that the K(( 1

t ))-basis b1, . . . , br of pMσ is in σ−lΛ.
By Corollary 3.12, there is n0 ⩾ 0 such that tn0Λ ⊇ σ−1Λ, and hence
σ−lΛ ⊆ tln0Λ. This means that the K(( 1

t ))-basis (t−ln0b1, . . . , t
−ln0br) of

pMσ lies inside Λ.
On the other hand, since Λ is a K{{σ}}-lattice, for arbitrary m ∈ pMσ,

there is l > 0 such that σ−lm ̸∈ Λ, i.e. m ̸∈ σlΛ. Since t−ln0Λ ⊆ σlΛ, this
implies m ̸∈ t−ln0Λ. Hence, tln0m ̸∈ Λ. By Lemma 3.3, Λ is a K[[ 1

t ]]-lattice.
(3). — By assumption the K[[ 1

t ]]-lattice Λ is stable under the σ-action,
and hence it is also aK{{σ}}-module. Let Λ′

st =
∑

i⩾0 t
−iΛst be theK{{σ}}-

lattice defined in Lemma 7.5(2). By the previous part, it is also a K[[ 1
t ]]-

lattice.
As Λ and Λ′

st are both K[[ 1
t ]]-lattices, there are l1, l2 ∈ Z such that

tl1Λ′
st ⊆ Λ ⊆ tl2Λ′

st.

As Λ′
st is a K{{σ}}-lattice, so are tl1Λ′

st and tl2Λ′
st, and therefore by Re-

mark 3.2, Λ is a K{{σ}}-lattice. □

We finally prove the main theorem of this section.

TOME 0 (0), FASCICULE 0



42 Andreas MAURISCHAT

Proof of Theorem 7.2. — As K(( 1
t )) ⊗K[t] M is isomorphic to pMσ by

Proposition 7.8, the aim is to show that there is a K[[ 1
t ]]-lattice Λ in pMσ

satisfying tuΛ = τvΛ for some integers u, v ∈ Z, u ̸= 0 if and only if the
last invariant factor λd has only one edge, and that in this case the slope s
of this edge equals v

u .
By Theorem 3.6, pMσ is isomorphic to L[t]/λ1L[t] ⊕ · · · ⊕ L[t]/λdL[t] as

L[t]-modules, where L = K({σ}). By Theorem 3.8, this can be decomposed
further into a direct sum

⊕k
i=1 L[t]/fiL[t], for some monic polynomials

fi ∈ L[t] whose Newton polygons consist of one edge. Each fi is a divisor
of some λj and hence a divisor of λd, and all similarity classes of divisors of
λd occur. So if the Newton polygon of λd has only one edge, all the Newton
polygons of the fi have the same slope. If the Newton polygon of λd has
more than one edge, there are fi’s whose Newton polygons have different
slopes.

So assume first that the Newton polygon of λd has only one edge, and let
s be its slope. Then the Newton polygons of all fi have slope s. By Corol-
lary 3.10, each factor L[t]/fiL[t] contains a K{{σ}}-lattice Λi satisfying
σsditdiΛi = Λi as well as t−1Λi ⊆ Λi, where di = degt(fi).

Let d = lcm(d1, . . . , dk) be the least common multiple of all di, then for
all i,

σsdtdΛi = Λi,

and hence the K{{σ}}-lattice Λ :=
⊕k

i=1 Λi in pMσ =
⊕k

i=1 L[t]/fiL[t]
satisfies σsdtdΛ = Λ, as well as t−1Λ ⊆ Λ.

By Proposition 7.8(2), Λ is also a K[[ 1
t ]]-lattice of pMσ, and satisfies

σsdtdΛ = Λ, i.e.

tdΛ = τsdΛ.

Therefore, the t-motive is pure with weight d
sd = 1

s .
For the converse direction, assume that the t-motive M is pure, i.e. there

is a K[[ 1
t ]]-lattice Λ in pMσ satisfying tuΛ = τvΛ for some u, v ∈ Z, u ̸= 0. If

Λ is not stable under the action of σ (i.e. σΛ ̸⊆ Λ), we can replace Λ by the
K[[ 1

t ]]-lattice Λ′ =
∑v−1

i=0 σΛ which also satisfies tuΛ′ = τvΛ′, and further
σΛ′ ⊆ Λ′ (since σvΛ = t−uΛ ⊆ Λ). So without loss of generality, we can
assume that Λ satisfies σΛ ⊆ Λ. Therefore by Proposition 7.8(3), Λ is also
a K{{σ}}-lattice in pMσ.

For each i = 1, . . . , k, the intersection of Λ with the ith factor L[t]/fiL[t]
is a K{{σ}}-lattice Λi in that factor satisfying tuΛi = τvΛi. By Theo-
rem 3.9(2), the fraction v

u therefore equals the slope of fi. Hence, all the
fi have the same slope. □
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8. General coefficient rings

In this section, let F be a function field over Fq, ∞ a place of F , and
let A be the ring of regular functions outside ∞. Further, let t ∈ F be a
non-constant function whose pole divisor is supported only at ∞.(9) By
this choice, we have t ∈ A, and A is a finite extension of Fq[t].

An (Anderson) A-module is defined in the same way as a t-module,
but with Fq[t] replaced by A. In detail, an A-module (E, ϕ) over K of
characteristic ℓ : A → K is an Fq-vector space scheme E over K isomorphic
to some Gd

a together with a ring homomorphism ϕ : A → Endgrp,Fq (E),
a 7→ ϕa such that for all a ∈ A: dϕa − ℓ(a) : Lie(E) → Lie(E) is nilpotent.

The A-motive attached to an A-module (E, ϕ) is again

M(E) := Homgrp,Fq (E,Ga)

and the dual A-motive is

M(E) := Homgrp,Fq
(Ga, E),

both carrying an (A⊗Fq
K)-action instead of just the K[t]-action.

The A-module (E, ϕ) is called abelian, if its motive M(E) is finitely
generated as A ⊗Fq

K-module, and it is called A-finite, if its dual motive
M(E) is finitely generated as A⊗Fq K-module.

From Theorem 6.6, we deduce the same equivalence for A-modules.

Corollary 8.1. — For an Anderson A-module (E, ϕ), the following
are equivalent

(1) (E, ϕ) is abelian,
(2) (E, ϕ) is A-finite.

Proof. — By restricting the coefficients from A to Fq[t], we obtain a t-
module E whose t-motive and dual t-motive are M(E) and M(E) consid-
ered with the restricted action. By Theorem 6.6, M(E) is finitely generated
as K[t]-module if and only if M(E) is finitely generated as K[t]-module.
As A/Fq[t] is a finite ring extension, and hence A⊗Fq K/K[t] is a finite ring
extension, a module M over A⊗Fq

K is finitely generated if and only if M
is finitely generated as K[t]-module. Hence, M(E) is a finitely generated
A⊗Fq

K-module if and only if M is a finitely generated A⊗Fq
K-module. □

(9) The existence of such an element t is guaranteed by the Riemann–Roch theorem.
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9. Examples

We demonstrate our main theorems by a few examples of t-modules.

Example 9.1. — Let ψ be a Drinfeld module over K of rank r and char-
acteristic ℓ : Fq[t] → K, i.e.

ψt = ℓ(t) + a1τ + · · · + arτ
r

with a1, . . . , ar ∈ K, ar ̸= 0.
The matrix t11 −ψt is a 1 × 1-matrix, and therefore already in diagonal

form, and the Newton polygon of λ1 = t − ψt has vertices at (0,−r) and
(1, 0).

Hence, the Newton polygon consists of one edge which has positive
slope r, and the main theorems state the well-known result that the Drin-
feld module ψ is a pure abelian and t-finite t-module of weight 1

r .

Example 9.2 (Extensions of Drinfeld modules by Ga). — Let ψ be a
Drinfeld module over K of rank r and characteristic ℓ : Fq[t] → K, and let
δ : Fq[t] → τK{τ}, a 7→ δa be a ℓ-ψ-bi-derivation, i.e. an Fq-linear map
satisfying

δab = ℓ(a) · δb + δa · ψb

for all a, b ∈ Fq[t]. We consider the t-module (E, ϕ) of dimension 2 given by

ϕt =
(
ψt 0
δt θ

)
,

where θ = ℓ(t).
For t12 −ϕt, one computes the invariant factors λ1 = 1, and λ2 = (t−ψt)

δ−1
t (t − θ). The Newton polygon of λ2 has two edges. The second edge

corresponds to the factor (t−ψt) and has slope r, the other corresponds to
the factor (t−θ) and has slope 0. As one slope is non-positive, the t-module
ϕ is not abelian and not t-finite.

Example 9.3. — The dth Carlitz tensor power C⊗d is given by

Ct =



θ 1 0 · · · 0

0
. . . . . . . . .

...
...

. . . . . . . . . 0

0
. . . . . . 1

τ 0 · · · 0 θ


∈ Matd×d(K{τ}).

Diagonalizing t1d−Ct in Matd×d(K({σ})[t]), we obtain the invariant factors
1, . . . , 1 and (t−θ)d −σ−1. The Newton polygon of the last polynomial has
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exactly one edge starting in (0,−1) and ending in (d, 0), hence has positive
slope 1

d . Hence, our main theorems verify that C⊗d is abelian and t-finite,
and that its t-motive is pure of weight d.

Example 9.4. — We consider again Example 6.3, i.e. the t-module (E, ϕ)
over the rational function field K = Fq(θ) with

ϕt =
(
θ + τ2 τ3

1 + τ θ + τ2

)
.

By diagonalizing t12 − ϕt ∈ Mat2×2(K({σ})[t]), we obtain the invariant
factors λ1 = 1 and

λ2 = t2 −
(

2σ−2 + θ1/q3
+ θ
)

· t+
(

−σ−3 +
(
θ + θq2

)
σ−2 + θq3+1

)
.

The Newton polygon of λ2 is depicted in Figure 9.1. It has only edges with
positive slopes, hence this t-module E is abelian and t-finite.

(0, −3)

(1, −2)

(2, 0)

(0, −3)

(1, 0) (2, 0)

Figure 9.1. Newton polygon for λ2 in characteristic ̸= 2 and in char-
acteristic 2.

If the characteristic is different from 2, E is not pure. On the other hand,
if Fq has characteristic 2, E is pure and the weight of its t-motive is 2

3 .
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