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THE HODGE FILTRATION OF A MONODROMIC
MIXED HODGE MODULE AND THE IRREGULAR

HODGE FILTRATION

by Takahiro SAITO (*)

Abstract. — For an algebraic vector bundle E over a smooth algebraic variety
X, a monodromic D-module on E is decomposed into a direct sum of some O-
modules on X. We show that the Hodge filtration of a monodromic mixed Hodge
module is decomposed with respect to the decomposition of the underlying D-
module. By using this result, we endow the Fourier–Laplace transform M∧ of the
underlying D-module M of a monodromic mixed Hodge module with a mixed
Hodge module structure. Moreover, we describe the irregular Hodge filtration on
M∧ concretely and show that it coincides with the Hodge filtration at all integer
indices.

Résumé. — Pour un fibré vectoriel algébrique E sur une variété algébrique lisse
X, un D-module monodromique sur E est décomposé en une somme directe de
certains O-modules sur X. Nous montrons que la filtration de Hodge d’un module
de Hodge mixte monodromique est décomposée par rapport à la décomposition
du D-module sous-jacent. En utilisant ce résultat, nous munissons la transformée
de Fourier–Laplace M∧ du D-module sous-jacent M à un module de Hodge mixte
monodromique d’une structure de module de Hodge mixte. De plus, nous décrivons
explicitement la filtration de Hodge irrégulière sur M∧ et montrons qu’elle coïncide
avec la filtration de Hodge aux indices entiers.

1. Introduction

The present paper is a continuation of our previous paper [24].
In this paper, we only deal with algebraic objects. Let E be an algebraic

vector bundle over a smooth algebraic variety X of finite type over C and
π : E → X be the projection. Since π is affine morphism, we will identify
an algebraic D-module M on E with an algebraic π∗D-module π∗M (see

Keywords: D-module, Perverse sheaf, Mixed Hodge module, Mixed twistor D-module,
Irregular Hodge filtration.
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2 Takahiro SAITO

Lemma 2.1). We denote by EE the Euler vector field on E. For a trivial-
ization π−1(U) ≃ U × Cn (U ⊂ X) and coordinates (z1, . . . , zn) of Cn, EE

is
∑n

i=1 zi∂zi
. Then, if an algebraic D-module M on E is monodromic (see

Definition 2.3), we have a decomposition

M =
⊕
β∈R

Mβ ,(1.1)

where Mβ =
⋃

l⩾0 Ker((EE − β)l : π∗M → π∗M) (see Proposition 2.6). A
monodromic mixed Hodge module is a mixed Hodge module on E whose
underlying D-module is monodromic. Then, our first main result is the
following.

Theorem 1.1 (Theorem 3.1). — Let M be a monodromic mixed Hodge
module on E and M the underlying D-module. Then, the Hodge filtration
{FpM}p∈Z of M is decomposed with respect to the decomposition (1.1):

FpM =
⊕
β∈R

FpM
β ,(1.2)

where FpM
β := FpM ∩Mβ .

Remark 1.2. — Theorem 1.1 was shown in a different way in a recent
preprint [4] by Chen–Dirks.

When the rank of E is one, this result was already shown in [24]. We will
prove it by using the fact that the pull-back of a monodromic D-module
on Cn by the blowing up morphism C̃n → Cn is a monodromic D-module
on a line bundle (Lemma 2.11) and some results for monodromic mixed
Hodge modules on line bundles in [24].

We consider the Fourier–Laplace transform M∧ of a D-module M on
E, which is a D-module on the dual vector bundle π∨ : E∨ → X. When
E is trivial: E ≃ X × Cn (then, E∨ is also trivial: E ≃ X × Čn) and X

is affine, we can identify D-modules on E (resp. E∨) with the Γ(E;D)-
modules (resp. Γ(E∨;D)) of their global sections. In this case, M∧ is M as
a set and its Γ(E∨;D)-module structure is defined so that for P ∈ Γ(X;D)
and 1 ⩽ i ⩽ n we have

P ·m∧ = (Pm)∧,

ζi ·m∧ = (∂zim)∧, and
∂ζi

·m∧ = −(zim)∧,

ANNALES DE L’INSTITUT FOURIER



MONODROMIC MIXED HODGE MODULE 3

where (z1, . . . , zn) (resp. (ζ1, . . . , ζn)) is the coordinate system of Cn (resp.
the dual Čn) and m∧ is a global section in M∧ corresponding to a global
section m ∈ M (see Lemma 4.6). Furthermore, in this case, for a Γ(X;O)-
submodule F ⊂ M , we define a Γ(X;O)-submodule F∧ ⊂ M∧ as

F∧ := {m∧ ∈ M∧ | m ∈ F}.

Even in a general case (not necessary E is trivial), we can define an OX -
submodule F∧ of π∨

∗ M
∧ for an OX -module F of π∗M (Definition 4.7).

Recall that the underlying D-module of a mixed Hodge module is reg-
ular holonomic. In general, even if M is regular, M∧ may not be regu-
lar. Therefore, even if M is the underlying D-module of a mixed Hodge
module, M∧ may not be so. Nevertheless, it is known that when a D-
module M is monodromic and regular, so is M∧ (see Lemma 4.9). There-
fore, for the underlying D-module M of a monodromic mixed Hodge mod-
ule, M∧ may be equipped with a mixed Hodge module structure. Re-
ichelt [12] gave definitions of mixed Hodge module structures on the homo-
geneous A-hypergeometric D-modules, which are expressed as the Fourier–
Laplace transform of certain monodromic D-modules. Moreover, Reichelt–
Walther [13] defined a mixed Hodge module whose underlying D-module
is the Fourier–Laplace transform of the underlying D-module of a mon-
odromic mixed Hodge module. By a different method from theirs, using
Theorem 1.1 (for a line bundle), we show the following.

Proposition 1.3 (Definition 4.20). — For a monodromic mixed Hodge
module M on E, we can naturally define a mixed Hodge module M∧ on
E∨ whose underlying D-module is M∧.

When E is a line bundle, this result was already proved in [24]. To show
it in the general case, we will describe M∧ in terms of the Fourier–Laplace
transform on a line bundle (Lemma 4.18) and use the results in [24]. We
can describe the Hodge filtration of M∧ concretely below (Corollary 1.6).

Next, we consider the irregular Hodge filtrations. For a holomorphic func-
tion f on E, the exponential D-module E f ( i.e. the structure sheaf OE

with the connection g 7→ dg + df · g) is not regular in general. Since the
underlying D-module of a mixed Hodge module is regular, we can not ap-
ply the theory of mixed Hodge module to endow it with a natural Hodge
filtration. Nevertheless, for the underlying D-module M of a mixed Hodge
module M on E, Esnault–Sabbah–Yu [6] and Sabbah–Yu [21] defined a
natural filtration F irr

α+•(M ⊗ E f ) of the exponentially twisted D-module
M ⊗ E f for α ∈ [0, 1), called the irregular Hodge filtration. Note that

TOME 0 (0), FASCICULE 0



4 Takahiro SAITO

combining F irr
α+•(M ⊗ E f ) for all α ∈ [0, 1), we can consider the filtra-

tion {F irr
γ (M ⊗ E f )}γ∈R indexed by R, not only Z. These constructions

were generalized as the “irregular Hodge theory” in [19] and the category
of irregular Hodge modules was established, which contains mixed Hodge
modules and “exponentially twisted mixed Hodge modules”, as a full sub-
category of the category of integrable mixed twistor D-modules introduced
by Mochizuki [8]. By using the pushforward and pullback functors between
the category of irregular Hodge modules (see Proposition 5.6), we obtain
the “Fourier–Laplace transform of a mixed Hodge module” in the category
of irregular Hodge modules (5.16), and we thus obtain natural filtrations
(also called the irregular Hodge filtrations) on the Fourier–Laplace trans-
forms and their stalks: the twisted de Rham cohomologies, so that they are
generalizations of the ones defined in Deligne [5], Yu [27] and Sabbah [18].
However, these filtrations are not the Hodge filtration of a mixed Hodge
module in general. In general, it is difficult to compute the irregular Hodge
filtrations concretely. However, in our situation, due to Theorem 1.1 we
can describe the irregular Hodge filtration (for α ∈ [0, 1)) {F irr

α+pM
∧}p∈Z

of M∧ in terms of the original Hodge filtration F•M as follows.

Theorem 1.4 (Theorem 5.24). — For α ∈ [0, 1) and p ∈ Z, we have

F irr
α+pM

∧ =
⊕
β∈R

(Fp+⌊α−β⌋M
β)∧,

where ⌊α− β⌋ is the largest integer less than or equal to α− β.

We will prove it by describing the rescaled module (Subsection 5.1) and
its Kashiwara–Malgrange filtration explicitly (Lemma 5.23).

Eventually, on M∧, we have two Hodge filtrations: the first one is the
Hodge filtration {FpM

∧}p∈Z defined in Proposition 1.3 and the second one
is the irregular Hodge filtration {F irr

α+pM
∧}p∈Z (for α ∈ [0, 1)). In fact,

these filtrations are equal at all integer indices.

Theorem 1.5 (Theorem 5.40). — For p ∈ Z, we have

F irr
p M∧ = FpM

∧.

In particular, we can say that “the irregular Hodge filtration indexed
by Z of the Fourier–Laplace transform of the monodromic mixed Hodge
module is in fact the Hodge filtration”. Remark that the irregular Hodge
filtration {F irr

γ M∧}γ∈R jumps at also non-integer indices in general and
thus the filtration indexed by R has more information. For example, it
plays an important role when considering the tensor products (see [19,
Proposition 3.18])

ANNALES DE L’INSTITUT FOURIER
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Combining this result with Theorem 1.4, the Hodge filtration (defined
by Proposition 1.3) can be described as follows.

Corollary 1.6 (Corollary 5.41). — For p ∈ Z, we have

FpM
∧ =

⊕
β∈R

(Fp+⌊−β⌋M
β)∧.

Finally, we consider the irregular Hodge filtration “at infinity”. Let Ẽ
(resp. Ẽ∨) be the projective compactification of E (resp. E∨). We denote
by j : E ↪→ Ẽ and j∨ : E∨ ↪→ Ẽ∨ the inclusions and D∞ (resp. D∨

∞)
the divisor Ẽ \ E (resp. Ẽ∨ \ E∨). For a D-module M on E let N be
the pushforward j∗M of M by j, which is a D-module on Ẽ (recall that
our D-modules are algebraic). Then, we can consider the Fourier–Laplace
transform N∧ of N , which is a D-module on Ẽ∨. We will see that this is
equal to j∨

∗ M
∧ (Lemma 4.5). For a mixed Hodge module M on E and its

extension N to Ẽ whose underlying D-module is N , we can also consider
the irregular Hodge filtration on N∧(= j∨

∗ M
∧). Then, we can compute

explicitly the irregular Hodge filtration on N∧ (Theorem 5.31) and get the
following result.

Corollary 1.7 (Corollary 5.33). — The irregular Hodge filtration
{Fα+pN

∧}p∈Z for α ∈ [0, 1) has the strict specializability property along
D∨

∞.

For the definition of the strict specializability, see Definition 2.12. Remark
that this result is shown in a more general setting in a recent preprint by
Mochizuki [9].

By the definition of N , we have N = N [∗D∞] (see Lemma 5.14). For
the definition of “[∗D∞]”, see Proposition 3.3. In particular, the Hodge
filtration of N is described in terms of F•V

0
D∞

N , where V •
D∞

N is the
Kashiwara–Malgrange filtration of N along D∞. For the D-module with
a filtration (N∧, F•N

∧), we denote by (N∧, F•N
∧)[∗D∨

∞] the D-module
N∧[∗D∨

∞] := N∧(∗D∨
∞)(= N∧) with the filtration F•(N∧[∗D∨

∞]) defined
by the same formula as usual “[∗D∨

∞]” for the localization of a mixed Hodge
module. Then, we have the following.

Corollary 1.8 (Corollary 5.36). — We have

(N∧, F irr
• N∧) = (N∧, F irr

• N∧)[∗D∨
∞].

By Corollaries 1.7 and 1.8, we can say that “the irregular Hodge filtration
of the Fourier–Laplace transform of a monodromic mixed Hodge module
has the same properties as the usual Hodge filtrations”. To be more precise,
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6 Takahiro SAITO

we can conclude as follows. Let M̃∧ be the extension of the mixed Hodge
module M∧ on E∨ to Ẽ∨ such that M̃∧ = M̃∧[∗D∨

∞], whose underlying
D-module is denoted by M̃∧ (in fact, there exists such an extension by the
definition of “algebraic” mixed Hodge module in [23]). Note that we have
M̃∧ = N∧. Then, by Theorem 1.5 and Corollary 1.8 we have the following.

Corollary 1.9 (Corollary 5.51). — The irregular Hodge filtration
{F irr

p N∧}p∈Z indexed by integers is the Hodge filtration of the mixed Hodge
module M̃∧.
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2. Monodromic mixed Hodge modules

2.1. Monodromic mixed Hodge modules on vector bundles

In this subsection, we recall the notion of monodromic D-module on a
vector bundle and some basic facts. We refer to [2] and [24]. Let X be a
smooth algebraic variety of finite type over C, OX the structure sheaf on
X and DX the sheaf of differential operators on X. Basically, we consider
only algebraic left D-modules in this paper. Moreover, all the D-modules
and O-modules are quasi-coherent.

Let π : E → X be an algebraic vector bundle and M a (quasi-coherent)
D-module (resp. O-module) on E. Then, π∗M is a π∗D-module (resp. π∗O-
module). Conversely, for a π∗D-module N (resp. π∗O-modules) on X, we

ANNALES DE L’INSTITUT FOURIER
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define a DE-module (resp. OE-modules) π∗N as

π∗N := DE ⊗π−1π∗DX
π−1N.

(resp. π∗N := OE ⊗π−1π∗OX
π−1N)

Because π is an affine morphism (i.e. the inverse image of an affine open
subset of X is affine), we have the following equivalence.

Lemma 2.1 (see Brylinski [2, Proposition 7.10]). — The functors π∗
and π∗ define an equivalence of categories between the category of quasi-
coherent
DE-modules (resp. OE-modules) and that of quasi-coherent π∗DE-modules
(resp. π∗OE-modules). The same assertion holds for the categories of co-
herent D or O-modules.

In the following, we identifyDE-modules (resp.OE-modules) with π∗DE-
modules (resp. π∗DE-modules).

Remark 2.2. — When X is the one point set, E is just a vector space
Cn. We sometimes consider a D-module on an affine subset of Cn, such
as (C∗)n, where C∗ := C\{0}. In this case, we have the equivalence similar
to Lemma 2.1. For example, we identify D(C∗)n -modules with
C[z±1

1 , . . . , z±1
n ]⟨∂z1 , . . . ∂zn

⟩-modules, where C[z±1
1 , . . . , z±1

n ]⟨∂z1 , . . . ∂zn
⟩ is

a ring of differential operators on (C∗)n.

Let V be a vector space of rank n and e1, . . . , en a basis of V . The
coordinates of V associated to the basis e1, . . . , en is the isomorphism Cn ≃
V which sends (z1, . . . , zn) ∈ Cn to z1e1 + · · · + znen ∈ V . It is easy to see
that the vector field

∑n
i=1 zi∂zi

on V does not depend on the choice of the
basis e1, . . . , en. It is called the Euler vector field on V . More generally, for
any local trivialization π−1(U) ≃ U × Cn (U ⊂ X) of the vector bundle
π : E → X and bundle coordinates (x1, . . . , xm, z1, . . . , zn) ∈ U × Cn, the
vector field

∑n
i=1 zi∂zi

on π−1(U) does not depend on the choice of the
local trivialization and we thus obtain a vector field on E. It is called the
Euler vector field on E and we denote it by EE . We can regard EE as a
section of π∗DE .

Definition 2.3. — Let M be a D-module on E. We say that M is
monodromic if for any (local algebraic) section m ∈ π∗M there is a poly-
nomial b(u) ∈ C[u] such that b(EE)m = 0. Moreover, if all the roots of the
minimal polynomial of such b(u) is in Q (resp. R) for any m, we say that
M is Q-monodromic (resp. R-monodromic).

TOME 0 (0), FASCICULE 0



8 Takahiro SAITO

Since we only consider Q-monodromic D-module in this paper, we will
say “monodromic” as “Q-monodromic”.

Remark 2.4. — For a subset V of Cn (e.g. (C∗)n) and a D-module M on
X×V , we also define “M is monodromic” in the same way as Definition 2.3.

Remark 2.5. — Remark that E is equipped with a natural C∗-action.
Assume that M is regular holonomic. Let K be the perverse sheaf cor-
responding to M via the Riemann–Hilbert correspondence. Then, M is
monodromic if and only if K is cohomologically locally constant on each
C∗-orbit in E, i.e. each cohomology Hj(K) is locally constant on each
C∗-orbit (Brylisnki [2, Proposition 7.12]).

Note that we can also endow π∗M with a OX -modules structure by the
adjunction OX → π∗π

−1OX → π∗OE . For a DE-module M and β ∈ Q, we
define a OX -submodule Mβ of π∗M by

(2.1) Mβ :=
⋃
l⩾0

Ker((EE − β)l : π∗M −→ π∗M).

Proposition 2.6. — A DE-module M is monodromic if and only if
M (recall that we identify it with π∗M) is a direct sum of the family of
OX -modules {Mβ}β∈R as

(2.2) M =
⊕
β∈R

Mβ .

Proof. — The proof is similar to the proof of Proposition 1.7 of [24]. □

Remark 2.7. — If E is trivial and we fix a trivialization E ≃ X × Cn,
we can endow Mβ with a natural DX -module structure. Because a lift of a
section of DX to E is not unique, we can not define a natural DX -module
structure on Mβ in general.

Remark 2.8. — Submodules, quotient modules and extensions (in the
category of DE-modules) of monodromic DE-modules are monodromic
again.

Let us consider a mixed Hodge module M = (M,F•M,K,W•K) on E,
where M is the underlying D-module, F•M is the Hodge filtration, K is
the underlying Q-perverse sheaf and W•K is the weight filtration.

Definition 2.9. — We say that M is monodromic if M is monodromic.

ANNALES DE L’INSTITUT FOURIER
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2.2. The case where E is a trivial bundle of rank one

Let us recall some results for a monodromic mixed Hodge module M =
(M,F•M,K,W•K) in the case where E is a trivial bundle of rank one i.e.
E ≃ X×Cz. We fix this trivialization in this subsection. See [24] for details.

Note that in this case Mβ(=
⋃

l⩾0 Ker((z∂z −β)l : M → M)) is not only
an OX -module, it is a DX -module (see Remark 2.7). Moreover, we have a
decomposition

(2.3) M =
⊕
β∈R

Mβ ,

where the DX [z]⟨∂z⟩-module structure is defined by using the morphisms
z : Mβ → Mβ+1 and ∂z : Mβ → Mβ−1 (in fact, Mβ = 0 for β /∈ Q).

We say thatM is K(= Q or R)-specializable if there exists the Kashiwara–
Malgrange filtration along z of M indexed by K. We denote by {V β

z M}β∈R
the Kashiwara–Malgrange filtration of M along z, where the index is de-
fined to be grβ

Vz
M = V β

z M/V >β
z M is killed by (z∂z − β)l for some l ⩾ 0.

Sometimes grβ
Vz
M is abbreviated to grβ

V M . The decomposition (2.3) leads
to the following.

Proposition 2.10 ([24, Proposition 1.15]). — Let M be a monodromic
coherentD-module onX×Cz. Then,M is specializable, i.e. the Kashiwara–
Malgrange filtration of M along z = 0 exists and we have

V γ
z M =

⊕
β⩾γ

Mβ .

Therefore, we have
grγ

V M = Mγ .

In particular, the α-nearby cycle and the vanishing cycle of M along z are
described as follows:

ψz,αM(= grα
V M) = Mα, and(2.4)

ϕz,1M(= gr−1
V M) = M−1.(2.5)

Moreover, the morphism can: ψz,0M → ϕz,1M (resp. the morphism
var : ϕz,1M → ψz,0M) is −∂z : M0 → M−1 (resp. z : M−1 → M0).

In this situation, the Hodge filtration is decomposed with respect to the
decomposition (2.3).

TOME 0 (0), FASCICULE 0
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Proposition 2.11 ([24, Theorem 2.2]). — For p ∈ Z, the Hodge filtra-
tion FpM ⊂ M is decomposed as

FpM =
⊕
β∈R

FpM
β ,

where FpM
β := FpM ∩ Mβ and the OX [z]-module structure of the right

hand side is defined by the morphisms z : FpM
β → FpM

β+1.

Let us recall the strict specializability for a filtered D-module. See [23]
and [20] for details. Let (M,F•M) be a holonomic D-module M with a
good filtration on X×Cz. We set Fpgrβ

V M := FpM ∩V β
z M/FpM ∩V >β

z M .

Definition 2.12. — We say that (M,F•M) is strictly K(= Q or R)-
specializable along z if M is K-specializable and for any p ∈ Z

(i) for any β > −1, z : Fpgrβ
V M → Fpgrβ

V M is surjective, and
(ii) for any β < 0, ∂z : Fpgrβ

V M → Fp+1grβ−1
V M is surjective.

This property is one of the important constraints on mixed Hodge mod-
ules. Proposition 2.11 and the strict specializability lead the following.

Lemma 2.13 ([24, Lemma 2.4]). — For the underlying filterd D-module
(M,F•M) of a monodromic mixed Hodge module on X ×Cz, l ∈ Z⩾0 and
p ∈ Z we have

FpM
α+l = zlFpM

α (α ∈ (−1, 0]), and

FpM
α−l = ∂l

zFp−lM
α (α ∈ [−1, 0)).

In particular, we have

(2.6) FpM =

⊕
l⩾1

⊕
α∈[−1,0)

∂l
zFp−lM

α

⊕FpM
−1 ⊕

⊕
l⩾0

⊕
α∈(−1,0]

zlFpM
α

 .

We can describe the category MHMp
mon(X ×Cz) of monodromic graded

polarizable mixed Hodge modules on X×Cz as follows. We consider a tuple
((M(−1,0], Ts, N),M−1, c, v), where M(−1,0] and M−1 are graded polariz-
able mixed Hodge modules onX and Ts : M(−1,0] ≃ M(−1,0],N : M(−1,0] →
M(−1,0](−1), c : M0(:= Ker(Ts − 1) ⊂ M(−1,0]) → M−1 and v : M−1 →
M0(−1) are morphisms in the category of mixed Hodge modules with the
following properties:

(i) Ts commutes with N .

ANNALES DE L’INSTITUT FOURIER
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(ii) The underlying D-module M(−1,0] of M(−1,0] is decomposed as

M(−1,0] =
⊕

α∈(−1,0]∩Q

Mα,

where Mα := Ker(Ts − exp(−2π
√

−1α)) ⊂ M(−1,0].
(iii) vc : M0 → M0(−1) is −N .

We denote by G (X) the category of such tuples ((M(−1,0], Ts, N),M−1, c, v).
Let M = (M,F•M,K,W•K) be a monodromic mixed Hodge module

on X × Cz. We define M(−1,0] as the nearby cycle ψzM of M along
z, M−1 the unipotent vanishing cycle ϕz,1M, Ts (resp. N) the semisim-
ple part (resp. −1

2π
√

−1 times the logarithm of the unipotent part) of the
monodromy automorphism of ψzM and c (resp. v) the morphism
can: ψz,0M → ϕz,1M (resp. var : ϕz,1M → ψz,0M(−1)). Then, the tu-
ple ((M(−1,0], Ts, N),M−1, c, v) is an object in G (X). In this way, we get
a functor

F : MHMp
mon(X × Cz) −→ G (X).

Proposition 2.14 ([24, Theorem 3.5]). — The functor F induces an
equivalence of categories.

In particular, we can reconstruct M from the tuple
((ψzM, Ts, N), ϕz,1M, can, var).

Remark 2.15. — As stated in Remark 2.4, we can also consider mon-
odromic mixed Hodge modules on X × C∗

z. Then, we have a similar state-
ment to Proposition 2.11 and Proposition 2.14 for a monodromic mixed
Hodge modules M on X ×C∗

z (see [24]). In this case, M is decomposed as

M =
⊕
β∈R

Mβ ,

where Mβ is defined as in the case of that on X × Cz, and for α ∈ (−1, 0]
and k ∈ Z we have

Mα+k = zkMα.

Moreover, as a corresponding assertion to Lemma 2.13, we have

F•M =
⊕

α∈(−1,0]
k∈Z

zkF•M
α.
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2.3. Example: normal crossing type

Let us consider monodromic D-modules on E = X ×Cn with a stronger
condition. Let (z1, . . . , zn) be the standard coordinates of Cn and π the
projection X × Cn → X.

Definition 2.16. — A D-module M on X × Cn is of normal crossing
type if for any section m ∈ π∗M and 1 ⩽ i ⩽ n there exists a polynomial
b(u) ∈ C[u] such that b(zi∂zi)m = 0. In other words, for any 1 ⩽ i ⩽ n, M
is monodromic on (X × Cz1 × . . .Czi−1 × Czi+1 × · · ·Czn

) × Czi
, where we

regard (X × Cz1 × · · ·Czi−1 × Czi+1 × · · ·Czn) × Czi as a rank one vector
bundle over X × Cz1 × · · ·Czi−1 × Czi+1 × · · ·Czn

.

Remark 2.17. — Let M be a regular holonomic D-module M of normal
crossing type on Cn and K be the perverse sheaf corresponding to M . For
1 ⩽ k ⩽ n and 1 ⩽ i1, . . . , ik ⩽ n, we set

Vi1,...,ik
:=

 ⋂
1⩽s⩽k

{zs = 0}

 \

 ⋃
s/∈{i1,...,ik}

{zs = 0}

 ⊂ Cn.

Then, the restriction of each cohomology of K to Vi1,...,ik
or

Cn \
⋃

1⩽s⩽n{zs = 0} is locally constant by Remark 2.5. Conversely, if
K has this property for a regular holonomic D-module on Cn, M is of
normal crossing type.

For β = (β1, . . . , βn) ∈ Rn we set

Mβ :=
n⋂

i=1

⋃
l⩾0

(Ker((zi∂zi
− βi)l : π∗M −→ π∗M).

Then, we can regard Mβ as a DX -module.
As mentioned, a D-module M of normal crossing type is also a mon-

odromic D-module with respect to any zi-direction. Therefore, we can ap-
ply the results in Subsection 2.2 inductively. For example, we have the
following.

Lemma 2.18. — M is of normal crossing type if and only if M is de-
composed as

M =
⊕

β∈Rn

Mβ.

For γ ∈ R, Mγ =
⋃

l⩾0 Ker(EE − β)l ⊂ π∗M is a DX -module (see Re-
mark 2.7), where EE =

∑n
i=1 zi∂zi . Moreover, it is decomposed as follows.
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Lemma 2.19. — We have

Mγ =
⊕

β∈Rn

β1+···+βn=γ

Mβ

as a DX -module.

Proof. — Let m be a section of Mβ and l0 an integer large enough so
that (zi∂zi

−βi)l0m = 0 for any 1 ⩽ i ⩽ n. We set γ := β1 + · · · +βn. Then
we have

(EE − γ)nl0m = 0,
and thus obtain

(2.7) Mβ ⊂ Mγ .

Conversely, by Lemma 2.18, m ∈ Mγ is decomposed as m = m1 + · · ·+mk,
where ms(̸= 0) ∈ Mβs and βs ̸= βt for s ̸= t. By (2.7) and the decompo-
sition (2.2), we have the converse inclusion Mγ ⊂

⊕
β∈Rn

β1+···+βn=γ

Mβ. This

implies the desired assertion. □

Remark 2.20. — For β = (β1, . . . , βn) ∈ Rn and 1 ⩽ i ⩽ n, it is easy to
see that

ziM
β ⊂ Mβ+ei , and

∂zi
Mβ ⊂ Mβ−ei ,

where ei = (0, . . . , 0,
i

1̂, 0, . . . , 0). Moreover, in a similar way to the proof of
Proposition 1.10 of [24], we can see that the morphism

zi : Mβ −→ Mβ+ei

(resp. ∂zi : Mβ −→ Mβ−ei)

is an isomorphism if βi ̸= −1 (resp. βi ̸= 0). Therefore, the D-module M
is determined by the following data:

(i) The family of DX -modules {Mα}α∈[−1,0]n .
(ii) The nilpotent endomorphisms zi∂zi − αi : Mα → Mα for α ∈

[−1, 0]n and 1 ⩽ i ⩽ n.
(iii) For 1 ⩽ i ⩽ n and α ∈ [−1, 0]n with αi = −1 (resp. αi = 0), the

morphism zi : Mα → Mα+ei (resp. ∂zi : Mα → Mα−ei) such that
the composition ∂zi

◦ zi : Mα → Mα (resp. zi ◦ ∂zi
: Mα → Mα) is

equal to zi∂zi + 1 (resp. zi∂zi) defined in (ii).

We assume that M is coherent. Let V •
zi
M be the Kashiwara–Malgrange

filtration of M along zi. Then, by Proposition 2.10, we have the following.
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Lemma 2.21. — For a coherent D-module M of normal crossing type,
the Kashiwara–Malgrange filtration of M along zi exists and we have

V γ
zi
M =

⊕
β=(β1,...,βn)∈Rn

βi⩾γ

Mβ.

In particular, for α ∈ (−1, 0] the α-nearby cycle ψzi,αM := grα
Vzi
M (resp.

the unipotent vanishing cycle ϕzi,1M := gr−1
Vzi
M) of M can be described as

ψzi,αM =
⊕

β=(β1,...,βn)∈Rn

βi=α

Mβ

(resp. ϕzi,1M =
⊕

β=(β1,...,βn)∈Rn

βi=−1

Mβ).

The previous lemma implies that the nearby cycle ψzi,αM and the van-
ishing cycle ϕzi,1M is again a D-module of normal crossing type on X ×
Cz1 ×· · ·Czi−1 ×{0}×Czi+1 ×· · ·Czn

. This allows us to prove the following
proposition.

Proposition 2.22. — Let M be a mixed Hodge module on X × Cn

whose underlying D-module M is of normal crossing type. Then, the Hodge
filtration FpM is decomposed as

FpM =
⊕

β∈Rn

FpM
β,

where FpM
β := FpM ∩ Mβ and the OX [z1, . . . , zn]-module structure of

the right hand side is defined by the morphisms zi : FpM
β → FpM

β+ei for
β ∈ Rn.

Proof. — The proof is by induction on n. The assertion for n = 1 is
Proposition 2.11. Suppose that the statement is proved for n = n0−1 (n0 ⩾
2) and consider the case where n = n0. We set Mβ

zn
:=
⋃

l⩾1 Ker(zn∂zn
−

β)l ⊂ π∗M . Since M is monodromic with respect to the zn-direction on
(X × Cn−1) × Czn

, we have

M =
⊕
β∈R

Mβ
zn
, and(2.8)

FpM =
⊕
β∈R

FpM
β
zn
,(2.9)

where FpM
β
zn

= FpM ∩Mβ
zn

. Note that for if β is in (−1, 0] (resp. β is −1),
we have Mβ

zn
= ψzn,βM (resp. Mβ

zn
= ϕzn,1M). As mentioned above, the
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α-nearby cycle (α ∈ (−1, 0]) and the unipotent vanishing cycle of M are
of normal crossing type. Moreover, they are a direct summand of a mixed
Hodge module and their Hodge filtrations are F•M

α
zn

and F•M
α
zn

up to
shift. Therefore, by the induction hypothesis, we have

FpM
α
zn

=
⊕

β=(β1,...,βn)∈Rn

βn=α

FpM
β, and,

FpM
−1
zn

=
⊕

β=(β1,...,βn)∈Rn

βn=−1

FpM
β.

By (2.9) and the strict specializability along zn = 0, we obtain the desired
assertion. □

In particular, combining it with Lemma 2.19, we have the following.

Corollary 2.23. — In the situation of Proposition 2.22, we have

FpM =
⊕
γ∈R

FpM
γ , and

FpM
γ =

⊕
β∈Rn

β1+···+βn=γ

FpM
β.

In the next section, we will generalize this assertion to the case for gen-
eral monodromic mixed Hodge modules, which is not necessarily of normal
crossing type.

Remark 2.24. — For a mixed Hodge module of normal crossing type M
and β = (β1, . . . , βn) ∈ (−1, 0]n, it is easy to see

Mβ = ψz1,β1 · · ·ψzn,βnM.

Moreover, for example, for β = (−1, β2, . . . , βn) ∈ {−1} × (−1, 0]n−1, we
have

Mβ = ϕz1,1ψz2,β2 · · ·ψzn,βn
M.

A similar statement holds for any β ∈ [−1, 0]n. Then, we can generalize
the gluing: Proposition 2.14 to the normal crossing case. In particular, the
mixed Hodge module of normal crossing type M can be reconstructed from
the family of mixed Hodge modules {Ψ1 · · · ΨnM}(Ψ1,··· ,Ψn) with some
morphisms between them, where Ψi is ψzi,α (α ∈ (−1, 0]) or ϕzi,1.
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3. The Hodge filtration of monodromic mixed Hodge
modules

Let M = (M,F•M,K,W•K) be a monodromic mixed Hodge module on
a vector bundle π : E → X on a smooth algebraic variety X. By Proposi-
tion 2.6, we have the decomposition

M =
⊕
β∈R

Mβ .

For p ∈ Z and β ∈ R, we define an OX -submodule of Mβ as

FpM
β := π∗(FpM) ∩Mβ(⊂ π∗M).

Then, the direct sum
⊕

β∈R FpM
β is a π∗OE-submodule of

⊕
β∈RM

β .
Therefore, by Lemma 2.1, we can also regard

⊕
β∈R FpM

β as an OE-
submodule of M . The purpose of this section is to show the following
theorem.

Theorem 3.1. — For p ∈ Z, the Hodge filtration FpM is decomposed
as

FpM =
⊕
β∈R

FpM
β .

Remark 3.2. — This result was shown in a different way in a recent
preprint [4] by Chen–Dirks.

Since it is enough to show this theorem locally on X, we may assume
that E is a trivial bundle X×Cn and X is affine (therefore, we identify M
with the module of its global sections). Let (z1, . . . , zn) be the coordinates
of Cn. We set D1 := {z1 = 0} ⊂ X × Cn and V1 := E \D1.

Let us recall some basic properties of the localization M[∗D1] and the
dual localization M[!D1] of a mixed Hodge module M. For details,
see [1, 8, 20]. We denote by M [∗D1] (resp. M [!D1]) the underlying D-
module of M[∗D1] (resp. M[!D1]). The stupid localization M(∗D1) (resp.
(M,F•M)(∗D1)) along D1 of a D-module M (resp. a filtered D-module
(M,F•M)) is the DE(∗D1)(= DE ⊗C[z1] C[z±1

1 ])-module (resp. the filtered
DE(∗D1)-module) defined as

M ⊗C[z1] C[z±1
1 ]

(resp. (M ⊗C[z1] C[z±1
1 ], F•M ⊗C[z1] C[z±1

1 ])).

Let V •
z1
M be a Kashiwara–Malgrange filtration of a D-module M along z1.

Proposition 3.3 (see [1, 8, 20]). — Let M = (M,F•M,K,W•M) be a
mixed Hodge module on E = X × Cn. Then, we have the following.
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(i) The underlying D-modules are as follows:

M [∗D1] = M(∗D1) = M ⊗C[z1] C[z±1
1 ], and

M [!D1] = D(D(M)(∗D1)) = DE ⊗V 0
z1 DE

V >−1
z1

M,

where V •
z1
DE is the V -filtration of DE along z1 and D is the duality

functor between the category of mixed Hodge modules.
(ii) We have an (canonical) isomorphism D(M[∗D1]) ≃ (DM)[!D1].
(iii) There is natural morphisms M → M[∗D1] and M[!D1] → M

whose restriction to V1 are isomorphisms. In particular, the stupid
localizations of the underlying filtered D-modules of M[∗D1] and
M[!D1] are the stupid localization (M,F•M)(∗D1) of the underly-
ing filtered D-module of M, and we have

V >−1
z1

M(∗D1) = V >−1
z1

M [!D1] = V >−1
z1

M.

(iv) We have

V ⩾−1
z1

M [∗D1] = z−1
1 V ⩾0

z1
M , and

FpV
⩾−1

z1
M [∗D1] = z−1

1 FpV
⩾0

z1
M (p ∈ Z).

(v) The Hodge filtrations are described as follows:

Fp(M [∗D1]) =
∑
k⩾0

∂k
z1
Fp−kV

⩾−1
z1

M, and

Fp(M [!D1]) =
∑
k⩾0

∂k
z1

⊗ Fp−kV
>−1

z1
M,

where

Fp−kV
⩾−1

z1
M = Fp−kM ∩ V ⩾−1

z1
M and Fp−kV

>−1
z1

M = Fp−kM ∩ V >−1
z1

M.

With (iv), in particular, the filtered D-modules of M[∗D1]
and M[!D1] are determined only by the stupid localization
(M,F•M)(∗D1).

The following is a simple consequence of (i) of Proposition 3.3

Lemma 3.4. — If M is monodromic, then M(∗D1) and M [!D1] are also
monodromic.

Let ρ : C̃n → Cn be the blowing up of Cn at the origin. Remark that
C̃n is a subvariety of Cn × Pn−1 and ρ is the projection to Cn. We write
q : C̃n → Pn−1 the projection to Pn−1. Let [y1 : . . . : yn] be the homoge-
neous coordinates of Pn−1. Define U1 as a local chart {y1 ̸= 0} ⊂ Pn−1 of
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Pn−1. We use the same symbol (y2, . . . , yn) for the coordinates of U1, i.e.
(y2, . . . , yn) ∈ U1 is the point [1 : y2 : . . . : yn] ∈ Pn−1. Then, we have

C∗
s × U1

∼−→ q−1(U1) ∼−→ V1(3.1)
(C∗

s × U1 ∋ (s, y1, . . . , yn) 7−→(s, sy1, . . . , syn) ∈ V1).

The following simple lemma reduces a problem for a monodromic D-
module on a vector bundle to that for a monodromic D-module on a line
bundle.

Lemma 3.5. — The isomorphism (3.1) sends the vector field s∂s on
C∗

s × U1 to the vector field E =
∑n

i=1 zi∂zi
on V1.

Proof. — Let G := (g1, . . . , gn) be the morphism (3.1). Then, (3.1) sends
the vector filed s∂s to

(3.2) z1

n∑
k=1

(∂gk/∂s ◦G−1)∂zk
.

Since

∂gk/∂s =
{

1 (k = 1)
yk (k ̸= 1)

,

we have

(3.2) = z1∂z1 + z1

n∑
k=2

(zk/z1)∂zk

= E . □

We write ρ1 for the induced isomorphism q−1(U1) ∼→ V1 by ρ and H0Lρ∗
1

(the 0-th cohomology of) the pullback functor of the category ofD-modules.
Since ρ1 : q−1(U1) ∼→ V1 is an isomorphism, H0Lρ∗

1M1 is just the pullback
ρ∗

1M1 = Oq−1(U1) ⊗ρ−1
1 OV1

ρ−1
1 M1 as an O-module for a D-module M1 on

V1. We just write ρ∗
1M1 for H0Lρ∗

1M1. Note that any section m ∈ ρ∗
1M1 can

be expressed as m = 1 ⊗ m′ for some m′ ∈ M1. The morphisms ρ and ρ1
induces morphisms X×C̃n → X×Cn and X×q−1(U1) → X×V1, denoted
by the same symbols ρ and ρ1. For a monodromic D-module M1 on X×V1,
we set M̃1 := ρ∗M1. Lemma 3.5 immediately deduces the following.

Corollary 3.6. — A D-module M1 on X × V1 is monodromic (in
the sense of Remark 2.4) if and only if the D-module M̃1(= ρ∗

1M1) on
X×q−1(U1)(≃ X×C∗

s ×U1) is monodromic with respect to the s-direction.
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By this corollary, we have a decomposition

(3.3) M̃1 =
⊕
β∈R

M̃1
β
,

where M̃1
β

=
⋃

l⩾0(Ker((s∂s − β)l : M̃1 → M̃1). We can regard M̃1
β

as a
DX×U1-module (see Remark 2.7). Recall that we also have

M1 =
⊕
β∈R

Mβ
1 ,(3.4)

where Mβ
1 =

⋃
l⩾0(Ker((E − β)l : M1 → M1). Let us see the raletionship

between (3.3) and (3.4).

Lemma 3.7. — For β ∈ R we have

M̃1
β

= 1 ⊗ ρ−1
1 (Mβ

1 )(= OX×U1 ⊗ ρ−1
1 (Mβ

1 )),

as DX×U1-modules.

Proof. — By Lemma 3.5, for a section m ∈ M1 and 1⊗m ∈ M̃1, we have

s∂s(1 ⊗m) = 1 ⊗ (Em).

Therefore, if the section m is in Mβ
1 , the section 1 ⊗ m ∈ M̃1 is in M̃1

β
.

Hence, we have 1⊗ρ−1
1 (Mβ

1 ) ⊂ M̃1
β
. Let us show the reverse inclusion. Any

section m ∈ M̃1 can be expressed as m =
∑i0

i=0(1 ⊗mi) with mi ∈ Mβi for
some βi ∈ R by (3.4). Assume that m is in M̃1

β
. Since 1 ⊗mi is in M̃1

βi as
already shown, the decomposition (3.3) implies that

∑
βi ̸=β(1 ⊗ mi) = 0.

Therefore, we have m =
∑

βi=β(1 ⊗ mi) and we thus obtain M̃1
β

⊂ 1 ⊗
ρ−1

1 (Mβ
1 ). □

For a monodromic mixed Hodge module M1 on X ×V1, we consider the
pullback H0ρ∗

1M1 of M1 by ρ1 as a mixed Hodge module, whose under-
lying D-module is ρ∗

1M1. We set M̃1 := H0ρ∗
1M1 and (M̃1, F•M̃1) is the

underlying filtered D-module on X × q−1(U1). Since ρ1 is an isomorphism,
the Hodge filtration F•M̃1 is just the pullback of the Hodge filtration F•M1
as that of OX×V1 -modules:

(3.5) FpM̃1 = OX×q−1(U1) ⊗ρ−1
1 OX×V1

ρ−1
1 FpM1.

In order to prove Proposition 3.9 below, we need the following

Lemma 3.8. — We have

(3.6) FpM̃1 ∩ M̃1
β

= 1 ⊗ ρ−1
1 (FpM1 ∩Mβ

1 ).

TOME 0 (0), FASCICULE 0



20 Takahiro SAITO

Proof. — By Lemma 3.7 and (3.5), the right hand side of (3.6) is con-
tained in the left hand side of (3.6). Let m be a section in the left hand side.
By (3.5), we can write m = 1⊗m′ for some m′ ∈ FpM1. Let m′ =

∑i0
i=0 m

′
i

be the decomposition, where m′
i ∈ Mβi for some βi ∈ R with βi ̸= βj

(i ̸= j). By Lemma 3.7, 1 ⊗ m′
i is in M̃1

βi . Since m ∈ M̃1
β
, we have

1 ⊗ m′
i = 0, i.e. m′

i = 0 if βi ̸= β. Hence, m′ ∈ Mβ
1 and we thus conclude

that m is in the right hand side of (3.6). □

Combining Corollary 3.6 and Proposition 2.11, we have the following.

Proposition 3.9. — For a monodromic mixed Hodge module M1 on
X × V1, we have a decomposition of the Hodge filtration as

(3.7) FpM1 =
⊕
β∈R

FpM
β
1 ,

where (M1, F•M1) is the underlying filtered D-module of M1 and FpM
β =

FpM1 ∩Mβ
1 .

Proof. — By Corollary 3.6, M̃1 is monodromic on X × q−1(U1) ≃ X ×
C∗

s ×U1 with respect to the s-direction. Therefore, by Proposition 2.11, we
have

(3.8) FpM̃1 =
⊕
β∈R

FpM̃1
β
,

where FpM̃1
β

= FpM̃1 ∩ M̃1
β
. Moreover, by Lemma 3.8, we have

(3.9)

FpM̃1 =
⊕
β∈R

1 ⊗ ρ−1
1 (FpM1 ∩Mβ

1 )

= 1 ⊗ ρ−1
1

⊕
β∈R

FpM1 ∩Mβ
1

 .

Note that
⊕

β∈R FpM1 ∩ Mβ
1 is an OX×V1 -submodule of M1. Then, since

ρ1 is an isomorphism, from the equalities (3.5) and (3.9) we get the desired
equality. □

Let M = (M,F•M,K,W•M) be a monodromic mixed Hodge module
on X × Cn. We set M1 := M|X×V1 . Its underlying filtered D-module is
(M1, F•M1) := (M,F•M)|X×V1 .

Corollary 3.10. — For p ∈ Z, FpV
>−1

z1
M is decomposed with respect

to the decomposition M =
⊕

β∈RM
β , i.e. we have

FpV
>−1

z1
M =

⊕
β∈R

FpV
>−1

z1
M ∩Mβ .
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Proof. — By the strict specializability along z1 of the filtered D-module
(M,F•M) (Definition 2.12), we have (see [22, Proposition 3.2.2] or [25,
Exercise 11.1])

(3.10) FpV
>−1

z1
M = j∗(FpM1) ∩ V >−1

z1
M,

where j is the inclusion X×V1 ↪→ X×Cn and the intersection in the right
hand side is taken in j∗M1 = M [z±1

1 ]. By Proposition 3.9, we have

(3.11) FpM1 =
⊕
β∈R

FpM
β
1 .

By Lemma 3.11 below, we have

V >−1
z1

j∗M1 ∩ (j∗M1)β = V >−1
z1

j∗M1 ∩ j∗(Mβ
1 ),

where (j∗M1)β is defined similarly to (2.1) and j∗(Mβ
1 ) is a C-submodule of

j∗M1 generated by {j∗m ∈ j∗M1 |m ∈ Mβ
1 }. Therefore, since V >−1

z1
j∗M1 =

V >−1
z1

M , we have

V >−1
z1

M ∩Mβ = V >−1
z1

j∗M1 ∩ j∗(Mβ
1 ).

Hence, we have

(3.12) V >−1
z1

M ∩ j∗(FpM
β
1 ) = V >−1

z1
M ∩ FpM

β .

Combining (3.10), (3.11) and (3.12), we obtain

FpV
>−1

z1
M =

⊕
β∈R

FpM ∩ V >−1
z1

M ∩Mβ . □

The following was used in the proof of Corollary 3.10.

Lemma 3.11. — We have

(3.13) V >−1
z1

j∗M1 ∩ (j∗M1)β = V >−1
z1

j∗M1 ∩ j∗(Mβ
1 ).

Proof. — It is obvious that the left hand side contained in the right hand
side. For a section m in the right hand side of (3.13), since V >−1

z1
j∗M1 =

V >−1
z1

M , m is a section of M with ((E − β)lm)|X×V1 = 0 for some l ⩾ 0.
Therefore, (E −β)lm is a section of V >−1

z1
j∗M1 whose support is contained

in z1 = 0. Since the multiplication by z1 on V >−1
z1

j∗M1 is injective, we have
(E − β)lm = 0, i.e. m is in (j∗M1)β . □

As mentioned, if M is monodromic, the localizations M [∗D1] and M [!D1]
are also monodromic. Corollary 3.10 deduces the following.

Corollary 3.12. — If M ≃ M[∗D1] or M ≃ M[!D1], the assertion
stated in Theorem 3.1 is true.
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Proof. — Suppose that M = M[∗D1]. Then, by Corollary 3.10, FpV
⩾0

z1
M

is decomposed as FpV
⩾0

z1
M =

⊕
β∈R FpV

⩾0
z1
M ∩ Mβ . Hence, by (iv) of

Proposition 3.3, FpV
⩾−1

z1
M [∗D1] is also decomposed. Since

FpM =
∑
k⩾0

∂k
zi
Fp−kV

⩾−1
zi

M

by (v) of Proposition 3.3, we thus obtain the decomposition of FpM in this
case. The case of M = M[!D1] can be proved in the same way. □

Let us recall the Beilinson’s maximal extension. See [1, 8, 10, 11, 20] for
details. We consider the vector space Iε,k := Ceε ⊕ · · · ⊕Cek with the basis
eε, . . . , ek for ε = 0, 1 and k ∈ Z⩾1. Moreover, we consider the nilpotent
endomorphism N of Iε,k so that Nej = ej−1 (with e−1 := 0). For a D-
module M on X × Cn with the assumption M = M(∗D1), we consider
the new D-module Mε,k := M ⊗C I

ε,k on X × Cn so that z1∂z1(m⊗ ej) =
z1∂z1m⊗ej +m⊗ej−1 and ∂zs

(m⊗ej) = ∂zs
m⊗ej (s ̸= 1). The morphism

I0,k → I1,k (ej 7→ ej , e0 7→ 0) induces the morphism M0,k → M1,k.
Therefore, we can consider the morphism M0,k[!D1] → M1,k[∗D1] as the
composition of the morphisms M0,k[!D1] → M0,k[∗D1] and M0,k[∗D1] →
M1,k[∗D1]. Then, the kernel of the natural morphism

M0,k[!D1] −→ M1,k[∗D1]

does not depend on sufficiently large k ⩾ 1, i.e. the inductive limit
lim−→k

Ker(M0,k[!D1] → M1,k[∗D1]) exists. So, we define

Ξz1M := lim−→
k

Ker(M0,k[!D1] −→ M1,k[∗D1]).

We can generalize this construction to mixed Hodge modules; for a mixed
Hodge module M on X × Cn, we can define a mixed Hodge module
Mε,k on X × Cn, a morphism M0,k[!D1] → M1,k[∗D1](−1) and Ξz1M =
lim−→k

Ker(M0,k[!D1] → M1,k[∗D1]), which are compatible with the corre-
sponding objects for the underlying D-module of M. Note that the fil-
tered D-module (Ξz1M,F•Ξz1M) depends only on the stupid localization
(M,F•M)(∗D1).

Proposition 3.13 (see loc. cit.). — Let M = (M,F•M,K,W•M) is a
mixed Hodge module on E = X × Cn. Then, we have the following.

(i) There are natural morphisms between mixed Hodge modules

a : ψz1,1M −→ Ξz1M, and
b : Ξz1M −→ ψz1,1M(−1).
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(ii) Consider the complex:

(3.14) ψz1,1M −→ Ξz1M ⊕ ϕz1,1M −→ ψz1,1M(−1),

where the first morphisms is a ⊕ can and the second morphism is
b+ var. Then, the cohomology in the middle degree of this complex
at Ξz1M ⊕ ϕz1,1M is isomorphic to M.

(iii) Let Glue(X × Cn, D1) be the category of tuples (M′,M′′, c, v),
where M′ is a mixed Hodge module on X×V1 which is the restric-
tion of a mixed Hodge module on X × Cn, M′′ is a mixed Hodge
module on X × D1 and c (resp. v) is a morphism ψz1,1M′ → M′′

(resp. M′′ → ψz1,1M′(−1)) such that the endomorphism v ◦ c
of ψz1,1M′ is the nilpotent endomorphism of ψz1,1M′. Then, the
functor M 7→ (M|X×V1 , ϕz1,1M, can, var) induces an equivalence
of categories between the category of mixed Hodge modules and
Glue(X × Cn, D1).

If M is monodromic, it is easy to see that if Mε,k is also monodromic.
Hence, Mε,k[∗D1] and Mε,k[!D1] are also monodromic. Therefore, Ξz1M
is also monodromic. Then, we have the following.

Corollary 3.14. — For a monodromic mixed Hodge module M on
X × Cn, the Hodge filtration F•Ξz1M is decomposed as

FpΞz1M =
⊕
β∈R

FpΞz1M ∩ (Ξz1M)β .

Proof. — By Corollary 3.12, FpM
ε,k[!D1] and FpM

ε,k[∗D1] are decom-
posed. Therefore, FpΞz1M , i.e. the kernel of the morphism FpM

ε,k[!D1] →
FpM

ε,k[∗D1] for sufficiently large k ⩾ 1, is also decomposed. □

For the proof of Theorem 3.1, another lemma is needed.

Lemma 3.15. — Let M be a monodromic D-module on X × Cn and
V •

z1
M the Kashiwara–Malgrange filtration along z1 = 0. For γ ∈ R and a

section m ∈ V γ
z1
M , let m be a decomposition m =

∑k0
k=1 mk, where mk is

in Mβk for some βk ∈ R with the condition βk1 ̸= βk2 for k1 ̸= k2. Then,
we have mk ∈ V γ

z1
M for any 1 ⩽ k ⩽ k0.

Proof. — For each 1 ⩽ k ⩽ k0, let δk ∈ R be the biggest number such
that mk ∈ V δk

z1
M . We may assume that δ1 ⩽ δ2 ⩽ · · · ⩽ δk0 . In particular,

we have mk ∈ V δ1
z1
M for any k. If δ1 ⩾ γ, the claim is obvious, so we

suppose δ1 < γ. For sufficiently large l1 ⩾ 0, (z1∂z1 − δ1)l1mk is in V >δ1
z1

M

for any k. On the other hand, since mk is in Mβk , we can take sufficiently
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large l2 ⩾ 0 such that (E − βk)l2mk = 0 for any k. Set E ′ :=
∑

i⩾2 zi∂zi
.

Then, we have
l2∑

j=0
Cl2,j(z1∂z1 − δ1)j(E ′ − (βk − δ1))l2−kmk = 0,

where Cl2,j are the binomial coefficients. Therefore, for any k, there exists
a polynomial Hk in z1∂1, . . . , zn∂n such that

(E ′ − (βk − δ1))l2mk = Hk(z1∂z1 − δ1)mk.

Hence, there exists a polynomial H ′
k in z1∂1, . . . , zn∂n such that

(E ′ − (βk − δ1))l1l2mk = H ′
k(z1∂z1 − δ1)l1mk.

Therefore, the section [mk] ∈ grδ1
Vz1

M is in (grδ1
Vz1

M)βk−δ1 , where we set

(grδ1
Vz1

M)βk−δ1 =
⋃
l⩾1

Ker(E ′ − (βk − δ1))l(⊂ grδ1
Vz1

M).

Moreover, since δ1 < γ, we have

(3.15)
k0∑

i=1
[mk] = [m] = 0 (in grδ1

Vz1
M).

However, it is easy to check (in the same way as in the proof of Proposi-
tion 2.6) that (grδ1

Vz1
M)β ∩ (grδ1

Vz1
M)β′ = 0 for β ̸= β′ (this is true even if

we do not yet know that grδ1
Vz1

M is not monodromic). Combining this fact
with (3.15), we have [mk] = 0 in grδ1

Vz1
M . However, this contradicts with

[m1] ̸= 0. This completes the proof. □

Corollary 3.16. — For a monodromic D-module on X ×Cn and α ∈
(−1, 0], the α-nearby cycle ψz1,αM = grα

Vz1
M and the unipotent vanishing

cycle ϕz1,1M = gr−1
Vz1

M are also monodromic on X×Cn−1(=X×{z1 = 0}×
Cz2 × · · · × Czn

).

Proof. — For α ∈ [−1, 0], let [m] ∈ grα
Vz1

M be a section represented by
a section m ∈ V α

z1
M . By the previous lemma, we can decompose m as

m =
k0∑

k=1
mk,

where mk is in Mβk for some βk ∈ R and V α
z1
M . Therefore, it is enough to

see [mk] is killed by some power of (E ′ −δ) for some δ ∈ R. In the same way
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as in the proof of Lemma 3.15, there is an integer l ⩾ 0 and a polynomial
Hk in z1∂1, . . . , zn∂n such that

(E ′ − (βk − α))lmk = H ′
k(z1∂z1 − α)mk.

Since [mk] is killed by some power of z1∂z1 −α, this implies that [mk] is in
(grα

Vz1
M)βk−α, and the proof is complete. □

Proof of Theorem 3.1. — If n = 1, the assertion is true by Proposi-
tion 2.11. We use the induction on n. Consider the case n ⩾ 2. By (ii) of
Proposition 3.13, M is isomorphic to the cohomology in the middle degree
of the complex (3.14). By Corollary 3.14 and Corollary 3.16 with the in-
ductive assumption, all the terms of (3.14) are monodromic and the Hodge
filtrations are decomposed with respect to the decomposition of the under-
lying D-modules. Hence, so is its cohomology in the middle degree. This
completes the proof. □

4. The Fourier–Laplace transform of a monodromic mixed
Hodge module

In this section, we consider the Fourier–Laplace transform of a mon-
odromic mixed Hodge module.

4.1. The Fourier–Laplace transform of a D-module

First, let us recall the notion of the Fourier–Laplace transform of a D-
module. We refer to [2]. Let X be a smooth algebraic variety, π : E → X

an algebraic vector bundle on X, π∨ : E∨ → X the dual vector bundle of E
and φ : E×XE∨ → C the paring between E and E∨. Moreover, let E −φ be
the integrable connection (OE×X E∨ , d− dφ); we regard it as a D-module.
We denote by p, q the projections E ×X E∨ → E and E ×X E∨ → E∨.
For a morphism f : Y → Z between the manifolds Y and Z and a complex
of D-modules N1 (resp. N2) on Y (resp. Z), let f†N1 be the pushforward
of N1 (which is denoted by

∫
f
N1 in [7]), and f†N2 the pullback of N2,

which is also expressed as Lf∗N2[dimY − dimZ]. These are objects in the
derived categories of D-modules. Recall that f† (resp. f†) corresponds to
Rf∗ (resp. f !) under the Riemann–Hilbert correspondence.

Definition 4.1. — For a D-module M on E, we define the D-module
on E∨ called the Fourier–Laplace transform M∧ as

M∧ = H0q†(p∗M ⊗OE×X E∨ E −φ).
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It is known that ( · )∧ defines an exact functor.

Remark 4.2. — Since p is a projection, we have Hjp†M = 0 (j ̸= −n)
and

H−np†M = H0Lp∗M = p∗M(= OE×X E∨ ⊗p−1OE
p−1M).

Remark 4.3. — For a complex of D-modules M•, we also define the
Fourier–Laplace transform of (M•)∧ as

(M•)∧ = q†(p∗M• ⊗OE×X E∨ E −φ),

which is an object in the derived category of D-modules. Since for a D-
module (not complex) M the 0-th cohomology is the only non-trivial coho-
mology of q†(p∗M ⊗OE×X E∨ E −φ), therefore this definition is compatible
with Definition 4.1, as identifying a D-module with the complex of D-
modules concentrated in degree 0.

Let us consider the projective version of the above definition. Define
Ẽ (resp. Ẽ∨) as the projective compactification of E (resp. E∨) i.e. the
projective bundle of the direct sum of E (resp. E∨) and the trivial bundle
over X. We use the same symbol π and π∨ for their projection to X.
Moreover, we denote by j : E ↪→ Ẽ (resp. j∨ : E∨ ↪→ Ẽ∨) the inclusion of E
(resp. E∨) to Ẽ (Ẽ∨) and D∞ (resp. D∨

∞) the divisor Ẽ\E (resp. Ẽ∨ \E∨).
We use the same symbol D∞ (resp. D∨

∞) for the divisor D∞ ×X E∨ (resp.
E ×X D∨

∞) of E ×X E∨. Let p̃ (resp. q̃) be the projection Ẽ ×X Ẽ∨ → Ẽ

(resp. Ẽ×X Ẽ∨ → Ẽ∨) and φ the rational function on Ẽ×X Ẽ∨ defined as
the pairing of Ẽ and Ẽ∨, whose pole divisor is D∞ ∪D∨

∞ (we use the same
symbol as φ : E ×X E∨ → C). Let E −φ be the meromorphic connection
(O

Ẽ×X Ẽ∨(∗D∞ ∪D∨
∞), d− dφ).

Definition 4.4. — For a D-module N on Ẽ, we define the Fourier–
Laplace transform N∧ as

N∧ = H0q̃†(p̃∗N ⊗ E −φ).

Since our D-modules are algebraic, N∧ is expressed as follows.

Lemma 4.5. — For a D-module N on Ẽ, we have

N∧ ≃ j∨
∗ (N |E)∧.

Proof. — By the definition of E −φ, we have

p̃ †N ⊗ E −φ = (j × j∨)∗(p∗(N |E) ⊗ E −φ).
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Therefore, we obtain

N∧ ≃ H0q̃†((j × j∨)∗(p∗(N |E) ⊗ E −φ).)

≃ j∨
∗ H

0q†(p∗(N |E) ⊗ E −φ)
= j∨

∗ (N |E)∧. □

Let us consider the case when X is affine and E is trivial, i.e. E ≃ X×Cn.
Let (z1, . . . , zn) be the standard coordinates of Cn (we sometimes write Cn

z

to emphasize the coordinates), Cn
ζ the dual vector space of Cn

z , (ζ1, . . . , ζn)
the dual coordinates of Cn

ζ . Then, we have E∨ ≃ X × Cn
ζ . Remark that

we can identify a D-module M with the Γ(E;DE)-module Γ(E;M). Recall
that since q is a projection, the pushforward q† is described in terms of
the relative de Rham complex (see [7, Proposition 1.5.28]). The following
is well-known.

Lemma 4.6.
(i) There is a ring isomorphism Γ(E∨, DE∨) ≃ Γ(E;DE) which sends

P ∈ DX to the same element P and ζi (resp. ∂ζi) to ∂zi (resp. −zi).
(ii) For a D-module M on E, the Fourier–Laplace transform M∧ is

M as a C-module and its Γ(E∨, DE∨)-module structure is induced
from the original Γ(E;DE)-module structure via the isomorphism
Γ(E∨, DE∨) ≃ Γ(E;DE).

We will introduce a similar statement for R-modules in the next section
(Lemma 5.20). We can prove this lemma in the same way as the proof
written there. We write m∧ for the section of m∧ corresponding to m ∈ M .
By this lemma, we have

ζi ·m∧ = (∂zi
m)∧ and

∂ζi
·m∧ = −(zim)∧.

(4.1)

If we take two trivializations φi : E ≃ X×Cn (i = 1, 2) and a section m ∈
M , the section m∧ for the trivialization φ1 (we write (m∧)1 for it) does not
coincide with m∧ for φ2 (we write (m∧)2 for it), i.e. “m∧” depends on the
choice of the trivialization. However, they are equal up to a multiplicative
factor, i.e. there is a holomorphic function A(x) ∈ Γ(X;OX)(⊂ Γ(E;OE))
such that we have

(m∧)2 = A(x)(m∧)1.

Therefore, for an OX -submodule F of π∗M , the OX -submodule

(4.2) F∧ := {m∧ ∈ π∨
∗ M

∧ | m ∈ F}

of π∨
∗ M

∧ does not depend on the choice of the trivialization E ≃ X × Cn.
Hence, the following definition is well-defined.
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Definition 4.7. — For a D-module M on E (E is not necessary trivial)
and an OX -submodule F of π∗M , we define an OX -submodule F∧ of π∨

∗ M
∧

so that for any local trivialization π−1(U) ≃ U × Cn (U ⊂ X is affine) we
have

(F∧)|U = (F |U )∧,

where the RHS is the one defined by (4.2).

4.2. The Fourier–Laplace transform of a monodromic mixed
Hodge module

Next, we consider a monodromic D-module M on a (not necessary triv-
ial) vector bundle E. We use the notation defined in the previous subsec-
tion. Recall that Mβ is defined as

Mβ =
⋃
l⩾0

Ker((E − β)l) ⊂ π∗M,

where E is the Euler vector field on E.

Proposition 4.8. — If M is monodromic, then so is M∧. Moreover,
we have

(M∧)β = (M−β−n)∧,

as OX -modules for any β ∈ R, where the RHS is defined by Definition 4.7.

Proof. — We may assume X is affine and E is trivial, i.e. E ≃ X × Cn
z .

Then, we use the description by Lemma 4.6. Consider a section m∧ ∈ M∧

for m ∈ Mβ . We denote by E∨ the Euler vector field
∑n

i=1 ζi∂ζi on E∨.
By (4.1), we have

E∨m∧ = ((−E − n)m)∧.

Therefore, (E∨+n+β)lm∧ is zero for some l ⩾ 0. This implies the assertion.
□

If M is a holonomic D-module, so is M∧. On the other hand, M∧ may
not be regular in general even if M is regular since E −φ is not regular
at infinity. Hence, M∧ may not be the underlying D-module of a mixed
Hodge module. In general, it is an underlying D-module of a mixed twistor
D-module (see Subsection 5.2). Nevertheless, we have the following.

Lemma 4.9 (Brylinski [2, Théorème 7.24]). — If M is monodromic reg-
ular holonomic D-module, so is M∧.
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See also [24, Proposition 1.24]. From this lemma, it may be possible to
endow M∧ with a mixed Hodge module structure. In fact, when E is of
rank 1, we constructed a mixed Hodge module whose underlying D-module
is M∧ in [24, Subsection 3.7].

Lemma 4.10 ([24, Subsection 3.7]). — Let M = (M,F•M,K,W•K) be
a monodromic mixed Hodge module. Assume that E is of rank 1 and E is
trivialized by an isomorphism E ≃ X×Cz. Then, we can endow M∧ with a
natural mixed Hodge module structure, i.e. we can define a good filtration
FpM

∧ of M∧ and (M∧, F•M
∧) is the underlying filtered D-module of a

mixed Hodge module M∧, with the following property: for β ∈ R we have

(4.3) Fp(M∧)β(:= FpM
∧ ∩ (M∧)β) = (Fp+1+⌊β⌋M

−β−1)∧,

under the isomorphism (M∧)β = (M−β−1)∧ (Proposition 4.8).

Let us recall the idea of this result and describe the Hodge filtration
explicitly. Assume that E is of rank 1 and E is trivialized by an isomorphism
E ≃ X×Cz. Let us consider the object in G (X) (defined in Subsection 2.2):

(4.4) ((ϕz,1M ⊕ψz,̸=0M, 1 ⊕T−1
s , can ◦ var ⊕N), ψz,0M(−1),−var, can),

where Ts (resp. N) is the semisimple part (resp. −1
2π

√
−1 times the loga-

rithm of the unipotent part) of the monodromy automorphism. By Propo-
sition 2.14, we get a mixed Hodge module which will be denoted by M∧ on
X × Cζ . One can see that the underlying D-module of M∧ is M∧. We set
M∧ = (M∧, F•M

∧,K∧,W•K
∧). The perverse sheaf K∧ is the Fourier–

Sato transform of K. In the setting of Lemma 4.10, let M =
⊕

β∈RM
β

and M∧ =
⊕

β∈R(M∧)β be the decompositions. By Proposition 2.11, we
have F•M =

⊕
β∈R F•M

β and F•M
∧ =

⊕
β∈R F•(M∧)β . By [24, Proposi-

tion 3.25], we have (4.3) for β ∈ R.

Remark 4.11. — In [24, Proposition 3.25], only (4.3) for β ∈ [−1, 0] is
stated. However, it is easy to verify that (4.3) holds for any β ∈ R by the
strict specializability.

Remark 4.12. — There are other possible mixed Hodge modules whose
underlying D-modules are M∧. In this paper, we always take the one which
corresponds to (4.4) so that it coincides with the irregular Hodge filtration
(see Theorem 5.40).

Remark 4.13. — If we take two trivializations φi : E ≃ X×Cz (i = 1, 2),
we obtain two mixed Hodge modules (H0(φi)†M)∧ by Lemma 4.10 and get
two Hodge module structures on M∧ = H0(tφi)†(H0(φi)†M)∧ (i = 1, 2).
However, one can see that these coincide by using Remark 4.16 below. As a
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consequence, we can generalize Lemma 4.10 to the case of a (not necessary
trivial) line bundle.

Remark 4.14. — The correspondence M 7→ M∧ defines an exact functor
between the categories of mixed Hodge modules on the line bundles E and
E∨. Moreover, this induces a functor between their derived categories.

We will generalize Lemma 4.10 to the case of a (not necessary trivial) line
bundle. To that end, we will express the Fourier–Laplace transformation
on a vector bundle of any rank in terms of the Fourier–Laplace transform
on some vector bundle of rank 1 with some functors between the categories
of D-modules. Note that we want to take those that fit the theory of mixed
Hodge modules as those functors. Therefore, for example, as a pullback
functor for a morphism f , we use f† not f∗ in the following.

We will use the following lemmas.

Lemma 4.15 (Brylinski [2, Corollaire 6.7]). — Let E and F be a vector
bundle over X and f : E → F a morphism of vector bundles. We denote by
tf its transpose morphism tf : F∨ → E∨ between the dual vector bundles.
Then, for a D-module M on E there is a natural isomorphism in the derived
category of D-modules

(f†M)∧ ≃ (tf)†M∧[nF − nE ],

where nE (resp. nF ) is the rank of E (resp. F ).

Remark 4.16. — Let φi : E ≃ X × Cn (i = 1, 2) be two trivializa-
tions of a trivial vector bundle E. Then, φ1 ◦ φ−1

2 is an isomorphism
between vector bundles. The D-module structure of (H0(φi)†M)∧ is de-
scribed by Lemma 4.6. In this case, the D-module (H0(φ1)†M)∧ is isomor-
phic to H0(t(φ1 ◦ φ−1

2 ))†(H0(φ2)†M)∧ through the natural morphism in
Lemma 4.15.

Lemma 4.17 (Brylinski [2, Corollaire 6.7]). — Let X and Y be smooth
algebraic varieties, f : Y → X a morphism and E a vector bundle over X.
We denote by u (resp. u∨) the natural morphism from the pullback vector
bundle f∗E (resp. f∗E∨(= (f∗E)∨)) of E (resp. E∨) by f to E (resp.
E∨). Then, for a D-module M on X we have a natural isomorphism in the
derived category of D-modules

(u†M)∧ ≃ (u∨)†M∧.
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Let us consider the vector bundles E ×X E∨ and C × E∨ over E∨. We
define the morphism ω between these vector bundles as

ω : E ×X E∨ −→ C × E∨(4.5)
(z, ζ) −→ (⟨z, ζ⟩, ζ),(4.6)

where z (resp. ζ) is a section of E (resp. E∨) and ⟨z, ζ⟩ is the pairing of z

and ζ. We can regard the projection p : E ×X E∨ → E as the base change
of E by the morphism E∨ → X:

E ×X E∨ p //

��

E

��
E∨ // X.

Similarly, we can regard the second projection E∨ ×X E∨ → E∨ as the
base change of E∨ by E∨ → X:

E∨ ×X E∨ //

��

E∨

��
E∨ // X.

This morphism E∨ ×X E∨ → E∨ is p∨. Let ι be the inclusion

ι : E∨ ≃ {1} × E∨ ↪→ C∨ × E∨.

Then, we have the following.

Lemma 4.18 (Brylinski [2, Proposition 6.11]). — For a D-module M on
E we have a natural isomorphism

M∧ ≃ H1ι†((H0ω†H
−np†M)∧).

Proof. — In the derived category of D-modules, we have

(4.7)

ι†(ω†p
†M)∧[1 − n] ≃ ι†(tω)†(p†M)∧ (by Lemma 4.15)

≃ ι†(tω)†(p∨)†M∧ (by Lemma 4.17)
≃ M∧.

Note that we have M∧ ≃ H0M∧ and p†M ≃ H−np†M [n]. Therefore, the
j-th cohomology of the complex (ω†p

†M)∧ ≃ (tω)†(p†M)∧[n − 1] is 0 for
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j > −n, and hence by (4.7) we have

M∧ = H0M∧

≃ H1−nι†(ω†p
†M)∧

≃ H1ι†H−n(ω†p
†M)∧

≃ H1ι†(H0ω†H
−np†M)∧. □

By Proposition 4.18, the Fourier–Laplace transformation on a vector
bundle of any rank can always be expressed in terms of the Fourier–Laplace
transform on some vector bundle of rank 1. The following lemma was es-
sentially shown in [2]. For convenience, we present a proof.

Lemma 4.19 (Brylinski [2]). — IfM is monodromic, so isH0ω†H
−np†M

on C × E∨. In particular, (H0ω†H
−np†M)∧ is monodromic on C∨ × E∨.

Proof. — It is enough to show the assertion under the assumption that E
is trivial and X is one point: E ≃ Cn. We express any object in an algebraic
way. Let z = (z1, . . . , zn) be the coordinates of Cn and ζ = (ζ1, . . . , ζn) its
dual coordinates. Note that we have

H−np†M ≃ C[z, ζ] ⊗C[z] M.

We decompose ω into

iω : E × E ↪−→ Cs × E × E∨

(z, ζ) 7−→ (⟨z, ζ⟩, z, ζ)

and

pω : Cs × E × E −→ Cs × E∨

(s, z, ζ) 7−→ (s, ζ).

Then, we have

H0ω†H
−np†M ≃ H0(pω)†H

0(iω)†H
−np†M.

Set N := H0(iω)†H
−np†M . Then, we can express N as

N ≃ (C[z, ζ] ⊗C[z] M) ⊗C C[∂s].

Let DRCs×E×E∨/Cs×E∨(N) be the relative de Rham complex:

N −→ Ω1
Cs×E×E∨/Cs×E∨ ⊗N −→ . . . −→ Ωn

Cs×E×E∨/Cs×E∨ ⊗N,

where Ωi
Cs×E×E∨/Cs×E∨ ⊗ N is in degree 0. Then, we can express

H0(pω)†N as

H0(pω)†N = H0(pω)∗(DRCs×E×E∨/Cs×E∨(N)),
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i.e. the cokernel of the morphism

Ωn−1
Cs×E×E∨/C×E∨ ⊗N −→ Ωn

Cs×E×E∨/Cs×E∨ ⊗N.

Set dz := dz1 ∧ · · · ∧ dzn. We fix the isomorphism Ωn
Cs×E×E∨/Cs×E∨ ≃

OCs×E×E∨dz. Then, a section of H0(pω)†N can be represented by a sum
of some sections in the form:

dz ⊗ f(ζ) ⊗m⊗ ∂l
s,

where f(ζ) ∈ C[ζ], m ∈ M and l ∈ Z⩾0. Note that a section of H0(pω)†N

in the form:

dz ⊗ ∂zk
(f(ζ) ⊗m⊗ ∂l

s)

= dz ⊗ f(ζ) ⊗ ∂zk
m⊗ ∂l

s + dz ⊗ (−ζk)f(ζ) ⊗m⊗ ∂l+1
s

is zero. Therefore, we have

(4.8) [dz ⊗ f(ζ) ⊗ Em⊗ ∂l
s] = [dz ⊗ ⟨z, ζ⟩(f(ζ) ⊗m⊗ ∂l

s)],

in H0(pω)†N , where E =
∑n

i=1 zi∂zi
. Moreover, since

(s∂s + l + 1)∂l
s = ∂l+1

s s,

we have

(s∂s + l + 1)[dz ⊗ f(ζ) ⊗m⊗ ∂l
s] = dz ⊗ ⟨z, ζ⟩(f(ζ) ⊗m⊗ ∂l+1

s )

= dz ⊗ f(ζ) ⊗ Em⊗ ∂l
s (by (4.8)).

By the assumption that M is monodromic, there exists a polynomial b(u) ∈
C[u] such that b(E)m = 0. Hence, we obtain

b(s∂s + l + 1)[dz ⊗ f(ζ) ⊗m⊗ ∂l
s] = [dz ⊗ f(ζ) ⊗ b(E)m⊗ ∂l

s]
= 0,

in H0(pω)†N . We thus conclude that H0ω†H
−np†M is monodromic on

Cs × E∨ and this completes the proof. □

H0ω†H
−np†M is an object in the category of mixed Hodge modules

on a line bundle C × E∨ over E∨, where we use the same symbols H0ω†
and H−np† as the functors between the categories of mixed Hodge mod-
ules. Moreover, by Lemma 4.19, H0ω†H

−np†M is a monodromic mixed
Hodge module. Therefore, by Lemma 4.10, we can define a mixed Hodge
module (H0ω†H

−np†M)∧ on C∨ × E∨ whose underlying D-module is
(H0ω†H

−np†M)∧. Applying the functor H1ι† to it, we obtain a mixed
Hodge module

H1ι†((H0ω†H
−np†M)∧)

TOME 0 (0), FASCICULE 0



34 Takahiro SAITO

on E∨ whose underlying D-module is H1ι†((H0ω†H
−np†M)∧). By

Lemma 4.18, we have M∧ ≃ H1ι†((H0ω†H
−np†M)∧).

Definition 4.20. — Let p : E → X be a vector bundle whose rank is
greater than or equal to 2 and M a monodromic mixed Hodge module on E.
Then, we define a mixed Hodge module M∧ whose underlying D-module
is M∧ as

(4.9) M∧ := H1ι†((H0ω†H
−np†M)∧)(1).

Remark 4.21. — The Tate twist “(1)” is needed so that Theorem 5.40
below holds.

It is not easy to compute the Hodge filtration of M∧ directly from the
definition because the pushforward of the mixed Hodge module is com-
plicated object in general. However, in the next section, we will compare
the Hodge filtration F•M

∧ with the irregular Hodge filtration (see The-
orem 5.40), and by virtue of it, we will get a concrete description of the
Hodge filtration of M∧ (Corollary 5.41).

5. Irregular Hodge filtrations

5.1. Irregular Hodge filtrations

As mentioned in the previous section, the exponentially twisted module
E −φ, in particular the Fourier–Laplace transform of a regular holonomic
D-module, is not always regular, and the Fourier–Laplace transform is not
always equipped with any mixed Hodge module structure since the un-
derlying D-module of a mixed Hodge module is regular. Nevertheless, we
endowed a natural mixed Hodge module structure on the Fourier–Laplace
transform of the underlying D-module of a monodromic mixed Hodge mod-
ule (Lemma 4.10 and Definition 4.20). On the other hand, Esnault–Sabbah–
Yu [6], Sabbah–Yu [21] defined a natural filtration called the irregular
Hodge filtration on the exponentially twisted module, in particular the
Fourier–Laplace transform of the underlying D-module of a mixed Hodge
module, which are a generalization of the filtration on the twisted de Rham
cohomologies defined by Deligne [5], Yu [27] and Sabbah [18]. Moreover,
Sabbah [19] established the category of irregular Hodge modules as a full
subcategory of integrable mixed twistor D-modules to handle such filtra-
tions in more functorial way like the theory of mixed Hodge module. In
this section, we will review the irregular Hodge theory briefly.
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Let us recall the notion of R-modules. For details, see [8, 15, 20]. Let X
be a smooth algebraic variety and pλ the projection X×Cλ → X, where Cλ

is C with the coordinates λ. RX denote the sheaf of subalgebras in DX×Cλ

generated by λp∗
λΘX over OX×Cλ

, where ΘX is the sheaf of vector fields on
X. If we identify pλ∗OX×Cλ

-modules with OX ⊗C C[λ]-modules, RX is the
sheaf of ring associated to the Rees module RFDX :=

⊕
p∈Z FpDXλ

p ⊂
DX ⊗C C[λ±1] of the filtered ring (DX , F•DX), where F•DX is the order
(with respect to differentials) filtration of DX . For a local chart (x1, . . . , xn)
of X, we set ðxi

:= λ∂xi , which is a section of RX . Moreover, we denote
by Rint

X the sheaf of subalgebras in DX×Cλ
generated by RX and λ2∂λ. A

Rint
X -module M is called an integrable RX -module.

Example 5.1. — Let (M,F•M) be a filtered D-module on X. We set

RFM :=
∑
p∈Z

FpMλp ⊂ M ⊗ C[λ±1].

Then, RFM is an RX -module. An RX -module is called strict if it has no
C[λ]-torsion. RFM is strict. Moreover, RFM has a natural Rint

X -module
structure, i.e. RFM is an integrable RX -module. Remark that we have

RFM/(λ− 1)RFM ≃ M.

We can generalize the thoery of D-modules to the theory of R-modules.
For example, we can define the 6-operations, the Kashiwara–Malgrange fil-
trations, the nearby-vanishing functors, localizations and Beilinson’s gluing,
even forR-modules, which are denoted by the same symbols as in the theory
of D-modules (for example, like f† and f†). In particular, for an RX -module
M and a divisor D ⊂ X, we can define a localization (resp. dual localiza-
tion) M [∗D] (resp. M [!D]) of M along D, which has the same properties
as described in Proposition 3.3 (see loc. cit.). Remark that M [∗D] is not
equal to the naive localization M (∗D) = M ⊗OX×Cλ

OX×Cλ
(∗D) in gen-

eral. If M is the Rees module RFM of a filtered D-module (M,F•M) (see
Example 5.1), RFM [∗D] (resp. RFM [!D]) coincides with the Rees mod-
ule of the filtered D-module (M [∗D], F•M [∗D]) (resp. (M [!D], F•M [!D])).
Moreover, the strict (Q or R-)specializability explained in Definition 2.12
can also be generalized for R-modules. Moreover, we have the notion of
holonomicity for R-modules.

The category MTMint
good(X;Q) of integrable mixed twistor D-modules

with good Q-structures, introduced by Mochizuki [8], contains the cate-
gory MHM(X) of mixed Hodge modules as a full subcategory, which is
a generalization of the category of pure twistor D-modules introduced by
Sabbah [15] and the category of mixed twistor structures introduced by
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Simpson [26]. Moreover, Sabbah [19] defined an abelian full subcategory
IrrMHM(X;Q), called the category of irregular mixed Hodge modues (with
Q-structures), of MTMint

good(X;Q) which contains MHM(X). We can write

MHM(X) ⊂ IrrMHM(X;Q) ⊂ MTMint
good(X;Q).

We will explain them in a little more detail.
A mixed twistor D-module T ∈ MTMint

good(X;Q) is a pair of Rint
X -

modules M1, M2, a sesqui-linear pairing C of M1 and M2 and a weight
filtration with a Q-structure satisfying some conditions. For a mixed Hodge
module M = (M,F•M,K,W•K), we can construct a natural mixed twistor
D-module T = (M1,M2, C) ∈ MTMint

good(X;Q) such that M2 = RFM

(see [8, Proposition 13.5.4]), and this construction defines the inclusion
MHM(X) ⊂ MTMint

good(X;Q) above (i.e. a fully faithful exact functor
MHM(X) ↪→ MTMint

good(X;Q)).

Remark 5.2. — In [8], the “underlying R-module” of an algebraic mixed
twistor D-module T on X is an R(∗H)-module M̃ on a compactification
X of X, where we set H := X \ X (see Definition 14.1.1). However, since
we believe the difference in the terminology will not cause any confusion,
we call M := M̃ |X the underlying R-module in this paper.

Remark 5.3. — In the following, we do not consider the weight filtrations
and the Q-structures of mixed twistor D-modules. So, we forget them and
treat an object in MTMint

good(X;Q) as a R-triple (M1,M2, C) with some
conditions.

Notation 5.4. — Let Y be another smooth algebraic variety and f : X →
Y be a morphism. In [8, Section 14], the functors

Tf∗,
Tf! : DbMTMint

good(X;Q) −→ DbMTMint
good(Y ;Q)

Tf∗, Tf ! : DbMTMint
good(Y ;Q) −→ DbMTMint

good(X;Q)

are defined, each of which is compatible with the corresponding functor
in the theory of mixed Hodge modules. For an underlying integrable R-
module M of a mixed twistor D-module T on X, we denote by Tf∗M the
underlying complex of integrable R-modules of Tf∗T . Tf!M , Tg∗N and
Tg!N are defined in the same way for an underlying R-module of a mixed
twistor D-module N on Y .

Remark 5.5. — For a morphism f : X → Y and an underlying R-module
of a mixed twistor D-module on X, the object Tf∗M is not the same “the
D-module theoretical pushforward” f†M in general, even though the un-
derlying (complex of) D-modules are equal. If f is projective, we have
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Tf∗M = f†M . In the general case, we first take a smooth variety X (resp.
Y ) containing X (resp. Y ) such that HX := X \ X (resp. HY := Y \ Y )
is a divisor, and a proper morphism f : X → Y which induces f : X → Y .
Moreover, let M̃ be the underlying R-module of a mixed twistor D-module
on X whose restriction M̃ |X is M . Then, Tf∗M is expressed as

Tf∗(M ) = f†(M̃ [∗HX ])|Y .

The same result holds for Tf!M . Similarly, Tf∗ is neither “the scheme theo-
retical pullback” f∗ or “the D-module theoretical pullback” f† in general.

Next, we review about the rescaling of R-modules. We consider a complex
plane Cτ with the coordinates τ and set τX := X×Cτ and τX0 := X×{τ =
0}. Let j : X×C∗

τ ×Cλ ↪→ τX×Cλ be the inclusion, q : X×C∗
τ ×Cλ → X×Cλ

the projection, and µ a morphism

µ : X × C∗
τ × Cλ −→ X × Cλ ((x, τ, λ) 7−→ (x, λ/τ)).

Then, for an (algebraic) Rint
X -module M (an object on X × Cλ) we con-

sider the pullback µ∗M = OX×C∗
τ ×Cλ

⊗ µ−1M as O-module and its push-
forward (as an algebaric object) j∗µ

∗M by j. The object j∗µ
∗M is an

OX×Cτ ×Cλ
(∗{τ = 0})-module and denoted by τM . Remark that in the

analytic setting we have to modify the definition a bit not to use the push-
forward by the open embedding j ([19, 2.2.a]), but in the algebraic setting
our definition is enough. The OX×Cτ ×Cλ

(∗{τ = 0})-module τM can be en-
dowed with a natural Rint

τX (∗{τ = 0})-module structure so that for a section
m ∈ M and a vector field θ on X, we have

λ(1 ⊗m) = τ ⊗ λm,

λθ(1 ⊗m) = τ ⊗ λθm,

ðτ (1 ⊗m) = −1 ⊗ λ2∂λm, and

λ2∂λ(1 ⊗m) = τ ⊗ λ2∂λm.

(5.1)

This Rint
τX (∗{τ = 0})-module τM is called the rescaling of M . We say

that M is well-rescalable if the Rint
τX (∗{τ = 0})-module τM is strictly R-

specializable and regular along τ = 0 ([19, Definition 2.19]).
The notions of rescaling and well-rescalablity generalize to R-triples

and filtered R-triples ([19, 2.3.d]). Then, the category of irregular mixed
Hodge modules IrrMHM(X;Q) (with Q-structure) is defined as the full
subcategory of MTMint

good(X;Q), which consists of graded well-rescalable
filtered R-triples whose rescaling are also in MTMint

good(τX;Q) (see [19,
Definitions 2.50 and 2.52]). By [19, Proposition 2.68], the subcategory
MHM(X) ⊂ MTMint

good(X;Q) is contained in IrrMHM(X;Q).
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Proposition 5.6 ([15, Theorem 2.62 and Proposition 2.67]). — The
(cohomology of) projective pushforward and smooth pullback preserves the
well-rescalability property for filtered R-triples. Therefore, each induces the
functor between the category of irregular Hodge modules. More generally,
the same holds for a non-characteristic inverse image ([9, Proposition 6.64]).

The important fact is that “the exponential twist” is contained in
IrrMHM(X;Q) although not in MHM(X), as explained below. Let φ be a
rational functioin on X and P (⊂ X) its pole divisor. Then, we can define a
Rint

X (∗P×Cλ)-module OX×Cλ
(∗P×Cλ)·eφ/λ so that OX×Cλ

(∗P×Cλ)·eφ/λ

is OX×Cλ
(∗P × Cλ) as OX×Cλ

-module and

λθ · (m eφ/λ) = (λθm) eφ/λ +θ(φ)eφ/λ, and

λ2∂λ ·m eφ/λ = −(φm) eφ/λ

for m ∈ OX×Cλ
(∗P × Cλ) and a vector field θ on X. This module is

twistor-specializable along P × Cλ and we define E
φ/λ
X := (OX×Cλ

(∗P ×
Cλ)eφ/λ)[∗(P × Cλ)] (see [21, Proposition 3.3]) .

Lemma 5.7 ([21, Proposition 3.3], [19, Theorem 0.2 and 2.4.g]). —
The object E

φ/λ
X underlies an object of MTMint

good(X;Q). More strongly,
this belongs to IrrMHM(X;Q). Moreover, for an Rint-module M which
underlies an object of MHM(X) ⊂ MTMint

good(X;Q), i.e. the Rees module
of an underlying filtered D-module of a mixed Hodge module on X, the
Rint-module M ⊗OX×Cλ

E
φ/λ
X underlies an object of IrrMHM(X;Q).

For an RX -module M , we set

ΞDR(M ) := M /(λ− 1)M ∈ Mod(DX),

and call it the underlying D-module of M . An important feature of well-
rescalable good Rint

X -module is that we can define a natural good filtration
on ΞDR(M ) called the irregular Hodge filtration. Let us recall the defini-
tion.

Through the identification X × C∗
λ with the image of the diagonal em-

bedding X ×C∗
λ ↪→ X ×Cτ ×Cλ (τ is the parameter for the rescaling), we

have

(5.2) i∗τ=λRX×Cτ /Cτ
(∗{τ = 0}) = RX ⊗C[λ] C[λ±1],

where iτ=λ is the inclusion {τ = λ} ↪→ X × Cτ × Cλ and RX×Cτ /Cτ
is the

subalgebra of RX×Cτ
generated by RX and OX×Cτ ×Cλ

(which does not
contain “ðτ ”).

Let π◦ : X × C∗
λ → X be the projection, M a well-rescalable good Rint

X -
module and M its underlying D-module ΞDR(M ).

ANNALES DE L’INSTITUT FOURIER



MONODROMIC MIXED HODGE MODULE 39

Lemma 5.8 ([19, Remark 2.20]). — We have an isomorphism between
RX ⊗C[λ] C[λ±1]-modules (not Rint

X -modules)

(5.3) i∗τ=λ
τM

∼−→ π◦∗M

which sends a section 1⊗(1⊗m) ∈ OX×C∗
λ

⊗i−1
τ=λ

τM to 1⊗ [m] ∈ OX×C∗
λ

⊗
π◦−1M where m is a section of M , 1 ⊗m is the one in τM , and [m] is the
image of m under M → ΞDR(M ). Moreover, under the isomorphism (5.3),
the natural action λ2∂λ on π◦∗M corresponds to the action λ2∂λ + τðτ

on i∗τ=λ
τM . More precisely, for k ∈ Z and a section m ∈ M , the section

1 ⊗ (λ2∂λ + τðτ )(λk ⊗ m) of i∗τ=λ
τM corresponds to (λ2∂λ)(λk ⊗ m)(=

kλk+1 ⊗m) under the isomorphism (5.3).

Proof. — Since µ ◦ iτ=λ : X × Cλ ≃ X × {τ = λ} → X × Cλ is the
morphism (x, λ) → (x, 1), by (5.2) we have (5.3). We remark that 1⊗ (λk ⊗
m) corresponds to λk ⊗m under (5.3). Then, the second statement follows
from the definition of the actions (5.1) of τM . □

π◦∗M has a natural grading induced by the λ-adic filtration

λkOX×C∗
λ

⊗M ⊂ π◦∗M.

Here, for brevity we write λkOX×C∗
λ

⊗ M for λkOX×C∗
λ

⊗ π◦−1M . Then,
the k-th graded piece is grkπ◦∗M = λk ⊗ M . The corresponding graded
module is denoted by gr(π◦∗M)(=

⊕
k∈Z grkπ◦∗M), which is OX [λ±1]⊗M .

We can regard it as a RFDX -module. Remark that by the definition of well-
rescalability we can consider the Kashiwara–Malgrange filtration V •

τ (τM )
along τ = 0 of τM .

Lemma 5.9 ([19, Lemma 2.21]). — For β ∈R, we have (τ−λ)V β
τ (τM) =

(τ − λ)τM ∩ V β
τ (τM ). Therefore, we obtain an inclusion

i∗τ=λV
β

τ (τM ) ↪→ i∗τ=λ
τM .

In particular, we can regard i∗τ=λV
β

τ (τM ) as a submodule of π◦∗M by
Lemma 5.8.

For α ∈ [0, 1), the λ-adic filtration λk ⊗M ⊂ π◦∗M induces a filtration
on i∗τ=λV

−α
τ (τM ). The corresponding graded module gr(i∗τ=λV

−α
τ (τM )) is

a graded RFDX -submodule of gr(π◦∗M) = OX [λ±1] ⊗M . Since gr(π◦∗M)
is a strict graded RFDX -module, so is gr(i∗τ=λV

−α
τ (τM )). Therefore,

gr(i∗τ=λV
−α

τ (τM )) comes from the Rees module associated to a filtration
of M .

Definition 5.10 ([19, Definition 2.22]). — For α ∈ [0, 1), the irregular
Hodge filtration F irr

α+•M is the unique good filtration of the D-module
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M indexed by Z such that the corresponding Rees module RF irr
α+•

M =⊕
p∈Z F

irr
α+pMλp(⊂ M [λ±1]) is equal to gr(i∗τ=λV

−α
τ (τM )).

We can regard the family {F irr
α+pM}α∈[0,1),p∈Z as a filtration ofM indexed

by R. If M comes from a filtered D-module, the irregular Hodge filtration
is equal to the original one as follows.

Proposition 5.11 ([19, Proposition 2.40]). — For a filtered D-module
(M,F•M), the corresponding Rees module M = RFM is a well-rescalable
good Rint

X -module. Moreover, the irregular Hodge filtration F irr
• M is equal

to the original filtration F•M . In particular, F irr
• M jumps only at the in-

tegers.

For an irregular Hodge module T , the underlying Rint
X -module M is

well-rescalable and good. So, we can consider the irregular Hodge filtra-
tion on ΞDR(M ). As already mentioned, for a mixed Hodge module M =
(M,F•M,K,W•M), we can regard it as an irregular Hodge module whose
underlying Rint

X -module is the Rees module RFM . Therefore, by the propo-
sition above, the irregular Hodge filtration on ΞDR(M ) = M is the original
Hodge filtration F•M .

5.2. The Fourier–Laplace transforms of R-modules and the
irregular Hodge filtrations

In Section 4, we introduced the Fourier–Laplace transform of a D-module
on a vector bundle (or the projective compactification of a vector bundle).
For a monodromic mixed Hodge module, we endowed the Fourier–Laplace
transform of its underlying D-module with a structure of mixed Hodge
module (Definition 4.20). As explained there, in general, we can not de-
fine “the Fourier–Laplace transform of a (non-monodromic) mixed Hodge
module” in the category of mixed Hodge modules. However, for a (not nec-
essary monodromic) mixed Hodge module, if we regard it as an integrable
mixed twistor D-module as explained in Subsection 5.1, we can naturally
define “the Fourier–Laplace transform” of it in the category of irregular
mixed Hodge module. To explain it, we first recall the definition of the
Fourier–Laplace transform of an R-module and its basic properties.

The following is the list of references for this subsection. In [14, 15, 16,
17, 18], Sabbah considered the Fourier–Laplace transformation (as an R-
triples) of a variation of Hodge structure or a twistor D-module on a com-
plex line and proved that the R-triple is an integrable twistor D-module.
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In [6] and [21], they introduced and studied exponential R-module “E f ”
as a twistor D-module. Moreover, in Domíngez–Reichelt–Sevenheck [3] and
Mochizuki [9], they defined (with a slightly different formulation in each
paper) the Fourier–Laplace transform of an integrable R-module or an in-
tegrable mixed twistor D-module on Cn. The content of this subsection is a
review and restatement of these papers, so there are essentially no original
contents.

Let π : E → X be a vector bundle on a smooth algebraic variety X and
π∨ : E∨ → X its dual bundle. We use the notations defined in Section 4 for
a vector bundle E. For example, Ẽ (resp. Ẽ∨) is the projective compact-
ification of E (resp. E∨). Moreover, φ the rational function on Ẽ ×X Ẽ∨

defined as the pairing of Ẽ and Ẽ∨, whose pole divisor is D∞ ∪D∨
∞. Recall

that the Rint-modules E
φ/λ
E×X E∨ and E

φ/λ

Ẽ×X Ẽ∨
are the underlying R-modules

of mixed twistor D-modules (Lemma 5.7).

Definition 5.12. — For the underlying Rint-module M (resp. N ) of
a mixed twistor D-module on E (resp. Ẽ), we define the Fourier–Laplace
transform M ∧ (resp. N ∧) as

(5.4)
M ∧ = H0Tq∗(p∗M ⊗ E

−φ/λ
E×X E∨)

(resp. N ∧ = H0Tq̃∗(p̃∗N ⊗ E
−φ/λ

Ẽ×X Ẽ∨
[∗(D∞ ∪D∨

∞)])).

Lemma 5.13. — Let N be the underlying Rint-module of a mixed
twistor D-module on Ẽ. Then, we have

(N ∧)|E∨ = (N |E)∧.

Proof. — By the definition (see Remark 5.5), we have

(N |E)∧ = H0Tq∗(p∗(N |E) ⊗ E −φ/λ)

= H0q̃†(p̃∗N ⊗ E −φ/λ[∗D∞ ∪D∨
∞])|

Ẽ∨

= (N ∧)|E∨ . □

Corollary 5.14. — In the setting of Lemma 5.13, we have

N ∧ ≃ (j∨
† (N |E)∧)[∗D∨

∞].

Proof. — Since N is the underlying R-module of a mixed twistor D-
module, we have

(5.5) (p̃∗N ⊗ E −φ/λ)[∗(D∞ ∪D∨
∞)] = (p̃∗N ⊗ E −φ/λ)[∗D∞][∗D∨

∞].
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By [8, Lemma 3.2.12] or [20, Corollary 9.7.1], we have

N ∧ = H0q̃†((p̃∗N ⊗ E −φ/λ)[∗D∞ ∪ ∗D∨
∞])

= H0q̃†((p̃∗N ⊗ E −φ/λ)[∗D∞ ∪D∨
∞])[∗D∨

∞].

Since H0q̃†((p̃∗N ⊗E −φ/λ)[∗D∞∪D∨
∞])|E∨ is (N |E)∧, we have the desired

assertion. □

Remark 5.15. — If M (resp. N ) is the Rees module of a filtered D-
module (M,F•M) (resp. (N,F•N)), the underlyingD-module of M ∧ (resp.
N ∧) is the Fourier–Laplace transform M∧ (resp. N∧) defined in Section 4.

By Lemma 5.7 and Proposition 5.6, we obtain the following.

Proposition 5.16. — If M (resp. N ) is the Rees module of the un-
derlying filtered D-module of a mixed Hodge module, M ∧ (resp. N ∧) is
the underlying Rint-module of an irregular mixed Hodge module.

Remark 5.17. — For a monodromic mixed Hodge module, we defined a
mixed Hodge module whose underlying D-module is the Fourier–Laplace
transform of its underlying D-module (Definition 4.20). As explained in
Lemma 5.7, we can regard it as an irregular mixed Hodge module. On the
other hand, we have another “Fourier–Laplace transform” made from a
monodromic mixed Hodge module, which appeared in Proposition 5.16. So
we have two definitions of “the Fourier–Laplace transform of a monodromic
mixed Hodge module” in the category of irregular mixed Hodge modules.
In general, the two are different, but they are related to each other. We
will observe it in Subsection 5.4.

Let us see M ∧ and N ∧ have better descriptions. We need the following
lemma.

Lemma 5.18. — For the underlying Rint-module N on Ẽ of a mixed
twistor D-module, we have

(p̃∗N ⊗ E −φ/λ)[∗D∞ ∪D∨
∞] = (p̃∗N ⊗ E −φ/λ)(∗D∞)[∗D∨

∞].

Proof. — This proof is inspired by the proof of Proposition A.2.7 of [15]
and the one of Lemma 3.1 of [21]. We assume that X is one point variety.
We can prove in the general case in the same way. In this case, E and
E∨ are vector spaces of rank n. Let (z1, . . . , zn) be the coordinates of E
and (ζ1, . . . , ζn) its dual coordinates of E∨. We write Cn

z (resp. Cn
ζ ) for E

(resp. E∨) with the coordinates (z1, . . . , zn) (resp. (ζ1, . . . , ζn)). Moreover,
Pn

z (resp. Pn
ζ ) is the projective compactification of E = Cn

z (resp. E = Cn
ζ ).

Remark that D∞ (resp. D∨
∞) is the divisor Pn

z \ Cn
z (resp. Pn

ζ \ Cn
ζ ).
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By the equality (5.5), it is enough to show

(5.6) (p̃∗N ⊗ E −φ/λ)[∗D∞] = (p̃∗N ⊗ E −φ/λ)(∗D∞).

Let [z0 : z1 : · · · : zn] (resp. [ζ0 : ζ1 : · · · : ζn]) be the homogeneous coordi-
nates of Pn

z (resp. Pn
ζ ) and Ui := {zi = 1}(≃ Cn) (resp. U∨

j := {ζj = 1}) an
open subset of Pn

z (resp. Pn
ζ ) with the coordinates (z0, . . . , zi−1, zi+1, . . . , zn)

(resp. (ζ0, . . . , ζj−1, ζj+1, . . . , ζn)) for i, j = 0, . . . , n. Then, {Ui}i (resp.
{U∨

j }j) is a covering of Pn
z (resp. Pn

ζ ). Note that D∞ (resp. D∨
∞) is defined

by z0 (resp. ζ0). Therefore, the assertion is clear on U0 ×Pn
ζ . So, it is enough

to prove the equality (5.6) on U1 × U∨
0 , U1 × U∨

1 and U1 × U∨
2 . We may

assume n = 2.
On U1×U∨

0 . — Let V •
z0

(p̃∗N ⊗E −φ/λ) be the Kashiwara–Malgrange fil-
tration along z0. For a section m ∈ N |U1 and m⊗1 ∈ p̃∗N ⊗E −φ/λ|U1×U∨

0
,

we have zk
0 (m×1) ∈ V >−1

z0
(p̃∗N ⊗Pn

z ×Pn
ζ
E −φ/λ) for some k ⩾ 0 by an stan-

dard property of the V -filtration. Let k0 ⩾ 0 be the smallest k and assume
k0 ⩾ 1. Remark that on U1 × U∨

0 (with the coordinates (z0, z2, ζ1, ζ2)), we
have φ = (1/z0)(ζ1 + z2ζ2). Then, we have

(ðζ1)zk0
0 (m⊗ 1) = − (1/z0) · zk0

0 (m⊗ 1)

= − zk0−1
0 (m⊗ 1).

Since the operators ðζ1 preserves the filtration V •
z0

, the section zk0−1
0 (m⊗1)

is also in V >−1
z0

. This contradicts the definition of k0. Therefore, we have
k0 = 0, i.e. m⊗ 1 is in V >−1

z0
(p̃∗N ⊗E −φ/λ). This implies that V •

z0
(p̃∗N ⊗

E −φ/λ) is constant on U1 × U∨
0 and we thus obtain the equality (5.6).

On U1 ×U∨
1 . — Similarly to the previous case, for a section m ∈ N |U1 ,

we take the minimum k0 such that zk0
0 (m⊗ 1) ∈ V >−1

z0
(p̃∗N ⊗E −φ/λ) and

assume k0 ⩾ 1. We have φ = (1/(z0ζ0))(1 + z2ζ2) on U1 × U∨
1 . Then, we

have
(ζ2

0ðζ0 + ζ2ζ0ðζ2)zk0
0 (m⊗ 1) = zk0−1

0 (m⊗ 1).
Therefore, k0 is 0 and thus by the same argument in the previous case, we
obtain the equality (5.6).

On U1 × U∨
2 . — We can prove it in the same way. □

As mentioned in Remark 5.5, Tq∗ is not q† in general. Nevertheless, the
following holds.

Corollary 5.19. — For the underlying Rint-module M of a mixed
twistor D-module on E, we have

M ∧ = H0q†(p∗M ⊗ E −φ/λ).
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Proof. — Let N be the underlying Rint-module of a mixed twistor D-
module on Ẽ whose restriction N |E is M . Then, by Lemma 5.18 we have

M ∧ = H0q̃†(p̃∗N ⊗ E −φ/λ[∗D∞ ∪D∨
∞])|E∨

= H0q̃†(p̃∗N ⊗ E −φ/λ(∗D∞)[∗D∨
∞])|E∨ .

By [8, Lemma 3.2.12] or [20, Corollary 9.7.1] again, the last term is equal to

H0q̃†((p̃∗N ⊗ E −φ/λ)(∗D∞))[∗D∨
∞]|E∨ ,

i.e.
H0q̃†((p̃∗N ⊗ E −φ/λ)(∗D∞))|E∨ .

This is equal to H0q†((p∗M ⊗ E −φ/λ), which completes the proof. □

Finally, let us describe the Fourier–Laplace transform when X is affine
and E is trivial. Fix the trivialization E ≃ X ×Cn. As above, we write Cn

z

(resp. Cn
ζ ) for Cn with the coordinates (z1, . . . , zn) (resp. the dual coordi-

nates (ζ1, . . . , ζn)). Due to Corollary 5.14, in order to know N ∧, we need
to know (N |E)∧. Under the assumption above, since E and E∨ are affine,
we can identify the Rint-modules on them with the modules of their global
sections. Therefore, we sometimes write (N |E)∧ for Γ(E; (N |E)∧).

Lemma 5.20. — Let M be the underlying Rint-module of an mixed
twistor D-module on E = X × Cn

z for a smooth affine variety X. Then,
as a C[λ]-module, Γ(X × Cn

ζ ; M ∧) is isomorphic to Γ(X × Cn
z ; M ) and

under this identification, the vector field θ on X acts as the same θ, ζi acts
as ðzi

and ðζi
acts as −zi. Moreover, λ2∂λ acts as λ2∂λ + λECn

z
, where

ECn
z

=
∑n

i=1 zi∂zi .

Proof. — We may assume X is one point variety, i.e. E = Cn
z We set

M1 := p∗M ⊗ E −φ/λ and A k := Ωk
Cn

z ×Cn
ζ

/Cn
ζ

⊗ C[λ]λ−k, where Ωk
Cn

z ×Cn
ζ

/Cn
ζ

is the sheaf of relative holomorphic k-forms. Then, the R-module structure
of M1 defines the connection M1 → A 1 ⊗ M1 (m 7→

∑n
i=1 dzi/λ⊗ ðzi

m).
This morphism is naturally extended to the relative de Rham complex

M1 −→ A 1 ⊗ M1 −→ . . . −→ A n ⊗ M1,

where the rightmost term is of degree 0. Fixing the isomorphisms A 1 ≃⊕n
i=1 OCn

z ×Cn
ζ
dzi/λ and A k ≃

∧k(
⊕n

i=1 OCn
z ×Cn

ζ
dzi/λ), one can see that

this complex is the Koszul complex of the R-module M with respect to the
regular sequence ðz1 , . . . ,ðzn

. Therefore, the only non-trivial cohomology
is the 0-th one and that is

M1/

n∑
i=1

ðiM1
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by the identification A n ≃ OCn
z ×Cn

ζ
dz1 ∧ · · · ∧ dzn/λ

n. The pushforward
of an R-module by a projection can be expressed as a relative de Rham
cohomology. Therefore, by Corollary 5.19 we have

M ∧ ≃ H0q∗(M1 −→ A 1 ⊗ M1 −→ . . . −→ A n ⊗ M1)

≃ q∗

(
M1/

n∑
i=1

ðiM1

)
in the category of Rint-modules. Taking the global sections of
q∗(M1/

∑n
i=1 ðiM1), since we have Γ(Cn

z × Cn
ζ ; M1) = Γ(Cn

z ; M )[ζ] (with
the twisted actions by E −φ/λ), we obtain

Γ(Cn
ζ ; M ∧) ≃ Γ(Cn

z ; M )[ζ]/
n∑

i=1
ðzi

Γ(Cn
z ; M )[ζ].

By looking at the actions on Γ(Cn
z ; M )[ζ], we thus get the second assertion.

□

Combining Lemma 5.20 and Corollary 5.14, we now understand the Rint-
module structure of N ∧.

Definition 5.21. — In the setting of Lemma 5.20, for a section m ∈
Γ(X × Cn

z ; M ) we denote by m∧ the corresponding section of M ∧ under
the isomorphism Γ(X × Cn

z ; M ) ≃ Γ(X × Cn
ζ ; M ∧).

In terms of the terminology in the proof of Lemma 5.20, m∧ is the class
represented by a section (dz1 ∧ · · · ∧ dzn/λ

n) ⊗ m ∈ A n ⊗ M1. Then, by
Lemma 5.20, we have

λ ·m∧ = (λm)∧,

ζi ·m∧ = (ðzi
m)∧,

ðζi ·m∧ = −(zim)∧, and

λ2∂λ ·m∧ = ((λ2∂λ + λECn
z
)m)∧.

(5.7)

Remark 5.22. — The section m∧ depends on the choice of the trivializa-
tion of E. However, similarly to Definition 4.7, we can define an OX×Cλ

-
module F ∧ of π∨

∗ M ∧ for an OX×Cλ
-submodule F of π∗M .

5.3. Fourier–Laplace transforms of a monodromic mixed Hodge
modules

In this subsection, we will compute the irregular Hodge filtration of the
Fourier–Laplace transform of a monodromic mixed Hodge module. To sim-
plify the description, we will consider the Fourier–Laplace transforms of
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mixed Hodge modules on Cn
z (with the coordinates (z1, . . . , zn)). However,

we can generalize the results to the Fourier–Laplace transform on a general
vector bundle (see Remark 5.39).

We will use the notation defined in the previous subsection. Let
M = (M,F•M,K,W•K) be a mixed Hodge module on Cn

z and
N = (N,F•N,K

′,W•K
′) the pushforward of M by the inclusion j : Cn

z ↪→
Pn

z (since our module is always algebraic, we can consider such an ob-
ject). We denote by M (resp. N ) the corresponding Rint

Cn
z
-module (resp.

Rint
Pn

z
) of (M,F•M) (resp. (N,F•N)) (see Example 5.1). Remark that we

have N ∧|Cn
ζ

= M ∧ and N∧|Cn
ζ

= M∧ (see Corollary 5.14). By Propo-
sition 5.16, N ∧ is also the underlying Rint-module of an irregular mixed
Hodge module. Then, as explained in subsection 5.1, ΞDR(N ∧) = N∧ is
equipped with the irregular Hodge filtration F irr

• N∧ (Definition 5.10).
In the following, we assume that M is monodromic. Then, by Proposi-

tion 2.6 and Theorem 3.1 we have the decompositions

M =
⊕
β∈R

Mβ and F•M =
⊕
β∈R

F•M
β ,

where Mβ =
⋃

l⩾0 Ker(ECn
z

− β)l. Therefore, we have

M =
⊕
β∈R
p∈Z

FpM
βλp.

Cn
ζ is the dual space of Cn

z with the dual coordinates (ζ1, . . . , ζn). Let
[ζ0 : · · · : ζn] be the homogeneous coordinates of Pn

ζ (= P(Cn
ζ )) and {U∨

i }n
i=0

(U∨
i = {ζi ̸= 0}(≃ Cn) ⊂ Pn

ζ ) the affine open covering of Pn
ζ . Note that

U∨
0 = Cn

ζ . To understand the irregular Hodge filtration F irr
• N∧, we will

compute the restriction of F irr
• N∧ to each affine open subset U∨

i respec-
tively.

5.3.1. The irregular Hodge filtration on M∧

First, we compute F irr
• N∧|Cn

ζ
(= F irr

• M∧). In order to do that, we need
to compute V −α

τ (τ(M ∧)), where τ(M ∧) is the rescaled module of M ∧ and
τ the rescaling parameter (see Subsection 5.1). Since Cn

ζ ×Cτ ×Cλ is affine,
we identify the sheaves on it with the modules of global sections of them
and they are represented by the same symbol by abuse of notation. Then,
τ(M ∧) is OCn

ζ
[τ±1, λ] ⊗OCn

ζ
[λ] M ∧ as an OCn

ζ
×Cτ ×Cλ

(∗{τ = 0})-module
with an Rint-module action defined as (5.1). Moreover, recall that (a global
section of) M ∧ can be expressed as m∧ for m ∈ M (see Definition 5.21).
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Lemma 5.23. — In this setting, we have

(5.8) V γ
τ (τ(M ∧)) =

⊕
i,p∈Z,β∈R
i−p−β⩾γ

τ i ⊗ (FpM
βλp)∧.

Proof. — We remark that since τ(M ∧) is strictly R-specializable along τ
(by the definitions of the well-rescalability and the irregular Hodge module),
Kashiwara–Malgrange filtration V •

τ (τ(M ∧)) exists and each graded piece
grγ

V (τ(M ∧)) is strict. Therefore, if a non-zero section s ∈ τ(M ∧) is killed
by (τðτ − γλ)l for some l ⩾ 0, the section s is in V γ

τ (τ(M ∧)) and not in
V >γ

τ (τ(M ∧)).
Let m be a section of FpM

β . Then, mλp is in M . By (5.7), we have

λ2∂λ(mλp)∧ = ((ECn
z

+ p)mλp+1)∧.

Therefore, by (5.1), for i ⩾ 0 we have

(5.9)

τðτ (τ i ⊗(mλp)∧) = (iλτ i + τ i+1ðτ )(1 ⊗ (mλp)∧)

= iτ i+1 ⊗ (mλp+1)∧ − τ i+1 ⊗ λ2∂λ((mλp)∧)

= iτ i+1 ⊗(mλp+1)∧ − τ i+1 ⊗((p+ ECn
z
)mλp+1)∧.

Hence, we have

(τðτ − (i− p− β)λ)(τ i ⊗ (mλp)∧) = −τ i+1 ⊗ ((ECn
z

− β)mλp+1)∧.

By induction, for l ⩾ 1 we obtain

(τðτ − (i− p− β)λ)l(1 ⊗ (mλp)∧) = (−1)lτ i+l ⊗ ((ECn
z

− β)lmλp+l)∧.

Therefore, τ i ⊗ (mλp)∧ ∈ τ(M ∧) is killed by (τðτ − (i − p − β)λ)l for
sufficiently large l ⩾ 0 and hence τ i ⊗ (mλp)∧ is in V i−p−β

τ (τ(M ∧)) for the
reason stated at the beginning of this proof. We thus conclude that the
RHS of (5.8) is contained in the LHS.

Any section s ∈ V γ
τ (τ(M ∧)) is a sum of some sections τ i ⊗ (mλp)∧ for

some i ∈ N, p ∈ Z and m ∈ FpM
β . Let s = sγ1 + · · · + sγk

be the
decomposition of s such that sγj

( ̸= 0) ∈
∑

i−p−β=γj
τ i ⊗ (FpM

βλp)∧ and
γ1 ⩽ · · · ⩽ γk. As we proved, sγ1 is in V γ1

τ (τ(M ∧)) and not in V >γ1
τ (τ(M ∧)).

Hence, γ1 is greater than γ. This implies that the LHS of (5.8) is contained
in the RHS.

This completes the proof. □

Recall that for α ∈ [0, 1) we can regard gr(i∗τ=λV
−α

τ (τ(M ∧))) as a sub-
module of gr(i∗τ=λ(τ(M ∧))) = gr(π◦∗M∧) ≃ OCn

ζ
[λ±1] ⊗OCn

ζ

M∧ (see Sub-
section 5.1). Note that the isomorphism

(5.10) gr(i∗τ=λ(τ(M ∧))) ≃ OCn
ζ
[λ±1] ⊗OCn

ζ

M∧
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is defined so that (a section of the LHS represented by) the section 1 ⊗
(mλp)∧ ∈ τ(M ∧) corresponds to 1⊗m∧. Moreover, the Rees module of the
irregular Hodge filtration F irr

α+•M
∧ is equal to gr(i∗τ=λV

−α
τ (τ(M ∧))) (see

Definition 5.10). Therefore, in order to know F irr
α+•M

∧ it remains to see the
image of gr(i∗τ=λV

−α
τ (τ(M ∧))) under the isomorphism (5.10).

Theorem 5.24. — For α ∈ [0, 1) and β ∈ R, we have

F irr
α+pM

∧ =
⊕
β∈R

(Fp+⌊α−β⌋M
β)∧.

Proof. — By Lemma 5.23, we have

i∗τ=λV
−α

τ (τ(M ∧)) = i∗τ=λ

 ⊕
i,p∈Z,β∈R

i−p−β⩾−α

τ i ⊗ (FpM
βλp)∧

 .

Under the identification (5.10), the RHS is (as a subset of OCn
ζ
[λ±1]⊗M∧)

(5.11)
⊕
i∈Z

∑
p∈Z,β∈R

i−p−β⩾−α

λi ⊗ (FpM
β)∧.

Note that the condition i− p− β ⩾ −α is equivalent to

i+ ⌊α− β⌋ ⩾ p,

where ⌊α− β⌋ is the largest integer less than or equal to α− β. Therefore,
(5.11) is equal to ⊕

i∈Z,β∈R
λi ⊗ (Fi+⌊α−β⌋M

β)∧.

This implies the desired result. □

5.3.2. The irregular Hodge filtration of M∧ at infinity

Next, let us consider the irregular Hodge filtration on N∧|U∨
i

for i =
1, . . . , n. Since they can all be computed in the same way, we will consider
the case where i = n. In this subsection, we assume that n ⩾ 2. However
this assumption is not essential; the argument proceeds in exactly the same
way also for the case n = 1. Actually, all the results hold also in that
case (after changing the notations appropriately). Let (ζ ′

0, ζ
′
1, . . . , ζ

′
n−1) be

the coordinates of U∨
n (≃ Cn) so that the point of Pn

ζ corresponding to
(ζ ′

0, ζ
′
1, . . . , ζ

′
n−1) is [ζ ′

0 : ζ ′
1 : · · · : ζ ′

n−1 : 1]. Then, we have U∨
0 ∩ U∨

n =
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{ζ ′
0 ̸= 0} = {ζn ̸= 0}, D∨

∞ ∩ U∨
n = {ζ ′

0 = 0}, ζ ′
0 = 1/ζn and ζ ′

i = ζi/ζn for
i = 1, . . . , n− 1 on U∨

0 ∩ U∨
n . Moreover, we have

(5.12) EU∨
0

(
=

n∑
i=1

ζi∂ζi

)
= −ζ ′

0∂ζ′
0
.

Let j∨
n be the inclusion U∨

0 ∩ U∨
n ↪→ U∨

n . By Lemma 5.14, we have

(5.13) (N ∧)|U∨
n

≃ (j∨
n )†((M ∧)|U∨

0 ∩U∨
n

)[∗{ζ ′
0 = 0}].

Since U∨
n ∩ U∨

0 (resp. U∨
0 ) is affine, we may identify (M ∧)|U∨

0 ∩U∨
n

(resp.
(j∨

n )†((M ∧)|U∨
0 ∩U∨

n
)) with the module of its global sections and regard it

as a Γ(U∨
0 ∩U∨

n ;RU∨
0 ∩U∨

n
)-module (resp. a Γ(U∨

n ;RU∨
n

)-module). Then, we
can write (j∨

n )†(M ∧|U∨
0 ∩U∨

n
) in an algebraic way as

M ∧ ⊗C[ζn] C[ζ±1
n ].

Moreover, we can write the RHS of (5.13) as

M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}].

Its underlying D-module is M∧ ⊗C[ζn] C[ζ±1
n ]. Remark that the underlying

D-module of (M ∧)|U∨
0 ∩U∨

n
is also expressed as the same M∧ ⊗C[ζn] C[ζ±1

n ]
(under the identification of the sheaf of module and the module of its global
sections). However, in the following, we always regard M∧ ⊗C[ζn] C[ζ±1

n ] as
the underlying D-module of (j∨

n )†((M ∧)|U∨
0 ∩U∨

n
), i.e. M∧ ⊗C[ζn] C[ζ±1

n ] is
a D-module on U∨

n (not U∨
0 ∩ U∨

n ). Moreover, for a section m ∈ M , the
section m∧ ⊗ 1 ∈ M∧ ⊗C[ζn] C[ζ±1

n ] is simply denoted by m∧ if there is no
confusion.

Lemma 5.25. — If we regard U∨
n as a trivial line bundle Cζ′

0
× (Cζ′

1
×

· · · × Cζ′
n−1

) over (Cζ′
1

× · · · × Cζ′
n−1

), the D-module M∧ ⊗C[ζn] C[ζ±1
n ] is

monodromic on this line bundle, i.e. we have

M∧ ⊗C[ζn] C[ζ±1
n ] =

⊕
β∈R

(M∧ ⊗C[ζn] C[ζ±1
n ])β

ζ′
0
,

where we set

(M∧ ⊗C[ζn] C[ζ±1
n ])β

ζ′
0

:=
⋃
l⩾0

Ker(ζ ′
0∂ζ′

0
− β)l(⊂ M∧ ⊗C[ζn] C[ζ±1

n ]).

In particular, for β ∈ R we have

grβ
V (M∧ ⊗C[ζn] C[ζ±1

n ]) ≃ (M∧ ⊗C[ζn] C[ζ±1
n ])β

ζ′
0
,

as Γ(Cζ′
1

× · · · × Cζ′
n−1

;O)-modules, where grβ
V is the graded piece of the

Kashiwara–Malgrange filtration V •
ζ′

0
along ζ ′

0 = 0. Moreover, for β ∈ R we
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have

(5.14) (M∧ ⊗C[ζn] C[ζ±1
n ])β

ζ′
0

=
∑

j∈Z,γ∈R
j+γ+n=β

ζ ′
0

j(Mγ)∧,

where ζ ′
0

j(Mγ)∧ is the subset of M∧ ⊗C[ζn] C[ζ±1
n ] generated by {ζ ′

0
j
m∧(=

m∧ ⊗ ζ ′
0

j) ∈ M∧ ⊗C[ζn] C[ζ±1
n ] | m ∈ Mγ} and the RHS of (5.14) is the

subset {
∑k

i=1 si | si ∈ ζ ′
0

ji(Mγi)∧ (ji ∈ Z, γi ∈ Z, ji + γi + n = β)} of
M∧ ⊗C[ζn] C[ζ±1

n ] (in other words, it is not the Γ(U∨
n ;O)-module generated

by {ζ ′
0

j(Mγ)∧}, but the Γ(Cζ′
1
×· · ·×Cζ′

n−1
;O)-module generated by them).

Proof. — As we already remarked, for a section m ∈ M , we write m∧ for
the section m∧ ⊗ 1 ∈ M∧ ⊗C[ζn] C[ζ±1

n ]. For m ∈ Mγ and j ∈ Z, consider
a section ζ ′

0
j
m∧. Then, we have

ζ ′
0∂ζ′

0
(ζ ′

0
j
m∧) = ζ ′

0
j(j + ζ ′

0∂ζ′
0
)m∧

= ζ ′
0

j(j − EU∨
0

)m∧

= ζ ′
0

j((j + ECn
z

+ n)m)∧.

This implies the desired assertions. □

Remark 5.26. — Similary to
∑

j∈Z,γ∈R
j+γ+n=β

ζ ′
0

j(Mγ)∧ above, for a family

{Ai}i of subsets of (M∧ ⊗C[ζn] C[ζ±1
n ])β

ζ′
0

we denote by
∑

i Ai the Γ(Cζ′
1

×
· · ·×Cζ′

n−1
;O)-submodule of (M∧ ⊗C[ζn] C[ζ±1

n ])β
ζ′

0
generated by {Ai}i, not

the Γ(U∨
n ;O)-module generated by them, when no confusion arises.

For β ∈ R, we define a positive integer jβ ∈ Z⩾0 by

jβ := max{⌈−β⌉ − n− 1, 0}.

We will use the following elementary lemma.

Lemma 5.27.

(i) For any β ∈ R and j ∈ Z⩾0, the inequality j + β + n ⩾ −1 holds if
and only if the inequality j ⩾ jβ holds.

(ii) For any β ∈ R, we have

jβ + β + n ⩾ −1.

(iii) For β ∈ R and r ⩾ 0, if jβ + β + n ⩾ r, we have jβ = jβ−1 = · · · =
jβ−r−1 = 0.
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Corollary 5.28. — We have

(5.15) V −1
ζ′

0
(M ∧ ⊗C[ζn] C[ζ±1

n ][∗{ζ ′
0 = 0}]) =

∑
j⩾0,p∈Z,β∈R

j⩾jβ

ζ ′
0

j(FpM
βλp)∧.

Proof. — By Proposition 3.3, for γ > −1 we have

V γ
ζ′

0
(M ∧ ⊗C[ζn] C[ζ±1

n ][∗{ζ ′
0 = 0}]) = V γ

ζ′
0
(M ∧ ⊗C[ζn] C[ζ±1

n ]),

By Lemma 5.25, the RHS is equal to∑
j,p∈Z,β∈R
j+β+n⩾γ

ζ ′
0

j(FpM
βλp)∧.

Since V −1
ζ′

0
(M ∧⊗C[ζn]C[ζ±1

n ][∗{ζ ′
0 = 0}]) is ζ ′

0
−1
V 0

ζ′
0
(M ∧⊗C[ζn]C[ζ±1

n ][∗{ζ ′
0 =

0}]) (see Proposition 3.3), we have

(5.16) V −1
ζ′

0
(M ∧ ⊗C[ζn] C[ζ±1

n ][∗{ζ ′
0 = 0}]) =

∑
j,p∈Z,β∈R

j+β+n⩾−1

ζ ′
0

j(FpM
βλp)∧.

Moreover, for j < 0, β ∈ R with j + β + n ⩾ −1 and p ∈ Z, we have

ζ ′
0

j(FpM
βλp)∧ = ζ−j

n (FpM
βλp)∧

= (ð−j
zn
FpM

βλp)∧

⊂ (Fp−jM
β+jλp−j)∧

= ζ ′
0

0(Fp−jM
β+jλp−j)∧.

The last term is contained in the RHS of (5.15). Therefore, together with (i)
of Lemma 5.27, the RHS of (5.16) is equal to the RHS of (5.15). This
completes the proof. □

Recall again that M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}] is a submodule of
M ∧ ⊗C[ζn] C[ζ±1

n ] generated by V −1
ζ′

0
(M ∧ ⊗C[ζn] C[ζ±1

n ]) (Proposition 3.3).
Therefore, by Corollary 5.28, we have the following.

Corollary 5.29. — We have

M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}] =
∑

k,j⩾0,p∈Z,β∈R
j⩾jβ

ðk
ζ′

0
ζ ′

0
j(FpM

γλp)∧.

Note that the rescaled module τ (M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}]) is

OU∨
n

[τ±1, λ] ⊗OU∨
n

[λ] (M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}]),

as an OU∨
n ×Cτ ×Cλ

(∗{τ = 0})-module with an Rint-module action (5.1).
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Lemma 5.30. — We have

(5.17) V γ
τ (τ (M ∧ ⊗C[ζn] C[ζ±1

n ][∗{ζ ′
0 = 0}]))

=
⊕
i∈Z

∑
k,j⩾0,p∈Z,β∈R

j⩾jβ

i−k−p−β⩾γ

τ i ⊗ ðk
ζ′

0
ζ ′

0
j(FpM

βλp)∧.

Proof. — As in the proof of Lemma 5.23, if a section

s ∈ τ (M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}])

is killed by (τðτ − γλ)l for some l ⩾ 0, s is in

V γ
τ (τ (M ∧ ⊗C[ζn] C[ζ±1

n ][∗{ζ ′
0 = 0}])).

Let β be a real number and m a section of FpM
β . For j, k ∈ Z⩾0 with

j + β + n ⩾ −1 and i ∈ Z, we consider a section τ i ⊗ ðk
ζ′

0
ζ ′

0
j(mλp)∧ ∈

τ(M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}]). Recall that we have

ðζ′
0

= −λζnECn
ζ

and

ζ ′
0 = ζ−1

n ,

on U∨
0 ∩ U∨

n and

λ2∂λ(mλp)∧ = ((λ2∂λ + λECn
z
)mλp)∧(= ((p+ ECn

z
)mλp+1)∧).

Therefore, we have

λ2∂λ(ðk
ζ′

0
ζ ′

0
j(mλp)∧) = λ2∂λ((−λζnECn

ζ
)kζ−j

n (mλp)∧)

= (kλ(−λζnECn
ζ
)kζ−j

n + (−λζnECn
ζ
)kζ−j

n λ2∂λ)(mλp)∧

= k(−λζnECn
ζ
)kζ−j

n (mλp+1)∧

+ (−λζnECn
ζ
)kζ−j

n ((p+ ECn
z
)mλp+1)∧

= ðk
ζ′

0
ζ ′

0
j((k + p+ ECn

z
)mλp+1)∧.

By using this, we obtain

τðτ (τ i ⊗ ðk
ζ′

0
ζ ′

0
j(mλp)∧)

= iτ i+1 ⊗ ðk
ζ′

0
ζ ′

0
j(mλp+1)∧ − τ i+1 ⊗ λ2∂λ(ðk

ζ′
0
ζ ′

0
j(mλp)∧)

= iτ i+1 ⊗ ðk
ζ′

0
ζ ′

0
j(mλp+1)∧

− τ i+1 ⊗ ðk
ζ′

0
ζ ′

0
j((k + p+ ECn

z
)mλp+1)∧

= τ i+1 ⊗ ðk
ζ′

0
ζ ′

0
j((i− k − p− ECn

z
)mλp+1)∧.
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Therefore, we have

(τðτ − (i− k − p− β)λ)(τ i ⊗ ðk
ζ′

0
ζ ′

0
j(mλp)∧)

= −τ i+1 ⊗ ðk
ζ′

0
ζ ′

0
j((ECn

z
− β)mλp+1)∧,

and hence

(τðτ − (i− k − p− β)λ)l(τ i ⊗ ðk
ζ′

0
ζ ′

0
j(mλp)∧)

= (−1)lτ i+l ⊗ ðk
ζ′

0
ζ ′

0
j((ECn

z
− β)lmλp+l)∧,

for l ⩾ 0. Since the RHS is zero for sufficiently large l ⩾ 0, we conclude that
τ i ⊗ ðk

ζ′
0
ζ ′

0
j(mλp)∧ is killed by (τðτ − (i− k− p− β)λ)l for some l ⩾ 0 and

hence τ i ⊗ ðk
ζ′

0
ζ ′

0
j(mλp)∧ is in V i−k−p−β

τ (τ (M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}])).
We thus conclude that the RHS of (5.17) is contained in the LHS.

In the same way as the proof of Lemma 5.23, we can show the LHS
of (5.17) is contained in the RHS. □

Now, we can compute the irregular Hodge filtration F irr
• (M∧ ⊗C[ζn]

C[ζ±1
n ])(= F irr

α+pN
∧|U∨

n
) in the same way as for F irr

• M∧.

Theorem 5.31. — For α ∈ [0, 1) and p ∈ Z we have

(5.18) F irr
α+p(M∧ ⊗C[ζn] C[ζ±1

n ])

=

 ∑
j⩾0,β∈R

ζ ′
0

jβ+j(Fp+⌊α−β⌋M
β)∧


+

 ∑
k⩾0,β∈R

∂k
ζ′

0
ζ ′

0
jβ (Fp−k+⌊α−β⌋M

β)∧

 .

Proof. — The proof is similar to that of Theorem 5.24. By Lemma 5.30,
we have

i∗τ=λV
−α

τ (τ (M ∧ ⊗C[ζn] C[ζ±1
n ][∗{ζ ′

0 = 0}]))

= i∗τ=λ(
⊕
i∈Z

∑
k,j⩾0,p∈Z,β∈R

j⩾jβ

i−k−p−β⩾−α

τ i ⊗ ðk
ζ′

0
ζ ′

0
j(FpM

βλp)∧).

Therefore, the Rees module of the irregular Hodge filtration (a submodule
of OU∨

n
[λ±1] ⊗ (M∧ ⊗C[ζn] C[ζ±1

n ])) is⊕
i∈Z

∑
k,j⩾0,p∈Z,β∈R

j⩾jβ

i−k−p−β⩾−α

λi ⊗ ∂k
ζ′

0
ζ ′

0
j(FpM

β)∧.
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Hence, after replacing i by p we have

F irr
α+p(M∧ ⊗C[ζn] C[ζ±1

n ]) =
∑

k,j⩾0,β∈R
j⩾jβ

∂k
ζ′

0
ζ ′

0
j(F⌊p−k−β+α⌋M

β)∧.(5.19)

Therefore, by (i) and (ii) of Lemma 5.27, the RHS of (5.18) is contained in
the RHS of (5.19).

We show the converse inclusion. For k0, j0 ∈ Z⩾0, β0 ∈ R with j0 ⩾ jβ0

(⇐⇒ j0 + β0 + n ⩾ −1) and m ∈ F⌊p−k0−β0+α⌋M
β0 , we consider a section

∂k0
ζ′

0
ζ ′

0
j0m∧, which is in the RHS of (5.19). By (i) of Lemma 5.27, we have

j0 ⩾ jβ0 . We set j′
0 := j0 − jβ0 ∈ Z⩾0 so that jβ0 + j′

0 = j0.
The case: j′

0 ⩾ k0. — In this case, we have

∂k0
ζ′

0
ζ ′

0
jβ0 +j′

0m∧ =
k0∑

l=0
asζ

′
0

jβ0 +j′
0−l

∂k0−l
ζ′

0
m∧ (for some as ∈ Z)

=
k0∑

l=0
asζ

′
0

jβ0 +j′
0−l((∂zn

(ECn
z

+ n))k0−lm)∧

∈
k0∑

l=0
ζ ′

0
jβ0 +j′

0−l(F⌊p−k0−β0+α⌋+2(k0−l)M
β0−(k0−l))∧

⊂
k0∑

l=0
ζ ′

0
jβ0 +j′

0−l(F⌊p−(β0−(k0−l))+α⌋M
β0−(k0−l))∧.

(5.20)

The last term is contained in the first part of RHS of (5.18) since j′
0 − l ⩾

j′
0 − k0 ⩾ 0.

The case: j′
0 ⩽ k0. — If j′

0 = 0, ∂k0
ζ′

0
ζ ′

0
jβ0 +j′

0m∧ is in the RHS of (5.18).
So, we assume j′

0 ⩾ 1. In this case, we “divide” ∂k0
ζ′

0
as

∂k0
ζ′

0
ζ ′

0
jβ0 +j′

0m∧ = ∂
k0−j′

0
ζ′

0
∂

j′
0

ζ′
0
ζ ′

0
jβ0 +j′

0m∧.

Then, by (5.20) for ∂j′
0

ζ′
0
ζ ′

0
jβ0 +j′

0m∧, the section ∂k0−j′
0

ζ′
0

∂
j′

0
ζ′

0
ζ ′

0
jβ0 +j′

0m∧ is con-
tained in

(5.21)
j′

0∑
l=0

∂
k0−j′

0
ζ′

0
ζ ′

0
jβ0 +j′

0−l(F⌊p−(β0−(k0−l))+α⌋M
β0−(k0−l))∧.

Then, by induction on the exponent of ∂ζ′
0

(remark that k0 − j′
0 < k0

since j′
0 ⩾ 1), we conclude that the RHS of (5.21) is contained in the RHS

of (5.18). □

Moreover, we have the following.
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Corollary 5.32.

(i) For α ∈ [0, 1), p ∈ Z and γ ∈ R⩾−1, we have

(5.22) F irr
α+pV

γ
ζ′

0
(M∧ ⊗C[ζn] C[ζ±1

n ]) =
∑

j⩾0,β∈R
jβ+β+n+j⩾γ

ζ ′
0

jβ+j(Fp+⌊α−β⌋M
β)∧.

(ii) For α ∈ [0, 1), p ∈ Z and γ ∈ R<0, we have

(5.23) F irr
α+pgrγ

V (M∧ ⊗C[ζn] C[ζ±1
n ]) =

∑
k⩾0,β∈R

jβ+β+n−k=γ

∂k
ζ′

0
ζ ′

0
jβ(Fp−k+⌊α−β⌋M

β)∧,

where the sum
∑

in the RHS is the one defined in Remark 5.26.

Proof. — Recall that M∧ ⊗C[ζn] C[ζ±1
n ] is monodromic with respect to

the ζ ′
0-direction by Lemma 5.25 and we have

(M∧ ⊗C[ζn] C[ζ±1
n ])β

ζ′
0

=
∑

j∈Z,γ∈R
j+γ+n=β

ζ ′
0

j(Mγ)∧,

where the sum
∑

is the one defined in Lemma 5.25 or Remark 5.26. There-
fore, the term ζ ′

0
jβ+j(Fp+⌊α−β⌋M

β)∧ (resp. ∂k
ζ′

0
ζ ′

0
jβ (Fp−k+⌊α−β⌋M

β)∧) in
the first (resp. second) term of (5.18) is contained in V γ

ζ′
0
(M∧ ⊗C[ζn]C[ζ±1

n ])
if and only if jβ + β + n + j ⩾ γ (resp. jβ + β + n − k ⩾ γ). Hence, by
Theorem 5.31, we have

(5.24) F irr
α+pV

γ
ζ′

0
(M∧ ⊗C[ζn] C[ζ±1

n ])

=

 ∑
j⩾0,β∈R

jβ+β+n+j⩾γ

ζ ′
0

jβ+j(Fp+⌊α−β⌋M
β)∧



+

 ∑
k⩾0,β∈R

jβ+β+n−k⩾γ

∂k
ζ′

0
ζ ′

0
jβ (Fp−k+⌊α−β⌋M

β)∧

 .

To prove (i), we assume that γ ∈ R⩾−1. Then, for k ⩾ 1 (not 0) with
jβ + β + n − k ⩾ γ, we have jβ + β + n ⩾ k − 1(⩾ 0). Therefore, we get
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jβ = · · · = jβ−k = 0 by (iii) of Lemma 5.27. Therefore, we have

∂k
ζ′

0
ζ ′

0
jβ (Fp−k+⌊α−β⌋M

β)∧ = ∂k
ζ′

0
(Fp−k+⌊α−β⌋M

β)∧

= ((∂zn
(ECn + n))kFp−k+⌊α−β⌋M

β)∧

⊂ (Fp+k+⌊α−β⌋M
β−k)∧

= ζ ′
0

jβ−k (Fp+k+⌊α−β⌋M
β−k)∧ (since jβ−k = 0).

Hence, the term ∂k
ζ′

0
ζ ′

0
jβ (Fp−k+⌊α−β⌋M

β)∧ for k ⩾ 1 in the second part of
the RHS of (5.24) is contained in its first part (for s = 0). This completes
the proof of (i).

To prove (ii), we assume that γ ∈ R<0. The first term of (5.24) is con-
tained in V 0

ζ′
0
(M∧ ⊗C[ζn] C[ζ±1

n ]) unless s = 0. Hence, for γ < 0, we have

F irr
α+pgrγ

V (M∧ ⊗C[ζn] C[ζ±1
n ])(5.25)

≃
∑

k⩾0,β∈R
jβ+β+n−k=γ

∂k
ζ′

0
ζ ′

0
jβ (Fp−k+⌊α−β⌋M

β)∧. □

Corollary 5.33. — For α ∈ [0, 1), the irregular Hodge filtration

F irr
α+•(M∧ ⊗C[ζn] C[ζ±1

n ])

satisfies the strict specializability property along ζ ′
0 = 0.

Proof. — First, let us see the condition (i) in Definition 2.12. For γ > −1,
by (i) of Corollary 5.32, we have

(5.26) F irr
α+pgrγ

V (M∧ ⊗C[ζn] C[ζ±1
n ]) ≃

∑
j⩾0,β∈R

jβ+β+n+j=γ

ζ ′
0

jβ+j(Fp+⌊α−β⌋M
β)∧.

It is enough to see that for γ = γ0 > 0 and a section σ in the RHS of (5.26),
ζ ′

0
−1
σ is in the RHS of (5.26) for γ = γ0 − 1. Consider a section ζ ′

0
jβ+j

m∧

for jβ + β + n + j = γ0 and m ∈ Fp+⌊α−β⌋M
β . If j ⩾ 1, it is clear that

ζ ′
0

−1(ζ ′
0

jβ+j
m∧) is in the RHS of (5.26) for γ = γ0 − 1. So, let us assume

that j = 0. By (iii) of Lemma 5.27, we have jβ = jβ−1 = 0. Therefore, we
have

ζ ′
0

−1 · ζ ′
0

jβm∧ = ζ ′
0

jβ (∂znm)∧

⊂ ζ ′
0

jβ (Fp+⌊α−β⌋+1M
β−1)∧

= ζ ′
0

jβ−1(Fp+⌊α−(β−1)⌋M
β−1)∧ (by jβ = jβ−1 = 0).

The last term is contained in the RHS of (5.26) for γ = γ0 − 1. This
completes the proof of the condition (i) in Definition 2.12.
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Let us check the condition (ii) in Definition 2.12. By (ii) of Corollary 5.32,
for γ < 0 we have

(5.27) F irr
α+pgrγ

V (M∧⊗C[ζn]C[ζ±1
n ]) =

∑
k⩾0,β∈R

jβ+β+n−k=γ

∂k
ζ′

0
ζ ′

0
jβ (Fp−k+⌊α−β⌋M

β)∧.

For γ0 < −1 (not < 0), consider a section ∂k
ζ′

0
ζ ′

0
jβm∧ with jβ +β+n−k = γ0

and m ∈ Fp−k+⌊α−β⌋M
β . Since jβ +β+n ⩾ −1 by (ii) of Lemma 5.27, we

have k ⩾ 1. Moreover, ∂k−1
ζ′

0
ζ ′

0
jβm∧ is in the RHS of (5.27) for γ = γ0 + 1.

Therefore, we have

F irr
α+pgrγ

V (M∧ ⊗C[ζn] C[ζ±1
n ]) ⊂ ∂ζ′

0
· F irr

α+p−1grγ−1
V (M∧ ⊗C[ζn] C[ζ±1

n ]),

which is the condition (ii) in Definition 2.12.
This completes the proof. □

Remark 5.34. — Corollary 5.33 is derived by Theorem 1.6 of
Mochizuki [9], which is an assertion about the strict specializability in a
more general setting. The above proof is a concrete verification of this fact.

Finally, we check that “the irregular Hodge filtration at infinity is local-
ized”.

Corollary 5.35.
(i) For α ∈ [0, 1), we have

F irr
α+pV

−1
ζ′

0
(M∧ ⊗C[ζn] C[ζ±1

n ]) = ζ ′
0

−1
F irr

α+pV
0

ζ′
0
(M∧ ⊗C[ζn] C[ζ±1

n ]).

(ii) We have

F irr
α+p(M∧ ⊗C[ζn] C[ζ±1

n ]) =
∑
k⩾0

∂k
ζ′

0
F irr

α+p−kV
−1

ζ′
0

(M∧ ⊗C[ζn] C[ζ±1
n ]).

Proof. — The assertion (i) of Corollary 5.32 implies that

F irr
α+pV

−1
ζ′

0
(M∧ ⊗C[ζn] C[ζ±1

n ]) ⊂ ζ ′
0

−1
F irr

α+pV
0

ζ′
0
(M∧ ⊗C[ζn] C[ζ±1

n ]).

Conversely, we consider ζ ′
0

−1 · ζ ′
0

jβ (Fp+⌊α−β⌋M
β)∧, where

ζ ′
0

jβ (Fp+⌊α−β⌋M
β)∧ is the term for s = 0 and l = 0 in (5.22). Since

jβ + β + n ⩾ 0, by (iii) of Lemma 5.27, we have jβ = jβ−1 = 0. Therefore,
we have

ζ ′
0

−1 ·ζ ′
0

jβ (F⌊p−β+α⌋M
β)∧ = ζ ′

0
−1(Fp+⌊α−β⌋M

β)∧

= (∂znFp+⌊α−β⌋M
β)∧

⊂ (Fp+⌊α−β⌋+1M
β−1)∧

= ζ ′
0

jβ−1(Fp+⌊α−(β−1)⌋M
β−1)∧ (by jβ = jβ−1).
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The last term is contained in F irr
α+pV

−1
ζ′

0
(M∧ ⊗C[ζn] C[ζ±1

n ]). This completes
the proof of (i).

(ii) follows from the strict specializability Corollary 5.33. □

For a filtered D-module (M,F•M) on U∨
n , we define (M,F•M)[∗{ζ ′

0 =
0}] as the filtered D-module M(∗{ζ ′

0 = 0}) with the filtration defined by
the same formula as (v) of Proposition 3.3. Then, we can write

(M∧ ⊗C[ζn] C[ζ±1
n ], F irr

α+•(M∧ ⊗C[ζn] C[ζ±1
n ]))

= (M∧ ⊗C[ζn] C[ζ±1
n ], F irr

α+•(M∧ ⊗C[ζn] C[ζ±1
n ]))[∗{ζ ′

0 = 0}]

This corollary means that the irregular Hodge filtration has the same prop-
erties as the Hodge filtration of the localization of an usual mixed Hodge
module.

Obviously, we have the same statement also for the irregular Hodge filtra-
tion of N∧|U∨

i
for i = 1, . . . , n−1. Therefore, we can restate Corollaries 5.33

and 5.35 as follows.

Corollary 5.36. — For α ∈ [0, 1), the irregular Hodge filtration
F irr

α+•N
∧ has the strict specializability property along D∨

∞. Moreover, we
have

(N∧, F irr
α+•N

∧) = (N∧, F irr
α+•N

∧)[∗D∨
∞].

Remark 5.37. — We will later prove that the filtration {F irr
p N∧}p∈Z is

the Hodge filtration of a mixed Hodge module (Corollary 5.51). Since the
Hodge filtration of a mixed Hodge module is strictly specializable along any
divisor, Corollary 5.36 for α = 0 follows also from this fact. Corollary 5.36 is
an improvement on it since it says that the strict specializability properties
hold also for other α ∈ [0, 1).

Remark 5.38. — By (5.18), the restriction of F irr
α+p(M∧ ⊗C[ζn] C[ζ±1

n ]) to
U∨

0 ∩ U∨
n is ∑

β∈R
(Fp+⌊α−β⌋M

β)∧ ⊗C[ζn] C[ζ±1
n ].

Therefore, the computation (5.18) is consistent with Theorem 5.24.

Remark 5.39. — We remark that we can generalize all the results in this
subsection, especially Theorems 5.24 and 5.31, to mixed Hodge modules
on a vector bundle on a smooth algebraic variety. For this purpose, it is
enough to prove them in the case of trivial vector bundles. We omit the
details.
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5.4. The irregular Hodge filtration and the mixed Hodge
module structure of M∧

We continue to consider the setting of the previous subsection. In Sec-
tion 4, we defined a mixed Hodge module structure on M∧ and thus M∧

is equipped with the Hodge filtration F•M
∧. On the other hand, in the

previous subsection we computed the irregular Hodge filtration F irr
α+•M

∧

on M∧ for α ∈ [0, 1). In this subsection, we will prove the following.

Theorem 5.40. — We have the equality

F irr
p M∧ = FpM

∧

for any p ∈ Z.

By Theorem 5.24, we have the following.

Corollary 5.41. — For p ∈ Z, we have

FpM
∧ =

⊕
β∈R

(Fp+⌊−β⌋M
β)∧.

Recall that the mixed Hodge module structure on M∧ is defined by
the formula (4.9). Since it is difficult to compute the Hodge filtration of
the pushforward of a mixed Hodge module in general, it is also difficult
to compute FpM

∧ just following the definition. So, we take a different
approach, which takes the advantage of the strength of the theory of mixed
twistor D-modules and the irregular Hodge theory.

Notation 5.42. — For an Rint-module M and an integer l ∈ Z, we set

M (l) := λlM .

Note that if M is the Rees module RFM corresponding to a filtered D-
module (M,F•M), we have

M (l) = RF (M(l)),

where M(l) is the Tate twist of the filtered D-module (M,F•M).

We need to generalize Lemmas 4.15 and 4.17 to R-modules.

Lemma 5.43. — Let M1 and M2 be the underlying Rint-modules of
mixed twistor D-modules on a smooth algebraic variety X. Assume that
the intersection of the characteristic varieties Ch(M1) and Ch(M2) is con-
tained in a zero section Cλ × T ∗X. Then, for an algebraic variety Y with
a morphism f : Y → X, we have

Tf !M1 ⊗ Tf !M2 = Tf !(M1 ⊗ M2)(df )[df ],

where we put df := dimY − dimX.
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Remark 5.44. — In [9], we say “M1 and M2 are non-characteristic” if
the assumption in Lemma 5.43 holds.

Proof. — Let ∆X : X → X × X and ∆Y : Y → Y × Y be the diagonal
embeddings. By the assumption, ∆X is non-characteristic with respect to
M1 ⊠M2. Therefore, by [9, Corollary 4.56], dimX(= 2 dimX − dimX)-th
one is the only non-trivial cohomology of T∆!

X(M1 ⊠ M2), and we have

(5.28) Hdim X(T∆!
X(M1 ⊠ M2)) ≃ ∆∗

X(M1 ⊠ M2)(− dimX).

The RHS is M1 ⊗ M2(− dimX). By using this fact, we have
Tf !M1 ⊗ Tf !M2 ≃ T∆!

Y (Tf !M1 ⊠
Tf !M2)(dimY )[dimY ]

≃ T∆!
Y

T(f × f)!(M1 ⊠ M2)(dimY )[dimY ]

≃ Tf !T∆!
X(M1 ⊠ M2)(dimY )[dimY ]

≃ Tf !(M1 ⊗ M2)(df )[df ]. □

Let E be an algebraic vector bundle over a smooth algebraic variety X.

Lemma 5.45. — Let Y be a smooth algebraic variety and f : Y → X

a morphism. We denote by u (resp. u∨) the natural morphism f∗E → E

(resp. f∗E∨ → E∨). For the underlying Rint-module M of an integrable
mixed twistor D-module on E, we have a natural isomorphism in the cat-
egory of Rint-modules

(Hj(Tu!M ))∧ ≃ Hj(T(u∨)!
M ∧) (j ∈ Z).

Proof. — We consider the following diagram

f∗E

u

��

f∗E ×Y f∗E∨

u×u∨

��

q′
//p′

oo f∗E∨

u∨

��
E E ×X E∨ q //poo E∨

.

Note that since any projection is non-characteristic with respect to any
R-module, we have

T(p′)! ≃ (p′)∗(nE)[nE ],

where nE is the rank of E. Moreover, we have

E
−φ/λ
f∗E×Y f∗E∨ ≃ (u× u∨)∗E

−φ/λ
E×X E

≃ T(u× u∨)!E
−φ/λ
E×X E(−df )[−df ].

ANNALES DE L’INSTITUT FOURIER



MONODROMIC MIXED HODGE MODULE 61

Therefore, we have

(Hj(Tu!M ))∧

≃ Tq′
∗((p′)∗(HjTu!M ) ⊗ E −φ/λ)

≃ HjTq′
∗((p′)∗(Tu!M ) ⊗ E −φ/λ)

≃ HjTq′
∗(T(p′)!(Tu!M ) ⊗ T(u× u∨)!

E −φ/λ)(−df − nE)[−df − nE ]

≃ HjTq′
∗(T(u× u∨)!(Tp!M ) ⊗ T(u× u∨)!

E −φ/λ)(−df − nE)[−df − nE ]

≃ HjTq′
∗(T(u× u∨)!((Tp!M ) ⊗ E −φ/λ))(−nE)[−nE ]

≃ HjT(u∨)!(Tq∗((Tp!M ) ⊗ E −φ/λ))(−nE)[−nE ]

≃ HjT(u∨)!(Tq∗((p∗M ) ⊗ E −φ/λ))

= HjT(u∨)!
M ∧,

where the second isomorphism follows from the exactness of Fourier–Laplace
transform, the 4-th isomorphism follows from Lemma 5.43 and the 6-th
isomorphism follows from the base change: [8, Proposition 14.3.27]. □

Lemma 5.46. — Let f : X → Y be a morphism between smooth alge-
braic variety X and Y and M (resp. L ) be the underlying Rint-module
of an integrable mixed twistor D-module (resp. a smooth integrable mixed
twistor D-module, i.e. an admissible variation of mixed twistor structure)
on X (resp. Y ). Then, we have the following isomorphism in the derived
category of Rint-modules:

Tf∗(M ⊗ f∗L ) ≃ Tf∗M ⊗ L .

Proof. — Take a smooth variety X containing X such that HX := X \X
is a divisor in X, and a proper morphism f : X → Y which induces f : X →
Y . Moreover, take the underlying Rint-module M̃ of a mixed twistor D-
module on X whose restriction M̃ |X is M . Then, we have

Tf∗(M ⊗ f∗L ) = Tf∗((M̃ ⊗ f∗L )[∗HX ]).

Let ∆X : X ↪→ X × X and ∆Y : Y ↪→ Y × Y be the diagonal embedding.
Then, by [9, Proposition 4.58], we have

(M̃ ⊗ f∗L )[∗HX ] ≃ T∆!
X

(M̃ [∗HX ] ⊠ f∗L )(dimX)[dimX].
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Therefore, we have

(5.29)

Tf∗(M ⊗ f∗L ) ≃ Tf∗
T∆!

X
(M̃ [∗HX ] ⊠ f∗L )(dimX)[dimX]

≃ T∆!
Y

T(f × f)∗(M̃ [∗HX ] ⊠ f∗L )(dimX)[dimX]

≃ T∆!
Y (f × f)†(M̃ [∗HX ] ⊠ f∗L )(dimX)[dimX].

where we used the base change for the second isomorphism. Let pX,i (resp.
pY,i) be the i-th projection (i = 1, 2) of X × X (resp. Y × Y ). Then, we
have

(5.30) (f × f)†(M̃ [∗HX ] ⊠ f∗L )

= (f × f)†(p∗
X,1M̃ [∗HX ] ⊗ p∗

X,2f
∗L )

= (f × f)†(p∗
X,1M̃ [∗HX ] ⊗ (f × f)∗p∗

Y,2L )

= (f × f)†(p∗
X,1M̃ [∗HX ]) ⊗ p∗

Y,2L ,

where the final isomorphism follows from the projection formula. Moreover,
since Tp!

X,1 ≃ p∗
X,1(dimX)[dimX], we have

(f × f)†(p∗
X,1(M̃ [∗HX ])) ≃ T(f × f)∗

Tp!
X,1(M̃ [∗HX ])(− dimX)[− dimX]

≃ T(f × f)∗
Tp!

X,1(M̃ [∗HX ])(− dimX)[− dimX]

≃ Tp!
Y,1

Tf∗(M̃ [∗HX ])(− dimX)[− dimX]

≃ p∗
Y,1

Tf∗(M )(df )[df ],

where we used the base change formula for the third isomorphism. Com-
bining it with (5.29) and (5.30), we obtain

Tf∗(M ⊗ f∗L ) ≃ T∆!
Y (Tf∗(M ) ⊠ L )(dimY )[dimY ]

≃ Tf∗(M ) ⊗ L ,

where the last isomorphism follows from (5.28) (or [9, Proposition 4.58]).
□

Lemma 5.47. — Let F be another vector bundle over X, f : E → F a
morphism and nE (resp. nF ) the rank of the vector bundle E (resp. F ).
We denote by tf : F∨ → E∨ its transpose morphism. For the underlying
Rint-module M of an integrable mixed twistor D-module on E, we have a
natural isomorphism in the category of Rint-modules

(HjTf∗M )∧ ≃ Hj+nf (T(tf)!
M ∧)(nf ),

where we put nf := nE − nF .
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Proof. — We consider the following diagram

E

f

��

E ×X E∨ q //poo E∨

E ×X F∨

f×1
��

q′′

$$

p′′

dd

1×tf

OO

F F ×X F∨ q′
//p′

oo F∨.

tf

OO

Then, in the same way as the argument in the proof of Lemma 5.45, we
have

(5.31) (HjTf∗M )∧

≃ HjTq′
∗((p′)∗Tf∗M ⊗ E −φ/λ)

≃ HjTq′
∗(T(p′)!Tf∗M ⊗ E −φ/λ)(−nF )[−nF ]

≃ HjTq′
∗(T(f × 1)∗

T(p′′)!
M ⊗ E −φ/λ)(−nF )[−nF ]

≃ HjTq′
∗

T(f × 1)∗(T(p′′)!
M ⊗ (f × 1)∗E −φ/λ)(−nF )[−nF ]

≃ HjTq′′
∗(T(p′′)!

M ⊗ (f × 1)∗E −φ/λ)(−nF )[−nF ]

where we used the base change formula for the third isomorphism and
Lemma 5.46 for the 4-th isomorphism. Since 1 × tf is non-characteristic
with respect to E

−φ/λ
E×X E∨ , we have

(f × 1)∗E
−φ/λ
F ×X F ∨ ≃ (1 × tf)∗E

−φ/λ
E×X E∨

≃ T(1 × tf)!E
−φ/λ
E×X E∨(nf )[nf ].

Therefore, we have

T(p′′)!
M ⊗(f×1)∗E −φ/λ ≃ T(1 × tf)!Tp!M ⊗ T(1 × tf)!E −φ/λ(nf )[nf ]

≃ T(1 × tf)!(Tp!M ⊗ E −φ/λ)(−nf )[−nf ](nf )[nf ]

≃ T(1 × tf)!(Tp!M ⊗ E −φ/λ),
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where we used Lemma 5.43 for the second isomorphism. Combining it
with (5.31), we have

(HjTf∗M )∧ ≃ HjTq′′
∗

T(1 × tf)!(Tp!M ⊗ E −φ/λ)(−nF )[−nF ]

≃ HjT(tf)!Tq∗(Tp!M ⊗ E −φ/λ)(−nF )[−nF ]

≃ HjT(tf)!Tq∗(p∗M ⊗ E −φ/λ)(nf )[nf ]

≃ Hj+nf T(tf)!
M ∧(nf ),

where we used the base change formula for the second isomorphism. This
completes the proof. □

For a vector bundle E over X, we use the morphisms ω : E×XE → C×E,
p : E ×X E∨ → E and ι : E∨ ↪→ C∨ × E∨ defined in Section 4 just before
Lemma 4.18. We define the terminology: “monodromic R-modules” in a
similar way to Definition 2.3.

Lemma 5.48. — For the underlying Rint-module M of an integrable
mixed twistor D-module on E, assume that M is monodromic. Then, we
have an isomorphism:

(5.32) M ∧ ≃ H1Tι!(H0Tω∗p
∗M )∧(1).

Proof. — Since p is a projection, we have
Tp!M ≃ p∗M (dimX)[dimX].

Moreover, since (Hjω†p
∗M)∧ is monodromic by Lemma 4.19, ι is non-

characteristic with respect to (HjTω∗p
∗M )∧. Therefore, we have

Tι!(H0Tω∗p
∗M )∧ ≃ ι∗(H0Tω∗p

∗M )∧(−1)[−1].

Therefore, we have

H1Tι!(H0Tω∗p
∗M )∧

≃ H1Tι!(HnE−1T(tω)!(p∗M )∧)(nE − 1) (by Lemma 5.47)

≃ H1Tι!(HnE−1T(tω)!(H−nE Tp!M )∧)(−nE)(nE − 1)

≃ H1Tι!(HnE−1T(tω)!(H−nE Tp∨!
M ∧))(−1) (by Lemma 5.45)

≃ H0T(p∨ ◦ tω ◦ ι)!M ∧(−1)
≃ M ∧(−1). □

Let us consider the irregular Hodge filtration of the right hand side
of (5.32). Remark that if an R-module M1 on C∨ × E∨ is monodromic
with respect to C∨-direction, ι is non-characteristic with respect to M1. In
particular, we have H1Tι!M1 ≃ ι∗M1(−1).
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Lemma 5.49. — Let M1 be the underlying Rint-module of an irregular
Hodge module on C∨ × E∨ and its underlying D-module is denoted by
M1. Assume that M1 (resp. τM1) is monodromic with respect to the C∨-
direction (resp. Cτ -direction). Moreover, assume thatH1Tι!M1(= ι∗M1(−1))
is the underlying Rint-module of an irregular Hodge module on E∨. Then,
for α ∈ [0, 1), we have

(5.33) F irr
α+•ι

∗M1 = ι∗F irr
α+•+1M1,

where we regard ι∗M1 as the underlying D-module of H1Tι!M1.

Proof. — Consider the rescaling τ(ι∗M1) (resp. τM1), which is an object
on Cτ × E∨ (resp. Cτ × C∨ × E∨). We denote by the same symbol ι the
inclusion Cτ ×E∨ ↪→ Cτ × C∨ ×E∨. Then, by the definition, it is obvious
that we have

τ(ι∗M1) ≃ ι∗τM1.

Note that for γ ∈ R we have

(5.34) V γ
τ (τM1) =

⊕
β⩾γ

(τM1)γ ,

where (τM1)γ =
⊕

k⩾0 Ker(τðτ − γ)k ⊂ τM1. Moreover, it is clear that for
β ∈ R we have

(ι∗τM1)β = ι∗(τM1)β .

Therefore, we have

V γ
τ ι

∗τM1 =
⊕
β⩾γ

ι∗(τM1)β

= ι∗V γ
τ (τM1) (by (5.34)).

Hence, we obtain

i∗τ=λV
β

τ (ι∗τM1(−1)) = λ−1ι∗(i∗τ=λV
β

τ (τM1))),

in ι∗M1[λ±1]. This equality means the equality (5.33). □

Remark 5.50. — In [9] (see Theorem 1.5 in loc. cit.), Lemma 5.49 and
some stronger results are shown in a more general situation. For example,
H1Tι!N is always an irregular Hodge module. But, we do not need it here.

Proof of Theorem 5.40. — By Lemma 5.48, we have

F irr
p M∧ ≃ F irr

p−1H
1ι†(H0ω†H

−np†M)∧.

By Lemma 5.49, the RHS is equal to

(5.35) ι∗F irr
p (H0ω†H

−np†M)∧.
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By (4.3) and Theorem 5.24, the Hodge filtration (defined by Lemma 4.10)
of the Fourier–Laplace transform of a monodromic mixed Hodge module
on a line bundle coincides with the irregular Hodge filtration (for α = 0).
Therefore, for p ∈ Z we have

(5.36) F irr
p (H0ω†H

−np†M)∧ = Fp(H0ω†H
−np†M)∧,

where the RHS is the Hodge filtration defined by Lemma 4.10. Hence, (5.35)
is equal to

ι∗Fp(H0ω†H
−np†M)∧.

On the other hand, by Definition 4.20, we have

FpM
∧ = Fp−1H

1ι†(H0ω†H
−np†M)∧.

By the definition of the pullback functor H1ι† (between the category of
mixed Hodge modules), we have

Fp−1H
1ι†(H0ω†H

−np†M)∧ ≃ ι∗Fp(H0ω†H
−np†M)∧.

Combining these equality together, we obtain

FpM
∧ = F irr

p M∧. □

Finally, we discuss the relationship between the irregular Hodge filtra-
tion and the Hodge filtration of M∧ “at infinity”. Let M∧ be the mixed
Hodge module defined in Definition 4.20. Moreover, let M̃∧ be the mixed
Hodge module which is the unique extension of M∧ to Pn

ξ such that
M̃∧ = M̃∧[∗D∨

∞]. We denote by M̃∧ the underlying D-module. Then,
we have (by Lemma 4.5)

M̃∧ = N∧,

where N is the one defined in the first part of Subsection 5.3. By Theo-
rem 5.40 and Corollary 5.36, we have the following.

Corollary 5.51. — We have

F irr
p N∧ = FpM̃∧,

for any p ∈ Z. In particular, the irregular Hodge filtration {F irr
p N∧}p∈Z

(for α = 0) is the Hodge filtration of a mixed Hodge module.
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