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MERSENNE

# ORTHOGONAL POLYNOMIALS WITH PERIODICALLY MODULATED RECURRENCE COEFFICIENTS IN THE JORDAN BLOCK CASE 

by Grzegorz ŚWIDERSKI \& Bartosz TROJAN (*)


#### Abstract

We study orthogonal polynomials with periodically modulated recurrence coefficients when 0 lies on the hard edge of the spectrum of the corresponding periodic Jacobi matrix. In particular, we show that their orthogonality measure is purely absolutely continuous on a real half-line and purely discrete on its complement. Additionally, we provide the constructive formula for the density in terms of Turán determinants. Moreover, we determine the exact asymptotic behavior of the orthogonal polynomials. Finally, we study scaling limits of the Christoffel-Darboux kernel.

Résumé. - Nous étudions des polynômes orthogonaux avec coefficients de récurrence périodiquement modulés, lorsque 0 est une véritable extrémité du spectre de la matrice de Jacobi périodique correspondante. En particulier, nous montrons que leur mesure d'orthogonalité est purement absolument continue sur une demidroite réelle et purement discrète sur son complémentaire. De plus, nous fournissons une formule constructive pour la densité, en termes de déterminants de Turán. Nous déterminons aussi le comportement asymptotique exact des polynômes orthogonaux. Enfin, nous étudions les limites d'échelle du noyau de Christoffel-Darboux.


## 1. Introduction

Let $\mu$ be a probability measure on the real line with infinite support such that for every $n \in \mathbb{N}_{0}$,

$$
\text { the moments } \int_{\mathbb{R}} x^{n} \mathrm{~d} \mu(x) \quad \text { are finite. }
$$

[^0]Let us denote by $L^{2}(\mathbb{R}, \mu)$ the Hilbert space of square-integrable functions equipped with the scalar product

$$
\langle f, g\rangle=\int_{\mathbb{R}} f(x) \overline{g(x)} \mathrm{d} \mu(x)
$$

By performing on the sequence of monomials ( $x^{n}: n \in \mathbb{N}_{0}$ ) the GramSchmidt orthogonalization process one obtains the sequence of polynomials ( $p_{n}: n \in \mathbb{N}_{0}$ ) satisfying

$$
\begin{equation*}
\left\langle p_{n}, p_{m}\right\rangle=\delta_{n m} \tag{1.1}
\end{equation*}
$$

where $\delta_{n m}$ is the Kronecker delta. Moreover, ( $p_{n}: n \in \mathbb{N}_{0}$ ) satisfies the following recurrence relation

$$
\begin{align*}
p_{0}(x) & =1, \quad p_{1}(x)=\frac{x-b_{0}}{a_{0}}  \tag{1.2}\\
x p_{n}(x) & =a_{n} p_{n+1}(x)+b_{n} p_{n}(x)+a_{n-1} p_{n-1}(x), \quad n \geqslant 1
\end{align*}
$$

where

$$
a_{n}=\left\langle x p_{n}, p_{n+1}\right\rangle, \quad b_{n}=\left\langle x p_{n}, p_{n}\right\rangle, \quad n \geqslant 0 .
$$

Notice that for every $n, a_{n}>0$ and $b_{n} \in \mathbb{R}$. The pair ( $a_{n}: n \in \mathbb{N}_{0}$ ) and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ is called the Jacobi parameters. Another central object of this article is the Christoffel-Darboux kernel $K_{n}$ which is defined as

$$
\begin{equation*}
K_{n}(x, y)=\sum_{j=0}^{n} p_{j}(x) p_{j}(y) \tag{1.3}
\end{equation*}
$$

The classical topic in analysis is studying the asymptotic behavior of orthogonal polynomials ( $p_{n}: n \in \mathbb{N}_{0}$ ) which often leads to computing the asymptotics of the Christoffel-Darboux kernel. To motivate the interest in the Christoffel-Darboux kernel see surveys [35] and [53].

When the starting point is the measure $\mu$ there is a rather good understanding of both orthogonal polynomials and the Christoffel-Darboux kernel. In particular, for the measures with compact support, see e.g. [30, $34,65,70,72]$; for the measures with the support being the whole real line, see e.g. [10, 33]; for the measures with the support being a half-line, see e.g. $[3,6,7,68,69]$; and for discrete measures, see e.g. the monograph [67].

Instead of taking the measure $\mu$ as the starting point one can consider polynomials ( $p_{n}: n \in \mathbb{N}_{0}$ ) satisfying the three-term recurrence relation (1.2) for a given sequences $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and ( $b_{n}: n \in \mathbb{N}_{0}$ ) such that $a_{n}>0$ and $b_{n} \in \mathbb{R}$. In view of the Favard's theorem (see, e.g. [4, Theorem II.3.1]), there is a probability measure $\nu$ such that $\left(p_{n}: n \in \mathbb{N}_{0}\right)$ is orthonormal in $L^{2}(\mathbb{R}, \nu)$. The measure $\nu$ is unique, if and only if there is exactly one measure with the same moments as $\nu$. In such a case the measure
$\nu$ is called determinate and will be denoted by $\mu$. A sufficient condition for the determinacy of $\nu$ is given by the Carleman's condition, that is

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{1}{a_{n}}=\infty \tag{1.4}
\end{equation*}
$$

(see, e.g. [50, Corollary 6.19]). Let us recall that the orthogonality measure has compact support, if and only if the Jacobi parameters are bounded, namely

$$
\begin{equation*}
\sup _{n \in \mathbb{N}_{0}} a_{n}<\infty \quad \text { and } \quad \sup _{n \in \mathbb{N}_{0}}\left|b_{n}\right|<\infty \tag{1.5}
\end{equation*}
$$

The corresponding theory is very well developed. In particular it covers the cases of constant, periodic, or almost periodic Jacobi parameters and compact perturbations thereof, see, e.g. [5, 8, 28, 48]. However, to the best of the authors' knowledge, the most techniques used in the bounded case, compare the recent monograph [54], cannot be adapted when Jacobi parameters are unbounded, that is when the condition (1.5) is violated.

In this article we are exclusively interested in unbounded Jacobi parameters that belong to the class of periodically modulated sequences. This class was introduced in [25], and it is systematically studied since then. To be precise, let $N$ be a positive integer. We say that the Jacobi parameters ( $a_{n}: n \in \mathbb{N}_{0}$ ) and ( $b_{n}: n \in \mathbb{N}_{0}$ ) are $N$-periodically modulated if there are two $N$-periodic sequences $\left(\alpha_{n}: n \in \mathbb{Z}\right)$ and $\left(\beta_{n}: n \in \mathbb{Z}\right)$ of positive and real numbers, respectively, such that
(a) $\lim _{n \rightarrow \infty} a_{n}=\infty$,
(b) $\lim _{n \rightarrow \infty}\left|\frac{a_{n-1}}{a_{n}}-\frac{\alpha_{n-1}}{\alpha_{n}}\right|=0$,
(c) $\lim _{n \rightarrow \infty}\left|\frac{b_{n}}{a_{n}}-\frac{\beta_{n}}{\alpha_{n}}\right|=0$.

It turns out that the properties of the measure $\mu$ corresponding to $N$ periodically modulated Jacobi parameters depend on the matrix $\mathfrak{X}_{0}(0)$ where

$$
\mathfrak{X}_{0}(x)=\prod_{j=0}^{N-1}\left(\begin{array}{cc}
0 & 1  \tag{1.6}\\
-\frac{\alpha_{j-1}}{\alpha_{i}} & \frac{x-\beta_{j}}{\alpha_{j}}
\end{array}\right) .
$$

More specifically, one can distinguish four cases:
(I) if $\left|\operatorname{tr} \mathfrak{X}_{0}(0)\right|<2$, then, under some regularity assumptions on Jacobi parameters, the measure $\mu$ is purely absolutely continuous on $\mathbb{R}$ with positive continuous density, see $[23,25,56,58,59]$;
(II) if $\left|\operatorname{tr} \mathfrak{X}_{0}(0)\right|=2$, then we have two subcases:
(a) if $\mathfrak{X}_{0}(0)$ is diagonalizable, then, under some regularity assumptions on Jacobi parameters, there is a compact interval $I \subset \mathbb{R}$ such that the measure $\mu$ is purely absolutely continuous on $\mathbb{R} \backslash I$ with positive continuous density and it is purely discrete in the interior of $I$, see $[11,12,13,15,16,21,22,27,49,56,57,63]$;
(b) if $\mathfrak{X}_{0}(0)$ is not diagonalizable, then only certain examples have been studied, see $[9,14,24,26,40,41,41,42,43,44,47,55,71]$. Then usually the measure $\mu$ is purely absolutely continuous on a real half-line and discrete on its complement;
(III) if $\left|\operatorname{tr} \mathfrak{X}_{0}(0)\right|>2$, then, under some regularity assumptions on Jacobi parameters, the measure $\mu$ is purely discrete with the support having no finite accumulation points, see $[18,25,63,64]$;
One can describe these four cases geometrically. Specifically, we have

$$
\left(\operatorname{tr} \mathfrak{X}_{0}\right)^{-1}((-2,2))=\bigcup_{j=1}^{N} I_{j}
$$

where $I_{j}$ are disjoint open non-empty bounded intervals whose closures might touch each other. Let us denote

$$
\begin{equation*}
I_{j}=\left(x_{2 j-1}, x_{2 j}\right) \quad(j=1,2, \ldots, N) \tag{1.7}
\end{equation*}
$$

where the sequence $\left(x_{k}: k=1,2, \ldots, 2 N\right)$ is increasing. Then we are in the case (I) if 0 belongs to some interval (1.7), in the case (IIa) if 0 lies on the boundary of exactly two intervals, in the case (IIb) if 0 lies on the boundary of exactly one interval and in (III) in the remaining cases. An example for $N=4$ is presented in Figure 1.1.


Figure 1.1. An example for $N=4$. If $0=x_{4}$, then we are in the case (IIa), while $0 \in\left\{x_{1}, x_{2}, x_{3}, x_{6}, x_{7}, x_{8}\right\}$ corresponds to the case (IIb).

In this article we focus on the case (IIb). Since nowadays there is a rather good understanding of the remaining cases, our results complete the study of the basic properties of periodic modulations.

Before we go any further let us recall a few definitions. We say that a sequence of real numbers $\left(x_{n}: n \in \mathbb{N}\right)$ belongs to $\mathcal{D}_{1}^{N}$, if

$$
\sum_{n=1}^{\infty}\left|x_{n+N}-x_{n}\right|<\infty
$$

If $N=1$ we usually drop the superscript from the notation. For a matrix

$$
X=\left(\begin{array}{ll}
x_{1,1} & x_{1,2} \\
x_{2,1} & x_{2,2}
\end{array}\right)
$$

we set $[X]_{i, j}=x_{i, j}$. Let

$$
\operatorname{sinc}(x)= \begin{cases}\frac{\sin (x)}{x} & \text { if } x \neq 0 \\ 1 & \text { otherwise }\end{cases}
$$

In our first result we identify the location of the discrete part of the measure $\mu$, see Theorem 4.1 for the proof.

Theorem A. - Suppose that Jacobi parameters ( $a_{n}: n \in \mathbb{N}_{0}$ ) and ( $b_{n}: n \in \mathbb{N}_{0}$ ) are $N$-periodically modulated and such that $\mathfrak{X}_{0}(0)$ is not diagonalizable. Assume further that

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

Then there is an explicit polynomial $\tau$ of degree 1 (see (3.1)) such that the measure $\mu$ restricted to

$$
\Lambda_{+}=\tau^{-1}((0, \infty))
$$

is purely discrete. More precisely ${ }^{(1)},(\operatorname{supp} \mu)^{\prime} \cap \Lambda_{+}=\emptyset$.
In the next theorem we study convergence of $N$-shifted Turán determinants. We prove that they are related to the density of the measure $\mu$. In this manner, we constructively prove that $\mu$ is absolutely continuous on the set

$$
\Lambda_{-}=\tau^{-1}((-\infty, 0))
$$

Let us recall that $N$-shifted Turán determinant is defined as

$$
\begin{aligned}
\mathscr{D}_{n}(x) & =\operatorname{det}\left(\begin{array}{cc}
p_{n+N-1}(x) & p_{n-1}(x) \\
p_{n+N}(x) & p_{n}(x)
\end{array}\right) \\
& =p_{n}(x) p_{n+N-1}(x)-p_{n-1}(x) p_{n+N}(x)
\end{aligned}
$$

The approach to proving absolute continuity of the measure $\mu$ with compact support by means of Turán determinants has been started in [45] and later developed in [17, 37, 39], see also the survey [46]. In [56, 57, 59] an extension to measures with unbounded support has been accomplished. For the proof of the following theorem see Theorems 5.1 and 7.4.
${ }^{(1)}$ For a set $X \subset \mathbb{R}$ by $X^{\prime}$ we denote the set of its accumulation points.

Theorem B. - Suppose that the hypotheses of Theorem A is satisfied. Let $i \in\{0,1, \ldots, N-1\}$. Then the limit

$$
\begin{equation*}
g_{i}(x)=\lim _{\substack{n \rightarrow \infty \\ n \equiv i \bmod N}} a_{n+N-1}^{3 / 2}\left|\mathscr{D}_{n}(x)\right| \tag{1.8}
\end{equation*}
$$

exists for any $x \in \Lambda_{-}$, and defines a continuous positive function. Moreover, the convergence is locally uniform. If

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(a_{n+N}-a_{n}\right)=0 \tag{1.9}
\end{equation*}
$$

then the measure $\mu$ is purely absolutely continuous on $\Lambda_{-}$with the density

$$
\begin{equation*}
\mu^{\prime}(x)=\frac{\sqrt{\alpha_{i-1}|\tau(x)|}}{\pi g_{i}(x)}, \quad x \in \Lambda_{-} . \tag{1.10}
\end{equation*}
$$

Let us note that the exponent of $a_{n+N-1}$ in front of the Turán determinant in (1.8) equals $\frac{3}{2}$. In the cases (I) and (IIa) the exponent equals 1 and 2 , respectively (see [59, Theorem B] and [57, Theorem D]).

However, there are classical orthogonal polynomials with Jacobi parameters which do not satisfy (1.9), for example, the sequence of Laguerre polynomials for which

$$
a_{n}=\sqrt{(n+1)(n+1+\lambda)}, \quad b_{n}=2 n+1+\lambda
$$

where $\lambda>-1$, thus

$$
\lim _{n \rightarrow \infty}\left(a_{n+1}-a_{n}\right)=1
$$

Let us mention that in the sequel [62] we show extensions of Theorems A and B for a larger class of Jacobi parameters without condition (1.9) covering the example above.

We also study asymptotic behavior of the orthogonal polynomials in the form similar to [17, 38, 59, 60], see also the survey [66]. For the proof of the next theorem see Theorem 7.6.

Theorem C. - Suppose that the hypotheses of Theorem A and (1.9) are satisfied. Let $i \in\{0,1, \ldots, N-1\}$. Then for any compact set $K \subset \Lambda_{-}$, there are a continuous real-valued function $\chi$ and $j_{0} \geqslant 1$ such that for all $j>j_{0}$,

$$
\begin{align*}
& \sqrt[4]{a_{(j+1) N+i-1}} p_{j N+i}(x)  \tag{1.11}\\
& \quad=\sqrt{\frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right|}{\pi \mu^{\prime}(x) \sqrt{\alpha_{i-1}|\tau(x)|}}} \sin \left(\sum_{k=j_{0}}^{j-1} \theta_{k}(x)+\chi(x)\right)+o_{K}(1)
\end{align*}
$$

where $\theta_{k}: K \rightarrow(0, \pi)$ are certain continuous functions, and $o_{K}(1)$ tends to 0 uniformly on $K$.

Let us note that in (1.11) the exponent of $a_{(j+1) N+i-1}$ equals $\frac{1}{4}$ and it is different than in the cases (I) and (IIa) where it equals $\frac{1}{2}$ (see [59, Theorem C] and [60, Theorem C]).

Finally, we prove scaling limits of the Christoffel-Darboux kernel in the form analogous to [60, 61].

Theorem D. - Under the hypotheses of Theorem $C$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}} K_{n}\left(x+\frac{u}{\rho_{n}}, x+\frac{v}{\rho_{n}}\right)=\frac{v(x)}{\mu^{\prime}(x)} \operatorname{sinc}((u-v) \pi v(x)) \tag{1.12}
\end{equation*}
$$

locally uniformly with respect to $(x, u, v) \in \Lambda_{-} \times \mathbb{R}^{2}$ where

$$
\rho_{n}=\sum_{j=0}^{n} \sqrt{\frac{\alpha_{j}}{a_{j}}}, \quad \text { and } \quad v(x)=\frac{\left|\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0)\right|}{2 \pi N \sqrt{|\tau(x)|}}
$$

For the proof of Theorem D, see Theorem 8.3. The definition of $\rho_{n}$ reflects the unusual asymptotic behavior of the orthogonal polynomials. Indeed, in the cases (I) and (IIa) we have

$$
\rho_{n}=\sum_{j=0}^{n} \frac{\alpha_{j}}{a_{j}}
$$

(see, $[61$, Theorem C] and [60, Theorem D]). Let us note that the definitions of $v$ are different in all of the three cases.

The study of sequences of the form (1.12) originates in Random Matrix Theory. They describes local fluctuations of eigenvalues of large random Hermitian matrices whose distribution is invariant under unitary transformations (the so-called unitary invariant ensembles), see e.g. the recent monograph [1] and the survey [35] for more details. In fact, the natural framework of the limits (1.12) is the subclass of determinantal point processes, called orthogonal polynomial ensembles, which contains many models considered in physics, statistical mechanics, probability theory and combinatorics, see the survey [29] for more details. For such processes the correlation functions can be expressed in terms of determinants of the Christoffel-Darboux kernels. Then the limits (1.12) imply that around any point $x \in \Lambda_{-}$the fluctuations at the scale $\rho_{n}$ are weakly convergent to the sine process, see e.g. [51, Proposition 3.10]. Let us mention that we can apply Theorem D to measures studied in [68] using Riemann-Hilbert techniques, which results in the new and previously non-considered regime, namely when $x$ stays in a compact subset of $(0, \infty)$.

Apart from the application to Random Matrix Theory, we can present a standard consequence of Theorem D that is description of the spacing of
zeros of orthogonal polynomials. To be more precise, for any $x_{0} \in \operatorname{supp}(\mu)$ let us denote by $x_{j}^{(n)}\left(x_{0}\right)$ the zeros of $p_{n}$ labeled so that

$$
\cdots<x_{-1}^{(n)}\left(x_{0}\right)<x_{0} \leqslant x_{0}^{(n)}\left(x_{0}\right)<x_{1}^{(n)}\left(x_{0}\right)<\cdots .
$$

Then Freud-Levin theorem (see [32] and [53, Theorem 23.1]) stems that (1.12) implies that for any $x_{0} \in \Lambda_{-}$and any $j \in \mathbb{Z}$ we have the following spacing of zeros

$$
\lim _{n \rightarrow \infty} \rho_{n}\left(x_{j+1}^{(n)}\left(x_{0}\right)-x_{j}^{(n)}\left(x_{0}\right)\right)=\frac{1}{v\left(x_{0}\right)}
$$

Observe that the limit does not involve the value of $\mu^{\prime}$ at all.
Next, let us briefly describe a class of bounded Jacobi parameters which is closely related to periodically modulated Jacobi parameters considered in this article. Let $N$ be a positive integer. We say that the Jacobi parameters $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-asymptotically periodic if there are two $N$-periodic sequences ( $\alpha_{n}: n \in \mathbb{N}_{0}$ ) and ( $\beta_{n}: n \in \mathbb{N}_{0}$ ) of positive and real numbers, respectively, such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|a_{n}-\alpha_{n}\right|=0 \quad \text { and } \quad \lim _{n \rightarrow \infty}\left|b_{n}-\beta_{n}\right|=0 \tag{1.13}
\end{equation*}
$$

A brief description of the current state of the art for the class of asymptotically periodic Jacobi parameters can be found in [59, Section 7.1]. In particular, we always have $(\operatorname{supp} \mu)^{\prime}=\left(\operatorname{tr} \mathfrak{X}_{0}\right)^{-1}([-2,2])$ where $\mathfrak{X}_{0}$ is the matrix defined in (1.6). Moreover, we can distinguish three subsets of the real line:
(1) $\left(\operatorname{tr} \mathfrak{X}_{0}\right)^{-1}((-2,2))$ : Under some regularity assumptions on Jacobi parameters, e.g. $\left(a_{n}: n \in \mathbb{N}_{0}\right),\left(b_{n}: n \in \mathbb{N}_{0}\right) \in \mathcal{D}_{1}^{N}$, the measure $\mu$ is absolutely continuous with positive density on this set, see [17, Theorem 6];
(2) $\left(\operatorname{tr} \mathfrak{X}_{0}\right)^{-1}(\{-2,2\})$ : The set contains at most $2 N$ points. In fact, this set is not sufficiently well-understood, see e.g. [36];
(3) $\mathbb{R} \backslash\left(\operatorname{tr} \mathfrak{X}_{0}\right)^{-1}([-2,2])$ : The measure $\mu$ restricted to this set is always discrete.
Observe that (1), (2) and (3) is an analogue of (I), (II) and (III), respectively. However, there is one crucial difference: for periodic modulations everything depends only on the properties of $\mathfrak{X}_{0}(0)$ whereas for asymptotically periodic case all of the sets (1)-(3) are always present. The proof of discreteness of $\mu$ in the set (3) is an easy consequence of the Weyl perturbation theorem applied to the associated Jacobi matrix and it uses (1.13) only. In comparison, for unbounded Jacobi parameters usually it is not possible to use this technique, see [31]. Instead to prove discreteness of the measure
$\mu$ one uses the asymptotic analysis, see [63]. We implement this idea in the proof of Theorem A. The analogues of Theorems B and C in the set (1) are proven in [17] by means of discrete Green functions. Recently, in [59] we found an alternative approach based on diagonalization of transfer matrices. We extend this idea in Theorems B and C. Finally, the analogue of Theorem D in the set (1) has been proven in [65, Theorem 2.2] with a help of logarithmic potential theory. Since this technique is not available for unbounded Jacobi parameters, in $[60,61]$ we took a different approach exploiting asymptotics of orthogonal polynomials. In Theorem D we adapt this idea to the current setup.

Let us comment the relation of our results to the available literature. In Theorems A-D we consider a wide class of $N$-periodically modulated Jacobi parameters satisfying regularity conditions expressed in terms of the total variation of certain sequences. In the case $N=1$, the most general class of Jacobi parameters has been studied in the articles [40, 41] where $\mathcal{D}_{1}$-type condition has been combined with $\ell^{1}$-type condition. Under certain additional hypotheses, the author obtained a weaker variant of Theorem A as well as asymptotics of generalized eigenvectors and absolute continuity of the measure $\mu$. However, there are no analogues of Theorems B, C nor D. In a recent preprint [44] the authors proved a variant of Theorem C for $\ell^{1}$-type perturbations of the sequences $a_{n}=(n+1)^{\gamma}, b_{n}=-2(n+1)^{\gamma}$ for $\gamma \in(0,1)$. Since in this context $\mathcal{D}_{1}$-type conditions do not cover $\ell^{1}$-type perturbations, in Section 9 we generalize Theorems A-D to $\ell^{1}$-type perturbations of sequences satisfying $\mathcal{D}_{1}$-type conditions. In particular, our class of Jacobi parameters properly contains those investigated in [40, 41, 44], see Section 10.1 for details. Moreover, the way we deal with $\ell^{1}$-type perturbations may have applications beyond the current setup. We also believe that $\ell^{1}$-type perturbations are rather straightforward to obtain provided that one has a good understanding of the unperturbed sequences. For this reason we consider $\mathcal{D}_{1}$-type regularity as genuinely more natural. Lastly, in the case $N>1$, only specific examples have been studied for $N=2$ giving variants of Theorem A and the absolute continuity of the measure $\mu$ with a help of subordinacy theory, see Section 10.2 for details.

We briefly outline the proofs: In this article we adapt techniques that were successful in the generic case (I) as well as in the soft edge regime (IIa). However before adapting them we have to introduce a proper modification to the recurrence system to obtain a sequence of transfer matrices which is uniformly diagonalizable. This is the main novelty of the paper. We call it shifted conjugation. The resulting transfer matrices have a form similar
to that appearing in the soft edge regime but with $a_{n}$ replaced by $\sqrt{a_{n}}$, see Section 3 for details. Our method is simpler than discrete variants of Wentzel-Kramers-Brillouin approximation which is the standard technique used in the case of Jordan block (IIb) (see [40] and the references therein).

Going back to the description of the proofs, for any compact set $K \subset$ $\Lambda_{+}$, to the conjugated system we apply the recently developed Levinson's type theorem, see [63], to produce a family of generalized eigenvectors (see Section 2.3 for the definition) $\left(u_{n}(x): n \in \mathbb{N}_{0}\right), x \in K$, such that

$$
\sum_{n=0}^{\infty} \sup _{x \in K}\left|u_{n}(x)\right|^{2}<\infty .
$$

Using the arguments as in [52], we deduce that the measure $\mu$ restricted to $\Lambda_{+}$is purely atomic and all accumulation points of its support are on the boundary of $\Lambda_{+}$, see Theorem 4.1. To study the convergence of $N$-shifted Turán determinants, first we show that the corresponding objects defined for the conjugated system multiplied by the correcting factor are close to Turán determinants for the original system. Then we prove that they constitute a uniform Cauchy sequence, see Theorem 5.1. To identify the limit we adapt the approximation procedure used in [59], which is inspired by [2] and further developed in $[56,60]$, see Theorem 7.4. We observe that the conjugated system satisfies uniform diagonalization, thus motivated by the techniques developed in [60], we manage to describe the asymptotic behavior of the generalized eigenvectors, see Theorem 6.1. However, by this method we cannot determine the factor $|\varphi|$ which is computed in Theorem 7.6 once again with the help of the approximation procedure. In the presence of $\ell^{1}$-perturbation we show that orthogonal polynomials can be expressed as generalized eigenvectors for unperturbed Jacobi parameters for a certain initial conditions. In Section 9 we explicitly construct the mapping which describes how to choose the initial conditions. It turns out that the shifted conjugation can be performed with matrices constructed for unperturbed system. All of this allows us to approximate Turán determinants by generalized Turán determinants for unperturbed sequences, as well as to find the asymptotic behavior of orthogonal polynomials.

The paper is organized as follows: In Section 2 we fix notation and formulate basic definitions. Section 3 is devoted to shifted conjugation. In Section 4 we study the measure $\mu$ restricted to $\Lambda_{+}$. The convergence of $N$-shifted generalized Turán determinants is proved in Section 5. In the following section, we study the asymptotic behavior of the orthogonal polynomials. In Section 7 we describe the approximation procedure which is
used in determining the limit of Turán determinants and the exact asymptotics of the polynomials. In Section 8, we investigate the convergence of the Christoffel-Darboux kernel. In Section 9 we show how to extend these results in the presence of the $\ell^{1}$ perturbation. Finally, Section 10 contains several examples illustrating the results of this paper and discuss how they are related to the available literature.
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## Notation

By $\mathbb{N}$ we denote the set of positive integers and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. Throughout the whole article, we write $A \lesssim B$ if there is an absolute constant $c>0$ such that $A \leqslant c B$. We write $A \asymp B$ if $A \lesssim B$ and $B \lesssim A$. Moreover, $c$ stands for a positive constant whose value may vary from occurrence to occurrence. For any compact set $K$, by $o_{K}(1)$ we denote the class of functions $f_{n}: K \rightarrow \mathbb{R}$ such that $\lim _{n \rightarrow \infty} f_{n}(x)=0$ uniformly with respect to $x \in K$.

## 2. Preliminaries

### 2.1. Stolz class

Let $N$ be a positive integer. We say that a sequence $\left(x_{n}: n \in \mathbb{N}\right)$ of vectors from a normed vector space $V$ belongs to $\mathcal{D}_{1}^{N}(V)$, if

$$
\sum_{n=1}^{\infty}\left\|x_{n+N}-x_{n}\right\|<\infty
$$

Let us recall that $\mathcal{D}_{1}^{N}(V)$ is an algebra provided $V$ is a normed algebra. If $N=1$, then we usually omit the superscript. If $V$ is the real line with Euclidean norm we abbreviate $\mathcal{D}_{1}=\mathcal{D}_{1}(V)$. Given a compact set $K \subset \mathbb{C}$ and a normed vector space $R$, we denote by $\mathcal{D}_{1}(K, R)$ the case when $V$ is the space of all continuous mappings from $K$ to $R$ equipped with the supremum norm.

### 2.2. Finite matrices

By $\operatorname{Mat}(2, \mathbb{C})$ and $\operatorname{Mat}(2, \mathbb{R})$ we denote the space of $2 \times 2$ matrices with complex and real entries, respectively, equipped with the spectral norm. Next, $\operatorname{GL}(2, \mathbb{R})$ and $\operatorname{SL}(2, \mathbb{R})$ consist of all matrices from $\operatorname{Mat}(2, \mathbb{R})$ which are invertible and of determinant equal 1, respectively.

Let us recall that symmetrization and the discriminant of a matrix $A \in$ $\operatorname{Mat}(2, \mathbb{C})$, are defined as

$$
\operatorname{sym}(A)=\frac{1}{2} A+\frac{1}{2} A^{*}, \quad \text { and } \quad \operatorname{discr}(A)=(\operatorname{tr} A)^{2}-4 \operatorname{det} A,
$$

respectively. Here $A^{*}$ denotes the Hermitian transpose of the matrix $A$.
By $\left\{e_{1}, e_{2}\right\}$ we denote the standard orthonormal basis of $\mathbb{C}^{2}$, i.e.

$$
\begin{equation*}
e_{1}=\binom{1}{0} \quad \text { and } \quad e_{2}=\binom{0}{1} \tag{2.1}
\end{equation*}
$$

Let $\langle\cdot, \cdot\rangle$ be the standard Hermitian inner product in $\mathbb{C}^{2}$.
For a sequence of square matrices $\left(C_{n}: n_{0} \leqslant n \leqslant n_{1}\right)$ we set

$$
\prod_{k=n_{0}}^{n_{1}} C_{k}=C_{n_{1}} C_{n_{1}-1} \cdots C_{n_{0}}
$$

Moreover, if $n_{0}>n_{1}$, we set

$$
\prod_{k=n_{0}}^{n_{1}} C_{k}=\mathrm{Id}
$$

A matrix $X \in \mathrm{SL}(2, \mathbb{R})$ is non-trivial parabolic if it is not a multiple of the identity and $|\operatorname{tr} X|=2$. Then $X$ is conjugated to

$$
\varepsilon\left(\begin{array}{cc}
0 & 1 \\
-1 & 2
\end{array}\right)
$$

where $\varepsilon=\operatorname{sign}(\operatorname{tr} X)$. Moreover, if

$$
X=\varepsilon T\left(\begin{array}{cc}
0 & 1 \\
-1 & 2
\end{array}\right) T^{-1}
$$

then $X$ equals

$$
\frac{\varepsilon}{\operatorname{det} T}\left(\begin{array}{cc}
\operatorname{det} T-\left(T_{11}+T_{12}\right)\left(T_{21}+T_{22}\right) & \left(T_{11}+T_{12}\right)^{2} \\
-\left(T_{21}+T_{22}\right)^{2} & \operatorname{det} T+\left(T_{11}+T_{12}\right)\left(T_{21}+T_{22}\right)
\end{array}\right) .
$$

In particular,

$$
\begin{equation*}
\frac{\left(T_{11}+T_{12}\right)\left(T_{21}+T_{22}\right)}{\operatorname{det} T}=1-\varepsilon X_{11} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left(T_{21}+T_{22}\right)^{2}}{\operatorname{det} T}=-\varepsilon X_{21} \tag{2.3}
\end{equation*}
$$

### 2.3. Jacobi matrices

Given two sequences $a=\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $b=\left(b_{n}: n \in \mathbb{N}_{0}\right)$ of positive and real numbers, respectively, by $A$ we define the closure in $\ell^{2}$ of the operator acting on sequences having finite support by the matrix

$$
\left(\begin{array}{ccccc}
b_{0} & a_{0} & 0 & 0 & \ldots \\
a_{0} & b_{1} & a_{1} & 0 & \ldots \\
0 & a_{1} & b_{2} & a_{2} & \ldots \\
0 & 0 & a_{2} & b_{3} & \\
\vdots & \vdots & \vdots & & \ddots
\end{array}\right)
$$

The operator $A$ is called Jacobi matrix. If the Carleman condition (1.4) is satisfied then the operator $A$ is self-adjoint (see e.g. [50, Corollary 6.19]). Let us denote by $E_{A}$ its spectral resolution of the identity. Then for any Borel subset $B \subset \mathbb{R}$, we set

$$
\mu(B)=\left\langle E_{A}(B) \delta_{0}, \delta_{0}\right\rangle_{\ell^{2}}
$$

where $\delta_{0}$ is the sequence having 1 on the 0 th position and 0 elsewhere. The polynomials ( $p_{n}: n \in \mathbb{N}_{0}$ ) form an orthonormal basis of $L^{2}(\mathbb{R}, \mu)$. By $\sigma(A), \sigma_{\mathrm{p}}(A), \sigma_{\text {sing }}(A), \sigma_{\mathrm{ac}}(A)$ and $\sigma_{\text {ess }}(A)$ we denote the spectrum, the point spectrum, the singular spectrum, the absolutely continuous spectrum and the essential spectrum of $A$, respectively.

A sequence ( $u_{n}: n \in \mathbb{N}_{0}$ ) is a generalized eigenvector associated to $x \in \mathbb{C}$ and corresponding to $\eta \in \mathbb{R}^{2} \backslash\{0\}$, if the sequence of vectors

$$
\begin{aligned}
& \vec{u}_{0}=\eta \\
& \vec{u}_{n}=\binom{u_{n-1}}{u_{n}}, \quad n \geqslant 1,
\end{aligned}
$$

satisfies

$$
\begin{equation*}
\vec{u}_{n+1}=B_{n}(x) \vec{u}_{n}, \quad n \geqslant 0, \tag{2.4}
\end{equation*}
$$

where $B_{n}$ is the transfer matrix defined as

$$
\begin{align*}
B_{0}(x) & =\left(\begin{array}{cc}
0 & 1 \\
-\frac{1}{a_{0}} & \frac{x-b_{0}}{a_{0}}
\end{array}\right)  \tag{2.5}\\
B_{n}(x) & =\left(\begin{array}{cc}
0 & 1 \\
-\frac{a_{n-1}}{a_{n}} & \frac{x-b_{n}}{a_{n}}
\end{array}\right), \quad n \geqslant 1 .
\end{align*}
$$

Sometimes we write ( $u_{n}(\eta, x): n \in \mathbb{N}_{0}$ ) to indicate the dependence on the parameters. In particular, the sequence of orthogonal polynomials $\left(p_{n}(x)\right.$ : $n \in \mathbb{N}_{0}$ ) is the generalized eigenvector associated to $x \in \mathbb{C}$ and corresponding to $\eta=e_{2}$.

### 2.4. Periodic Jacobi parameters

By $\left(\alpha_{n}: n \in \mathbb{Z}\right)$ and $\left(\beta_{n}: n \in \mathbb{Z}\right)$ we denote $N$-periodic sequences of real and positive numbers, respectively. For each $k \geqslant 0$, let us define polynomials ( $\mathfrak{p}_{n}^{[k]}: n \in \mathbb{N}_{0}$ ) by relations

$$
\begin{gathered}
\mathfrak{p}_{0}^{[k]}(x)=1, \quad \mathfrak{p}_{1}^{[k]}(x)=\frac{x-\beta_{k}}{\alpha_{k}}, \\
\alpha_{n+k-1} \mathfrak{p}_{n-1}^{[k]}(x)+\beta_{n+k} \mathfrak{p}_{n}^{[k]}(x)+\alpha_{n+k} \mathfrak{p}_{n+1}^{[k]}(x)=x \mathfrak{p}_{n}^{[k]}(x), \quad n \geqslant 1 .
\end{gathered}
$$

Let

$$
\mathfrak{B}_{n}(x)=\left(\begin{array}{cc}
0 & 1 \\
-\frac{\alpha_{n-1}}{\alpha_{n}} & \frac{x-\beta_{n}}{\alpha_{n}}
\end{array}\right), \quad \text { and } \quad \mathfrak{X}_{n}(x)=\prod_{j=n}^{N+n-1} \mathfrak{B}_{j}(x), \quad n \in \mathbb{Z} .
$$

By $\mathfrak{A}$ we denote the Jacobi matrix corresponding to

$$
\left(\begin{array}{ccccc}
\beta_{0} & \alpha_{0} & 0 & 0 & \ldots \\
\alpha_{0} & \beta_{1} & \alpha_{1} & 0 & \ldots \\
0 & \alpha_{1} & \beta_{2} & \alpha_{2} & \ldots \\
0 & 0 & \alpha_{2} & \beta_{3} & \\
\vdots & \vdots & \vdots & & \ddots
\end{array}\right)
$$

We start by showing the following identity.
Proposition 2.1. - For all $x \in \mathbb{R}$,

$$
\operatorname{tr} \mathfrak{X}_{0}^{\prime}(x)=-\sum_{i=1}^{N} \frac{\left[\mathfrak{X}_{i}(x)\right]_{2,1}}{\alpha_{i-1}} .
$$

Proof. - By the Leibniz's rule

$$
\begin{aligned}
\mathfrak{X}_{0}^{\prime}(x) & =\left(\mathfrak{B}_{N-1} \ldots \mathfrak{B}_{1} \mathfrak{B}_{0}\right)^{\prime}(x) \\
& =\sum_{k=0}^{N-1}\left(\prod_{j=k+1}^{N-1} \mathfrak{B}_{j}(x)\right) \mathfrak{B}_{k}^{\prime}(x)\left(\prod_{j=0}^{k-1} \mathfrak{B}_{j}(x)\right) .
\end{aligned}
$$

Thus by linearity of the trace and its invariance on cyclic permutations

$$
\begin{aligned}
\operatorname{tr} \mathfrak{X}_{0}^{\prime}(x) & =\sum_{k=0}^{N-1} \operatorname{tr}\left\{\left(\prod_{j=k+1}^{N-1} \mathfrak{B}_{j}(x)\right) \mathfrak{B}_{k}^{\prime}(x)\left(\prod_{j=0}^{k-1} \mathfrak{B}_{j}(x)\right)\right\} \\
& =\sum_{k=0}^{N-1} \operatorname{tr}\left\{\mathfrak{B}_{k}^{\prime}(x) \prod_{j=k+1}^{N+k-1} \mathfrak{B}_{j}(x)\right\} .
\end{aligned}
$$

In view of [57, Proposition 3],

$$
\begin{aligned}
\mathfrak{B}_{k}^{\prime}(x) \prod_{j=k+1}^{N+k-1} \mathfrak{B}_{j}(x) & =\frac{1}{\alpha_{k}}\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
-\frac{\alpha_{k}}{\alpha_{k+1}} \mathfrak{p}_{N-3}^{[k+2]}(x) & \mathfrak{p}_{N-2}^{[k+1]}(x) \\
-\frac{\alpha_{k}}{\alpha_{k+1}} \mathfrak{p}_{N-2}^{[k+2]}(x) & \mathfrak{p}_{N-1}^{[k+1]}(x)
\end{array}\right) \\
& =\left(\begin{array}{cc}
0 & 0 \\
-\frac{1}{\alpha_{k+1}} \mathfrak{p}_{N-2}^{[k+2]}(x) & \frac{1}{\alpha_{k}} \mathfrak{p}_{N-1}^{[k+1]}(x)
\end{array}\right),
\end{aligned}
$$

thus

$$
\operatorname{tr} \mathfrak{X}_{0}^{\prime}(x)=\sum_{k=0}^{N-1} \frac{1}{\alpha_{k}} \mathfrak{p}_{N-1}^{[k+1]}(x)
$$

Since by [57, Proposition 3]

$$
\frac{1}{\alpha_{k-1}}\left[\mathfrak{X}_{k}(x)\right]_{2,1}=-\frac{1}{\alpha_{k}} \mathfrak{p}_{N-1}^{[k+1]}(x)
$$

we conclude the proof.
Proposition 2.2. - If $\left|\operatorname{tr} \mathfrak{X}_{0}(x)\right| \leqslant 2$, then

$$
\begin{equation*}
\sum_{i=1}^{N} \frac{\left|\left[\mathfrak{X}_{i}(x)\right]_{2,1}\right|}{\alpha_{i-1}}=\left|\sum_{i=1}^{N} \frac{\left[\mathfrak{X}_{i}(x)\right]_{2,1}}{\alpha_{i-1}}\right| \tag{2.6}
\end{equation*}
$$

Proof. - Let us first consider a matrix $A \in \mathrm{SL}(2, \mathbb{R})$. We have

$$
A_{1,1} A_{2,2}-A_{1,2} A_{2,1}=1
$$

thus

$$
A_{1,1}^{2}-(\operatorname{tr} A) A_{1,1}+1+A_{1,2} A_{2,1}=0 .
$$

Since $A_{1,1} \in \mathbb{R}$, we have

$$
(\operatorname{tr} A)^{2}-4\left(1+A_{1,2} A_{2,1}\right) \geqslant 0
$$

that is

$$
-A_{1,2} A_{2,1} \geqslant 1-\frac{1}{4}(\operatorname{tr} A)^{2}
$$

Taking for $A=\mathfrak{X}_{i}(x)$, by [57, Proposition 3], we get

$$
\begin{aligned}
\frac{\alpha_{i-1}}{\alpha_{i-2}}\left[\mathfrak{X}_{i-1}(x)\right]_{2,1}\left[\mathfrak{X}_{i}(x)\right]_{2,1} & =-\left[\mathfrak{X}_{i}(x)\right]_{1,2}\left[\mathfrak{X}_{i}(x)\right]_{2,1} \\
& \geqslant 1-\frac{1}{4}\left(\operatorname{tr} \mathfrak{X}_{i}(x)\right)^{2} \\
& =1-\frac{1}{4}\left(\operatorname{tr} \mathfrak{X}_{0}(x)\right)^{2},
\end{aligned}
$$

which easily leads to (2.6) provided that $\left|\operatorname{tr} \mathfrak{X}_{0}(x)\right|<2$. If $\left|\operatorname{tr} \mathfrak{X}_{0}(x)\right|=2$, we select a sequence $\left(x_{n}\right)$ tending to $x$ and such that $\left|\operatorname{tr} \mathfrak{X}_{0}\left(x_{n}\right)\right|<2$ for each $n$. By the continuity of $\mathfrak{X}_{i}$,

$$
\begin{aligned}
\sum_{i=1}^{N} \frac{\left|\left[\mathfrak{X}_{i}(x)\right]_{2,1}\right|}{\alpha_{i-1}} & =\lim _{n \rightarrow \infty} \sum_{i=1}^{N} \frac{\left|\left[\mathfrak{X}_{i}\left(x_{n}\right)\right]_{2,1}\right|}{\alpha_{i-1}} \\
& =\lim _{n \rightarrow \infty}\left|\sum_{i=1}^{N} \frac{\left[\mathfrak{X}_{i}\left(x_{n}\right)\right]_{2,1}}{\alpha_{i-1}}\right| \\
& =\left|\sum_{i=1}^{N} \frac{\left[\mathfrak{X}_{i}(x)\right]_{2,1}}{\alpha_{i-1}}\right|
\end{aligned}
$$

which finishes the proof.

### 2.5. Periodic modulations

In this article we are interested in $N$-periodically modulated Jacobi parameters, $N \in \mathbb{N}$. We say that $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and ( $b_{n}: n \in \mathbb{N}_{0}$ ) are periodically modulated if there are two $N$-periodic sequences $\left(\alpha_{n}: n \in \mathbb{Z}\right)$ and $\left(\beta_{n}: n \in \mathbb{Z}\right)$ of positive and real numbers, respectively, such that
(a) $\lim _{n \rightarrow \infty} a_{n}=\infty$,
(b) $\lim _{n \rightarrow \infty}\left|\frac{a_{n-1}}{a_{n}}-\frac{\alpha_{n-1}}{\alpha_{n}}\right|=0$,
(c) $\lim _{n \rightarrow \infty}\left|\frac{b_{n}}{a_{n}}-\frac{\beta_{n}}{\alpha_{n}}\right|=0$.

We are mostly interested in periodically modulated parameters so that

$$
\begin{align*}
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right), \quad & \left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),  \tag{2.7}\\
& \text { and }\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
\end{align*}
$$

In view of (2.7), there are two $N$-periodic sequences $\left(s_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(r_{n}: n \in \mathbb{N}_{0}\right)$ such that
(2.8) $\lim _{n \rightarrow \infty}\left|\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}-s_{n}\right|=0 \quad$ and $\quad \lim _{n \rightarrow \infty}\left|\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}-r_{n}\right|=0$.

By [60, Proposition 4], for each $i \in\{0,1, \ldots, N-1\}$,

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left(a_{(j+1) N+i}-a_{j N+i}\right)=\alpha_{i} \sum_{k=0}^{N-1} \frac{s_{k}}{\alpha_{k-1}} . \tag{2.9}
\end{equation*}
$$

We define the $N$-step transfer matrix by

$$
X_{n}=B_{n+N-1} B_{n+N-2} \cdots B_{n+1} B_{n}
$$

where $B_{n}$ is defined in (2.5). Let us observe that for each $i \in\{0,1, \ldots, N-1\}$,

$$
\lim _{j \rightarrow \infty} B_{j N+i}(x)=\mathfrak{B}_{i}(0)
$$

and

$$
\lim _{j \rightarrow \infty} X_{j N+i}(x)=\mathfrak{X}_{i}(0)
$$

locally uniformly with respect to $x \in \mathbb{C}$. We always assume that the matrix $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element of $\operatorname{SL}(2, \mathbb{R})$. Let $T_{0}$ be a matrix so that

$$
\mathfrak{X}_{0}(0)=\varepsilon T_{0}\left(\begin{array}{cc}
0 & 1 \\
-1 & 2
\end{array}\right) T_{0}^{-1}
$$

where

$$
\begin{equation*}
\varepsilon=\operatorname{sign}\left(\operatorname{tr} \mathfrak{X}_{0}(0)\right) \tag{2.10}
\end{equation*}
$$

Since

$$
\mathfrak{X}_{i}(0)=\mathfrak{B}_{i-1}(0) \cdots \mathfrak{B}_{0}(0) \mathfrak{X}_{0}(0) \mathfrak{B}_{0}^{-1}(0) \cdots \mathfrak{B}_{i-1}^{-1}(0),
$$

by taking

$$
T_{i}=\mathfrak{B}_{i-1}(0) \cdots \mathfrak{B}_{0}(0) T_{0}
$$

we obtain

$$
\mathfrak{X}_{i}(0)=\varepsilon T_{i}\left(\begin{array}{cc}
0 & 1 \\
-1 & 2
\end{array}\right) T_{i}^{-1} .
$$

## 3. The shifted conjugation

In this section we introduce the shifted conjugation of $N$-step transfer matrix $X_{n}$ which produces matrices that are uniformly diagonalizable. First, by the direct computations we can find that for any $T \in \operatorname{GL}(2, \mathbb{R})$,

$$
\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right) T^{-1}\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) T\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)=\frac{\left(T_{11}+T_{12}\right)\left(T_{21}+T_{22}\right)}{\operatorname{det} T}\left(\begin{array}{cc}
1 & 1 \\
-1 & -1
\end{array}\right)
$$

and

$$
\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right) T^{-1}\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) T\left(\begin{array}{cc}
1 & 1 \\
1 & 1
\end{array}\right)=\frac{\left(T_{21}+T_{22}\right)^{2}}{\operatorname{det} T}\left(\begin{array}{cc}
1 & 1 \\
-1 & -1
\end{array}\right)
$$

Let the sequences $\left(s_{i^{\prime}}\right),\left(r_{i^{\prime}}\right)$ be defined in (2.8) and the number $\varepsilon$ defined in (2.10). Hence, by (2.2) and (2.3) we obtain

$$
\begin{aligned}
& \sum_{i^{\prime}=i}^{N+i-1} \frac{1}{\alpha_{i^{\prime}-1}}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right) T_{i^{\prime}}^{-1}\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right) T_{i^{\prime}}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) \\
& \quad=\left(\begin{array}{cc}
1 & 1 \\
-1 & -1
\end{array}\right) \sum_{i^{\prime}=0}^{N-1}\left(\frac{s_{i^{\prime}}}{\alpha_{i^{\prime}-1}}\left(1-\varepsilon\left[\mathfrak{X}_{i^{\prime}}(0)\right]_{1,1}\right)-\frac{x+r_{i^{\prime}}}{\alpha_{i^{\prime}-1}} \varepsilon\left[\mathfrak{X}_{i^{\prime}}(0)\right]_{2,1}\right) \\
& \quad=\left(\begin{array}{cc}
1 & 1 \\
-1 & -1
\end{array}\right) \tau(x)
\end{aligned}
$$

where we have set

$$
\begin{equation*}
\tau(x)=\sum_{i^{\prime}=0}^{N-1}\left(\frac{s_{i^{\prime}}}{\alpha_{i^{\prime}-1}}\left(1-\varepsilon\left[\mathfrak{X}_{i^{\prime}}(0)\right]_{1,1}\right)-\frac{x+r_{i^{\prime}}}{\alpha_{i^{\prime}-1}} \varepsilon\left[\mathfrak{X}_{i^{\prime}}(0)\right]_{2,1}\right) . \tag{3.1}
\end{equation*}
$$

Let us observe that by Proposition 2.1,

$$
\begin{aligned}
\tau(x)=\varepsilon \operatorname{tr} \mathfrak{X}_{0}^{\prime}(0) & \cdot x \\
& +\sum_{i^{\prime}=0}^{N-1}\left(\frac{s_{i^{\prime}}}{\alpha_{i^{\prime}-1}}\left(1-\varepsilon\left[\mathfrak{X}_{i^{\prime}}(0)\right]_{1,1}\right)-\frac{r_{i^{\prime}}}{\alpha_{i^{\prime}-1}} \varepsilon\left[\mathfrak{X}_{i^{\prime}}(0)\right]_{2,1}\right) .
\end{aligned}
$$

Since $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element of $\operatorname{SL}(2, \mathbb{R}), \operatorname{tr} \mathfrak{X}_{0}^{\prime}(0) \neq 0$. To see this, let us suppose, contrary to our claim, that $\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0)=0$. Then by Propositions 2.1 and 2.2 , for each $i \in\{0,1, \ldots, N-1\}$,

$$
\left[\mathfrak{X}_{i}(0)\right]_{2,1}=0 .
$$

Hence, by [57, Proposition 3],

$$
\left[\mathfrak{X}_{i}(0)\right]_{1,2}=0,
$$

which is impossible. Knowing that $\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0) \neq 0$, we conclude that

$$
\begin{equation*}
x_{0}=\frac{1}{\varepsilon \operatorname{tr} \mathfrak{X}_{0}^{\prime}(0)} \sum_{i^{\prime}=0}^{N-1}\left(\frac{r_{i^{\prime}}}{\alpha_{i^{\prime}-1}} \varepsilon\left[\mathfrak{X}_{i^{\prime}}(0)\right]_{2,1}-\frac{s_{i^{\prime}}}{\alpha_{i^{\prime}-1}}\left(1-\varepsilon\left[\mathfrak{X}_{i^{\prime}}(0)\right]_{1,1}\right)\right), \tag{3.2}
\end{equation*}
$$

is the only solution to $\tau(x)=0$.
Now, let us fix $i \in\{0,1, \ldots, N-1\}$ and set

$$
Z_{j}=T_{i}\left(\begin{array}{cc}
1 & 1  \tag{3.3}\\
\mathrm{e}^{\vartheta_{j}} & \mathrm{e}^{-\vartheta_{j}}
\end{array}\right)
$$

where

$$
\begin{equation*}
\vartheta_{j}(x)=\sqrt{\frac{\alpha_{i-1}|\tau(x)|}{a_{(j+1) N+i-1}}} \tag{3.4}
\end{equation*}
$$

Then

$$
\begin{array}{r}
\sum_{i^{\prime}=i}^{N+i-1} \frac{1}{\alpha_{i^{\prime}-1}}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right) T_{i^{\prime}}^{-1}\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right) T_{i^{\prime}}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)  \tag{3.5}\\
=\frac{a_{(j+1) N+i-1}}{\alpha_{i-1}} \sigma \vartheta_{j}^{2}\left(\begin{array}{cc}
1 & 1 \\
-1 & -1
\end{array}\right)
\end{array}
$$

where

$$
\begin{equation*}
\sigma(x)=\operatorname{sign}(\tau(x)) \tag{3.6}
\end{equation*}
$$

Before we proceed let us recall that the set $\mathcal{D}_{1}$ is an algebra over $\mathbb{R}$. Moreover, we have the following lemma.

Lemma 3.1. - If $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ is a sequence of positive numbers such that
(a) $\lim _{n \rightarrow \infty} a_{n}=\infty$,
(b) $\left(a_{n+1}-a_{n}: n \in \mathbb{N}_{0}\right) \in \mathcal{D}_{1}$,
(c) $\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}_{0}\right) \in \mathcal{D}_{1}$,
then

$$
\begin{aligned}
&\left(\sqrt{\frac{a_{n+1}}{a_{n}}}: n \in \mathbb{N}\right), \quad\left(\sqrt{a_{n+1}}-\sqrt{a_{n}}: n \in \mathbb{N}\right) \\
& \quad \text { and }\left(a_{n}\left(\frac{1}{\sqrt{a_{n}}}-\frac{1}{\sqrt{a_{n+1}}}\right): n \in \mathbb{N}\right) \in \mathcal{D}_{1}
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sqrt{\frac{a_{n+1}}{a_{n}}}=1 \\
& \lim _{n \rightarrow \infty}\left(\sqrt{a_{n+1}}-\sqrt{a_{n}}\right)=0 \\
& \lim _{n \rightarrow \infty} a_{n}\left(\frac{1}{\sqrt{a_{n}}}-\frac{1}{\sqrt{a_{n+1}}}\right)=0
\end{aligned}
$$

Proof. - We notice that

$$
\frac{1}{a_{n}}=\frac{1}{\sqrt{a_{n}}} \cdot \frac{1}{\sqrt{a_{n}}}
$$

thus by (c)

$$
\begin{equation*}
\left(\frac{1}{a_{n}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1} \tag{3.7}
\end{equation*}
$$

Since

$$
\frac{1}{a_{n}}\left(a_{n+1}-a_{n}\right)=\frac{a_{n+1}}{a_{n}}-1,
$$

by (3.7), (b) and (a), we conclude that

$$
\begin{equation*}
\left(\sqrt{\frac{a_{n+1}}{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1} \tag{3.8}
\end{equation*}
$$

Next, observe that

$$
\sqrt{a_{n+1}}-\sqrt{a_{n}}=\frac{1}{\sqrt{a_{n}}} \frac{a_{n+1}-a_{n}}{\sqrt{\frac{a_{n+1}}{a_{n}}}+1}
$$

hence, by (c), (b) and (3.8) it follows that

$$
\begin{equation*}
\left(\sqrt{a_{n+1}}-\sqrt{a_{n}}: n \in \mathbb{N}_{0}\right) \in \mathcal{D}_{1} . \tag{3.9}
\end{equation*}
$$

Finally, we have

$$
a_{n}\left(\frac{1}{\sqrt{a_{n}}}-\frac{1}{\sqrt{a_{n+1}}}\right)=\frac{\sqrt{a_{n+1}}-\sqrt{a_{n}}}{\sqrt{\frac{a_{n+1}}{a_{n}}}}
$$

which by (3.9) and (3.8) belongs to $\mathcal{D}_{1}$.
Theorem 3.2. - Let $N$ be a positive integer and $i \in\{0,1, \ldots N-1\}$. Suppose that $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-periodically modulated Jacobi parameters such that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N},
$$ then for any compact interval $K \subset \mathbb{R} \backslash\left\{x_{0}\right\}$,

$$
\begin{equation*}
Z_{j}^{-1} Z_{j+1}=\mathrm{Id}+\vartheta_{j} Q_{j} \tag{3.10}
\end{equation*}
$$

where $x_{0}$ is defined in (3.2), and $\left(Q_{j}\right)$ is a sequence from $\mathcal{D}_{1}(K, \operatorname{Mat}(2, \mathbb{R}))$ convergent uniformly on $K$ to zero.

Proof. - In the proof we denote by $\left(\delta_{j}\right)$ a generic sequence from $\mathcal{D}_{1}$ tending to zero which may change from line to line.

By a straightforward computation we obtain

$$
\begin{aligned}
Z_{j}^{-1} Z_{j+1} & =\frac{1}{\operatorname{det} Z_{j}}\left(\begin{array}{cc}
\mathrm{e}^{-\vartheta_{j}} & -1 \\
-\mathrm{e}^{\vartheta_{j}} & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 1 \\
\mathrm{e}^{\vartheta_{j+1}} & \mathrm{e}^{-\vartheta_{j+1}}
\end{array}\right) \\
& =\frac{1}{\mathrm{e}^{-\vartheta_{j}}-\mathrm{e}^{\vartheta_{j}}}\left(\begin{array}{cc}
f_{j} & g_{j} \\
\widetilde{g}_{j} & \widetilde{f}_{j}
\end{array}\right)
\end{aligned}
$$

where

$$
\begin{array}{ll}
f_{j}=\mathrm{e}^{-\vartheta_{j}}-\mathrm{e}^{\vartheta_{j+1}}, & g_{j}=\mathrm{e}^{-\vartheta_{j}}-\mathrm{e}^{-\vartheta_{j+1}}, \\
\widetilde{g}_{j}=-\mathrm{e}^{\vartheta_{j}}+\mathrm{e}^{\vartheta_{j+1}}, & \widetilde{f}_{j}=-\mathrm{e}^{\vartheta_{j}}+\mathrm{e}^{-\vartheta_{j+1}} .
\end{array}
$$

Since

$$
\left(a_{(j+1) N+i}-a_{j N+i}: j \in \mathbb{N}_{0}\right),\left(\frac{1}{\sqrt{a_{j N+i}}}: j \in \mathbb{N}_{0}\right) \in \mathcal{D}_{1}
$$

by Lemma 3.1,

$$
\left(\frac{a_{j N}}{a_{j N+i}}: j \in \mathbb{N}_{0}\right) \in \mathcal{D}_{1}
$$

and

$$
\vartheta_{j+1}=\vartheta_{j}+\frac{1}{a_{j N}} \delta_{j} .
$$

Moreover,

$$
\mathrm{e}^{\vartheta_{j+1}}=1+\vartheta_{j+1}+\frac{1}{2} \vartheta_{j+1}^{2}+\frac{1}{a_{j N}} \delta_{j},
$$

and

$$
\mathrm{e}^{-\vartheta_{j}}=1-\vartheta_{j}+\frac{1}{2} \vartheta_{j}^{2}+\frac{1}{a_{j N}} \delta_{j}
$$

Hence,

$$
\begin{aligned}
f_{j} & =1-\vartheta_{j}+\frac{1}{2} \vartheta_{j}^{2}-\left(1+\vartheta_{j+1}+\frac{1}{2} \vartheta_{j+1}^{2}\right)+\frac{1}{a_{j N}} \delta_{j} \\
& =-2 \vartheta_{j}+\frac{1}{a_{j N}} \delta_{j} .
\end{aligned}
$$

Since $\frac{x}{\sinh (x)}$ is an even $\mathcal{C}^{2}(\mathbb{R})$ function, we have

$$
\frac{\vartheta_{j}}{\sinh \left(\vartheta_{j}\right)}=1+\frac{1}{\sqrt{a_{j N}}} \delta_{j} .
$$

Therefore,

$$
\begin{aligned}
\frac{1}{\mathrm{e}^{-\vartheta_{j}}-\mathrm{e}^{\vartheta_{j}}} f_{j} & =\frac{f_{j}}{-2 \vartheta_{j}} \frac{\vartheta_{j}}{\sinh \left(\vartheta_{j}\right)} \\
& =\left(1+\frac{1}{\sqrt{a_{j N}}} \delta_{j}\right)\left(1+\frac{1}{\sqrt{a_{j N}}} \delta_{j}\right) \\
& =1+\frac{1}{\sqrt{a_{j N}}} \delta_{j} .
\end{aligned}
$$

Analogously, we treat $g_{j}$. Namely, we write

$$
g_{j}=1-\vartheta_{j}+\frac{1}{2} \vartheta_{j}^{2}-\left(1-\vartheta_{j+1}+\frac{1}{2} \vartheta_{j+1}^{2}\right)+\frac{1}{a_{j N}} \delta_{j}=\frac{1}{a_{j N}} \delta_{j}
$$

Hence,

$$
\frac{1}{\mathrm{e}^{-\vartheta_{j}}-\mathrm{e}^{\vartheta_{j}}} g_{j}=\frac{1}{\sqrt{a_{j N}}} \delta_{j} .
$$

Similarly, we can find that

$$
\begin{aligned}
& \frac{1}{\mathrm{e}^{-\vartheta_{j}}-\mathrm{e}^{\vartheta_{j}}} \widetilde{f}_{j}=1+\frac{1}{\sqrt{a_{j N}}} \delta_{j} \\
& \frac{1}{\mathrm{e}^{-\vartheta_{j}}-\mathrm{e}^{\vartheta_{j}}} \widetilde{g}_{j}=\frac{1}{\sqrt{a_{j N}}} \delta_{j} .
\end{aligned}
$$

Hence,

$$
Z_{j}^{-1} Z_{j+1}=\operatorname{Id}+\vartheta_{j} Q_{j}
$$

where $\left(Q_{j}\right)$ is a sequence from $\mathcal{D}_{1}(K, \operatorname{Mat}(2, \mathbb{R}))$ for any compact interval $K \subset \mathbb{R} \backslash\left\{x_{0}\right\}$ convergent to the zero matrix proving the formula (3.10).

Theorem 3.3. - Let $N$ be a positive integer and $i \in\{0,1, \ldots N-1\}$. Suppose that $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-periodically modulated Jacobi parameters such that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

then for any compact interval $K \subset \mathbb{R} \backslash\left\{x_{0}\right\}$,

$$
Z_{j+1}^{-1} X_{j N+i} Z_{j}=\varepsilon\left(\operatorname{Id}+\vartheta_{j} R_{j}\right)
$$

where $\varepsilon$ and $x_{0}$ are defined in (2.10) and (3.2), respectively and $\left(R_{j}\right)$ is a sequence from $\mathcal{D}_{1}(K, \operatorname{Mat}(2, \mathbb{R}))$ convergent uniformly on $K$ to

$$
\mathcal{R}_{i}=\frac{1}{2}\left(\begin{array}{ll}
1+\sigma & -1+\sigma \\
1-\sigma & -1-\sigma
\end{array}\right)
$$

where $\sigma$ is defined in (3.6). In particular, $\operatorname{discr} \mathcal{R}_{i}=4 \sigma$.

Proof. - In the following argument, we denote by $\left(\delta_{j}\right)$ and $\left(\mathcal{E}_{j}\right)$ generic sequences tending to zero from $\mathcal{D}_{1}$ and $\mathcal{D}_{1}(K, \operatorname{Mat}(2, \mathbb{R}))$, respectively, which may change from line to line.

Since

$$
\frac{a_{n-1}}{a_{n}}=\frac{\alpha_{n-1}}{\alpha_{n}}-\frac{1}{a_{n}}\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}\right),
$$

and

$$
\frac{b_{n}}{a_{n}}=\frac{\beta_{n}}{\alpha_{n}}-\frac{1}{a_{n}}\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}\right),
$$

by (2.7) and (2.8), for each $i^{\prime} \in\{0,1, \ldots, N-1\}$, we obtain

$$
\frac{a_{j N+i^{\prime}-1}}{a_{j N+i^{\prime}}}=\frac{\alpha_{i^{\prime}-1}}{\alpha_{i^{\prime}}}-\frac{s_{i^{\prime}}}{a_{j N+i^{\prime}}}+\frac{1}{a_{j N+i^{\prime}}} \delta_{j},
$$

and

$$
\frac{b_{j N+i^{\prime}}}{a_{j N+i^{\prime}}}=\frac{\beta_{i^{\prime}}}{\alpha_{i^{\prime}}}-\frac{r_{i^{\prime}}}{a_{j N+i^{\prime}}}+\frac{1}{a_{j N+i^{\prime}}} \delta_{j} .
$$

We also have

$$
\begin{aligned}
\frac{1}{a_{j N+i^{\prime}}} & =\frac{1}{a_{j N+i^{\prime}-1}} \frac{a_{j N+i^{\prime}-1}}{a_{j N+i^{\prime}}} \\
& =\frac{1}{a_{j N+i^{\prime}-1}}\left(\frac{\alpha_{i^{\prime}-1}}{\alpha_{i^{\prime}}}-\frac{s_{i^{\prime}}}{a_{j N+i^{\prime}}}+\frac{1}{a_{j N+i^{\prime}}} \delta_{j}\right) \\
& =\frac{1}{a_{j N+i^{\prime}-1}} \frac{\alpha_{i^{\prime}-1}}{\alpha_{i^{\prime}}}+\frac{1}{a_{j N+i^{\prime}-1}} \delta_{j},
\end{aligned}
$$

thus

$$
\frac{1}{a_{j N+i^{\prime}}}=\frac{1}{a_{j N}} \frac{\alpha_{0}}{\alpha_{i^{\prime}}}+\frac{1}{a_{j N}} \delta_{j} .
$$

Therefore,

$$
\begin{aligned}
\sum_{i^{\prime}=0}^{N-1} \frac{1}{a_{j N+i^{\prime}}} \frac{\alpha_{i^{\prime}}}{\alpha_{i^{\prime}-1}} s_{i^{\prime}} & =\sum_{i^{\prime}=0}^{N-1} \frac{1}{a_{j N}} \frac{\alpha_{0}}{\alpha_{i^{\prime}-1}} s_{i^{\prime}}+\frac{1}{a_{j N}} \delta_{j} \\
& =\alpha_{0} \sum_{i^{\prime}=0}^{N-1} \frac{s_{i^{\prime}}}{\alpha_{i^{\prime}-1}}+\frac{1}{a_{j N}} \delta_{j} .
\end{aligned}
$$

Next, we write

$$
\begin{aligned}
B_{j N+i^{\prime}} & =\left(\begin{array}{c}
0 \\
-\frac{\alpha_{i^{\prime}-1}}{\alpha_{i^{\prime}}}+\frac{s_{i^{\prime}}}{a_{j N+i^{\prime}}}+\frac{1}{a_{j N+i^{\prime}}} \delta_{j} \\
\frac{x+r_{i^{\prime}}}{a_{j N+i^{\prime}}}-\frac{\beta_{i^{\prime}}}{\alpha_{i^{\prime}}}+\frac{1}{a_{j N+i^{\prime}}} \delta_{j}
\end{array}\right) \\
= & \mathfrak{B}_{i^{\prime}}(0)+\frac{1}{a_{j N+i^{\prime}}}\left(\begin{array}{cc}
0 & 0 \\
s_{i^{\prime}} & x+r_{i^{\prime}}
\end{array}\right)+\frac{1}{a_{j N+i^{\prime}}} \mathcal{E}_{j} \\
= & \mathfrak{B}_{i^{\prime}}(0)\left\{\operatorname{Id}+\frac{1}{a_{j N+i^{\prime}}} \frac{\alpha_{j}}{\alpha_{i^{\prime}-1}}\left(\begin{array}{cc}
-\frac{\beta_{i^{\prime}}}{\alpha_{i^{\prime}}} & -1 \\
\frac{\alpha_{i^{\prime}-1}}{\alpha_{i^{\prime}}} & 0
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
s_{i^{\prime}} & x+r_{i^{\prime}}
\end{array}\right)\right. \\
& \left.+\frac{1}{a_{j N+i^{\prime}}} \mathcal{E}_{j}\right\} \\
= & \mathfrak{B}_{i^{\prime}}(0)\left\{\operatorname{Id}-\frac{1}{a_{j N+i^{\prime}}} \frac{\alpha_{i^{\prime}}}{\alpha_{i^{\prime}-1}}\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right)+\frac{1}{a_{j N}} \mathcal{E}_{j}\right\} \\
= & \mathfrak{B}_{i^{\prime}}(0)\left\{\operatorname{Id}-\frac{1}{a_{(j+1) N+i-1}} \frac{\alpha_{i-1}}{\alpha_{i^{\prime}-1}}\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right)+\frac{1}{a_{j N}} \mathcal{E}_{j}\right\}
\end{aligned}
$$

where we have used that

$$
\frac{\alpha_{i^{\prime}}}{a_{j N+i^{\prime}}}=\frac{\alpha_{i-1}}{a_{(j+1) N+i-1}}+\frac{1}{a_{j N}} \delta_{j} .
$$

Next, $X_{j N+i}$ equals to

$$
\begin{aligned}
& B_{j N+i+N-1} \cdots B_{j N+i+1} B_{j N+i} \\
&=\mathfrak{X}_{i}(0)\left\{\operatorname{Id}-\frac{\alpha_{i-1}}{a_{(j+1) N+i-1}} \sum_{i^{\prime}=i}^{N+i-1} \frac{1}{\alpha_{i^{\prime}-1}}\left(\mathfrak{B}_{i^{\prime}-1}(0) \cdots \mathfrak{B}_{i}(0)\right)^{-1}\right. \\
&\left.\quad \times\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right)\left(\mathfrak{B}_{i^{\prime}-1}(0) \cdots \mathfrak{B}_{i}(0)\right)+\frac{1}{a_{j N}} \mathcal{E}_{j}\right\}
\end{aligned}
$$

Thus, $Z_{j+1}^{-1} X_{j N+i} Z_{j}$ equals to

$$
\begin{aligned}
Z_{j+1}^{-1} \mathfrak{X}_{i}(0) Z_{j}\left\{\operatorname{Id}-\frac{\alpha_{i-1}}{a_{(j+1) N+i-1}}\right. & \sum_{i^{\prime}=i}^{N+i-1} \frac{1}{\alpha_{i^{\prime}-1}}\left(\begin{array}{cc}
1 & 1 \\
\mathrm{e}^{\vartheta_{j}} & \mathrm{e}^{-\vartheta_{j}}
\end{array}\right)^{-1} T_{i^{\prime}}^{-1} \\
& \left.\times\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right) T_{i^{\prime}}\left(\begin{array}{cc}
1 & 1 \\
\mathrm{e}^{\vartheta_{j}} & \mathrm{e}^{-\vartheta_{j}}
\end{array}\right)+\frac{1}{\sqrt{a_{j N}}} \mathcal{E}_{j}\right\}
\end{aligned}
$$

To find the asymptotics of the first factor, we write

$$
Z_{j+1}^{-1} \mathfrak{X}_{i}(0) Z_{j}=\frac{\varepsilon}{\mathrm{e}^{-\vartheta_{j+1}}-\mathrm{e}^{\vartheta_{j+1}}}\left(\begin{array}{cc}
f_{j} & g_{j} \\
\widetilde{g}_{j} & \tilde{f}_{j}
\end{array}\right)
$$

where

$$
\begin{array}{ll}
f_{j}=\mathrm{e}^{\vartheta_{j}-\vartheta_{j+1}}+1-2 \mathrm{e}^{\vartheta_{j}}, & g_{j}=\mathrm{e}^{-\vartheta_{j}-\vartheta_{j+1}}+1-2 \mathrm{e}^{-\vartheta_{j}}, \\
\widetilde{g}_{j}=-\mathrm{e}^{\vartheta_{j}+\vartheta_{j+1}}-1+2 \mathrm{e}^{\vartheta_{j}}, & \widetilde{f_{j}}=-\mathrm{e}^{-\vartheta_{j}+\vartheta_{j+1}}-1+2 \mathrm{e}^{-\vartheta_{j}} .
\end{array}
$$

Since

$$
\mathrm{e}^{\vartheta_{j}-\vartheta_{j+1}}=1+\frac{1}{a_{j N}} \delta_{j}, \quad \text { and } \quad \mathrm{e}^{\vartheta_{j}}=1+\vartheta_{j}+\frac{1}{2} \vartheta_{j}^{2}+\frac{1}{a_{j N}} \delta_{j},
$$

we get

$$
\begin{aligned}
f_{n} & =1+1-2\left(1+\vartheta_{j}+\frac{1}{2} \vartheta_{j}^{2}\right)+\frac{1}{a_{j N}} \delta_{j} \\
& =-2 \vartheta_{j}-\vartheta_{j}^{2}+\frac{1}{a_{j N}} \delta_{j} .
\end{aligned}
$$

Thus

$$
\begin{align*}
\frac{1}{\mathrm{e}^{-\vartheta_{j+1}}-\mathrm{e}^{\vartheta_{j+1}}} f_{j} & =\frac{f_{j}}{-2 \vartheta_{j}} \frac{\vartheta_{j}}{\sinh \vartheta_{j}} \\
& =1+\frac{1}{2} \vartheta_{j}+\frac{1}{\sqrt{a_{j N}}} \delta_{j} . \tag{3.11}
\end{align*}
$$

Analogously, we can find that

$$
\widetilde{f}_{j}=-2 \vartheta_{j}+\vartheta_{j}^{2}+\frac{1}{a_{j N}} \delta_{j}
$$

and

$$
\begin{equation*}
\frac{1}{\mathrm{e}^{-\vartheta_{j+1}}-\mathrm{e}^{\vartheta_{j+1}}} \widetilde{f}_{j}=1-\frac{1}{2} \vartheta_{j}+\frac{1}{\sqrt{a_{j N}}} \delta_{j} . \tag{3.12}
\end{equation*}
$$

Next, we write

$$
\begin{aligned}
g_{j} & =1-2 \vartheta_{j}+2 \vartheta_{j}^{2}+1-2\left(1-\vartheta_{j}+\frac{1}{2} \vartheta_{j}^{2}\right)+\frac{1}{a_{j N}} \delta_{j} \\
& =\vartheta_{j}^{2}+\frac{1}{a_{j N}} \delta_{j}
\end{aligned}
$$

thus

$$
\begin{equation*}
\frac{1}{\mathrm{e}^{-\vartheta_{j+1}}-\mathrm{e}^{\vartheta_{j+1}}} g_{j}=-\frac{1}{2} \vartheta_{j}+\frac{1}{\sqrt{a_{j N}}} \delta_{j} \tag{3.13}
\end{equation*}
$$

Similarly, we get

$$
\widetilde{g}_{j}=-\vartheta_{j}^{2}+\frac{1}{a_{j N}} \delta_{j}
$$

and so

$$
\begin{equation*}
\frac{1}{\mathrm{e}^{-\vartheta_{j+1}}-\mathrm{e}^{\vartheta_{j+1}}} \widetilde{g}_{j}=\frac{1}{2} \vartheta_{j}+\frac{1}{\sqrt{a_{j N}}} \delta_{j} . \tag{3.14}
\end{equation*}
$$

Consequently, by (3.11)-(3.14) we obtain

$$
Z_{j+1}^{-1} \mathfrak{X}_{i}(0) Z_{j}=\varepsilon\left\{\operatorname{Id}+\frac{1}{2} \vartheta_{j}\left(\begin{array}{ll}
1 & -1 \\
1 & -1
\end{array}\right)+\frac{1}{\sqrt{a_{j N}}} \mathcal{E}_{j}\right\}
$$

Since

$$
\mathrm{e}^{\vartheta_{j}}=1+\delta_{j}, \quad \frac{\vartheta_{j}}{\sinh \vartheta_{j}}=1+\delta_{j}
$$

for each $i^{\prime} \in\{0,1, \ldots, N-1\}$, we have

$$
\begin{aligned}
& \left(\begin{array}{cc}
1 & 1 \\
\mathrm{e}^{\vartheta_{j}} & \mathrm{e}^{-\vartheta_{j}}
\end{array}\right)^{-1} T_{i^{\prime}}^{-1}\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right) T_{i^{\prime}}\left(\begin{array}{cc}
1 & 1 \\
\mathrm{e}^{\vartheta_{j}} & \mathrm{e}^{-\vartheta_{j}}
\end{array}\right) \\
& \quad=-\frac{1}{2 \vartheta_{j}}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right) T_{i^{\prime}}^{-1}\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right) T_{i^{\prime}}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)+\sqrt{a_{j N}} \mathcal{E}_{j}
\end{aligned}
$$

Hence, by (3.5)

$$
\begin{aligned}
& \sum_{i^{\prime}=i}^{N+i-1} \frac{1}{\alpha_{i^{\prime}-1}}\left(\begin{array}{cc}
1 & 1 \\
\mathrm{e}^{\vartheta_{j}} & \mathrm{e}^{-\vartheta_{j}}
\end{array}\right)^{-1} T_{i^{\prime}}^{-1}\left(\begin{array}{cc}
s_{i^{\prime}} & x+r_{i^{\prime}} \\
0 & 0
\end{array}\right) T_{i^{\prime}}\left(\begin{array}{cc}
1 & 1 \\
\mathrm{e}^{\vartheta_{j}} & \mathrm{e}^{-\vartheta_{j}}
\end{array}\right) \\
&=\frac{a_{(j+1) N+i-1}}{\alpha_{i-1}} \frac{\sigma}{2} \vartheta_{j}\left(\begin{array}{cc}
1 & 1 \\
-1 & -1
\end{array}\right)+\sqrt{a_{j N}} \mathcal{E}_{j}
\end{aligned}
$$

Finally, we get

$$
Z_{j+1}^{-1} X_{j N+i} Z_{j}=\varepsilon\left\{\operatorname{Id}+\frac{1}{2} \vartheta_{j}\left(\begin{array}{ll}
1+\sigma & -1+\sigma \\
1-\sigma & -1-\sigma
\end{array}\right)+\frac{1}{\sqrt{a_{j N}}} \mathcal{E}_{j}\right\}
$$

which finishes the proof.
Corollary 3.4. - Let the hypotheses of Theorem 3.3 be satisfied. Then

$$
\begin{aligned}
\lim _{j \rightarrow \infty} a_{(j+1) N+i-1} \operatorname{discr}\left(X_{j N+i}\right) & =\alpha_{i-1}|\tau| \operatorname{discr}\left(\mathcal{R}_{i}\right) \\
& =4 \alpha_{i-1} \tau
\end{aligned}
$$

locally uniformly on $\mathbb{R} \backslash\left\{x_{0}\right\}$, where $\tau$ and $x_{0}$ are defined in (3.1) and (3.2), respectively.

Proof. - Since

$$
Z_{j}^{-1} X_{j N+i} Z_{j}=\left(Z_{j}^{-1} Z_{j+1}\right)\left(Z_{j+1}^{-1} X_{j N+i} Z_{j}\right)
$$

by Theorems 3.2 and 3.3 , we obtain

$$
\begin{aligned}
\varepsilon Z_{j}^{-1} X_{j N+i} Z_{j} & =\left(\operatorname{Id}+\vartheta_{j} Q_{j}\right)\left(\mathrm{Id}+\vartheta_{j} R_{j}\right) \\
& =\operatorname{Id}+\vartheta_{j} R_{j}+\vartheta_{j} Q_{j}+\vartheta_{j}^{2} Q_{j} R_{j} .
\end{aligned}
$$

Thus

$$
\operatorname{discr}\left(\vartheta_{j}^{-1} X_{j N+i}\right)=\operatorname{discr}\left(R_{j}+Q_{j}+\vartheta_{j} Q_{j} R_{j}\right)
$$

and consequently,

$$
\lim _{j \rightarrow \infty} \operatorname{discr}\left(\vartheta_{j}^{-1} X_{j N+i}\right)=\operatorname{discr}\left(\mathcal{R}_{i}\right)=4 \operatorname{sign}(\tau)
$$

Since

$$
\begin{aligned}
\operatorname{discr}\left(\sqrt{a_{(j+1) N+i-1}} X_{j N+i}\right) & =\operatorname{discr}\left(\sqrt{\alpha_{i-1}|\tau|} \vartheta_{j}^{-1} X_{j N+i}\right) \\
& =\alpha_{i-1}|\tau| \operatorname{discr}\left(\vartheta_{j}^{-1} X_{j N+i}\right)
\end{aligned}
$$

the conclusion follows.

## 4. Essential spectrum

In this section we start the analysis of the measure $\mu$. To do so, we shall use the Jacobi matrix associated to the sequences $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and ( $b_{n}: n \in \mathbb{N}_{0}$ ), see Section 2.4 for details. From (2.9) we can easily deduce that the Carleman's condition (1.4) is satisfied and consequently the operator $A$ is self-adjoint. Moreover, the measure $\mu$ is the spectral measure of $A$. We set

$$
\begin{equation*}
\Lambda_{-}=\tau^{-1}((-\infty, 0)), \quad \text { and } \quad \Lambda_{+}=\tau^{-1}((0, \infty)) \tag{4.1}
\end{equation*}
$$

where $\tau$ is given by (3.1). In Theorem 4.1 we prove that $\sigma_{\text {ess }}(A)$ is contained in $\mathbb{R} \backslash \Lambda_{+}$which implies that the measure $\mu$ restricted to $\Lambda_{+}$is purely atomic and all accumulation points of its support are on the boundary of $\Lambda_{+}$.

Theorem 4.1. - Let $N$ be a positive integer. Let $A$ be a Jacobi matrix with $N$-periodically modulated entries so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N},
$$

then

$$
\sigma_{\mathrm{ess}}(A) \cap \Lambda_{+}=\emptyset .
$$

Proof. - Let $K$ be a compact interval contained in $\Lambda_{+}$with non-empty interior and $i \in\{0,1, \ldots, N-1\}$. We set

$$
Y_{j}=Z_{j+1}^{-1} X_{j N+i} Z_{j}
$$

where $Z_{j}$ is the matrix defined in (3.3). In view of Theorem 3.3, we have

$$
\begin{equation*}
Y_{j}=\varepsilon\left(\operatorname{Id}+\vartheta_{j} R_{j}\right) \tag{4.2}
\end{equation*}
$$

where $\left(R_{j}: j \in \mathbb{N}_{0}\right)$ is a sequence from $\mathcal{D}_{1}(K, \operatorname{Mat}(2, \mathbb{R}))$ convergent to

$$
\mathcal{R}_{i}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

uniformly on $K$. Since

$$
\begin{equation*}
\left\{x \in \mathbb{R}: \operatorname{discr} \mathcal{R}_{i}(x)>0\right\}=\Lambda_{+} \tag{4.3}
\end{equation*}
$$

there are $j_{0} \geqslant 1$ and $\delta>0$, so that for all $j \geqslant j_{0}$, and all $x \in K$,

$$
\begin{equation*}
\operatorname{discr} R_{j}(x) \geqslant \delta \tag{4.4}
\end{equation*}
$$

In particular, the matrix $R_{j}(x)$ has two eigenvalues

$$
\xi_{j}^{+}=\frac{\operatorname{tr} R_{j}(x)+\varepsilon \sqrt{\operatorname{discr} R_{j}(x)}}{2}, \quad \text { and } \quad \xi_{j}^{-}=\frac{\operatorname{tr} R_{j}(x)-\varepsilon \sqrt{\operatorname{discr} R_{j}(x)}}{2}
$$

By (4.2), for each $x \in K$ and $j \geqslant j_{0}$, the matrix $Y_{j}(x)$ has two eigenvalues

$$
\lambda_{j}^{+}(x)=\varepsilon\left(1+\vartheta_{j}(x) \xi_{j}^{+}(x)\right), \quad \text { and } \quad \lambda_{j}^{-}(x)=\varepsilon\left(1+\vartheta_{j}(x) \xi_{j}^{-}(x)\right)
$$

In view of (4.4) and Theorem 3.3, we can apply [63, Theorem 4.4] to the system

$$
\Psi_{j+1}=Y_{j} \Psi_{j}
$$

Therefore, there is $\left(\Psi_{j}^{-}: j \geqslant j_{0}\right)$, so that

$$
\sup _{x \in K}\left\|\frac{\Psi_{j}^{-}(x)}{\prod_{k=j_{0}}^{j-1} \lambda_{k}^{-}(x)}-e_{2}\right\|=0
$$

(cf. (2.1)). Then the sequence $\Phi_{j}^{-}=Z_{j} \Psi_{j}^{-}$satisfies

$$
\Phi_{j+1}=X_{j N+i} \Phi_{j}
$$

for $j \geqslant j_{0}$. We set

$$
\phi_{1}=B_{1}^{-1} \cdots B_{j_{0}}^{-1} \Phi_{j_{0}}^{-}
$$

and

$$
\begin{equation*}
\phi_{n+1}=B_{n} \phi_{n}, \tag{4.5}
\end{equation*}
$$

for $n>1$. Then, for $j N+i^{\prime}>j_{0} N+i$ with $i^{\prime} \in\{0,1, \ldots, N-1\}$, we get

$$
\phi_{j N+i^{\prime}}= \begin{cases}B_{j N+i^{\prime}}^{-1} B_{j N+i^{\prime}+1}^{-1} \cdots B_{j N+i-1}^{-1} \Phi_{j}^{-} & \text {if } i^{\prime} \in\{0,1, \ldots, i-1\} \\ \Phi_{j}^{-} & \text {if } i^{\prime}=i \\ B_{j N+i^{\prime}-1} B_{j N+i^{\prime}-2} \cdots B_{j N+i} \Phi_{j}^{-} & \text {if } i^{\prime} \in\{i+1, \ldots, N-1\}\end{cases}
$$

Since for $i^{\prime} \in\{0,1, \ldots, i-1\}$,

$$
\lim _{j \rightarrow \infty} B_{j N+i^{\prime}}^{-1} B_{j N+i^{\prime}+1}^{-1} \cdots B_{j N+i-1}^{-1}=\mathfrak{B}_{i^{\prime}}^{-1}(0) \mathfrak{B}_{i^{\prime}+1}^{-1}(0) \cdots \mathfrak{B}_{i-1}^{-1}(0)
$$

and

$$
\lim _{j \rightarrow \infty} Z_{j} e_{2}=T_{i}\left(e_{1}+e_{2}\right)
$$

we obtain

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sup _{K}\left\|\frac{\phi_{j N+i^{\prime}}}{\prod_{k=j_{0}}^{j-1} \lambda_{k}^{-}}-T_{i^{\prime}}\left(e_{1}+e_{2}\right)\right\|=0 \tag{4.6}
\end{equation*}
$$

Analogously, we can show that (4.6) holds true also for $i^{\prime} \in\{i+1, \ldots, N-1\}$.
Let us recall that a non-zero sequence ( $u_{n}(x): n \in \mathbb{N}_{0}$ ) is generalized eigenvector associated with $x \in \mathbb{R}$, if it satisfies (2.4).

Since ( $\phi_{n}: j \in \mathbb{N}$ ) satisfies (4.5), the sequence ( $u_{n}(x): n \in \mathbb{N}_{0}$ ) defined as

$$
u_{n}(x)= \begin{cases}\left\langle\phi_{1}(x), e_{1}\right\rangle & \text { if } n=0 \\ \left\langle\phi_{n}(x), e_{2}\right\rangle & \text { if } n \geqslant 1\end{cases}
$$

is a generalized eigenvector associated to $x \in K$, provided that $\left(u_{0}, u_{1}\right) \neq 0$ on $K$. Suppose on the contrary that there is $x \in K$ such that $\phi_{1}(x)=0$. Hence, $\phi_{n}(x)=0$ for all $n \in \mathbb{N}$, thus by (4.6) we must have $T_{0}\left(e_{1}+e_{2}\right)=0$ which is impossible since $T_{0}$ is invertible.

Next, let us observe that, by (4.6), for each $i^{\prime} \in\{0,1, \ldots, N-1\}, j>j_{0}$, and $x \in K$,

$$
\begin{equation*}
\left|u_{j N+i^{\prime}}(x)\right| \leqslant c \prod_{k=j_{0}}^{j-1}\left|\lambda_{k}^{-}(x)\right| \tag{4.7}
\end{equation*}
$$

Since $\left(R_{j}: j \in \mathbb{N}\right)$ converges to $\mathcal{R}_{i}$ uniformly on $K$, and

$$
\lim _{n \rightarrow \infty} a_{n}=\infty
$$

there is $j_{1} \geqslant j_{0}$, such that for $j \geqslant j_{1}$,

$$
\left|\vartheta_{j}\right|\left(\left|\operatorname{tr} R_{j}(x)\right|+\sqrt{\operatorname{discr} R_{j}(x)}\right) \leqslant 1
$$

Therefore, for $j \geqslant j_{1}$,

$$
\left|\lambda_{j}^{-}(x)\right|=1+\vartheta_{j} \frac{\operatorname{tr} R_{j}(x)-\sqrt{\operatorname{discr} R_{j}(x)}}{2}
$$

Next by the Stolz-Cesáro theorem and (2.9), we get

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \frac{\sqrt{a_{(j+1) N+i-1}}}{j} & =\lim _{j \rightarrow \infty}\left(\sqrt{a_{(j+1) N+i-1}}-\sqrt{a_{j N+i-1}}\right) \\
& =\lim _{j \rightarrow \infty} \frac{a_{(j+1) N+i-1}-a_{j N+i-1}}{\sqrt{a_{(j+1) N+i-1}}+\sqrt{a_{j N+i-1}}}=0 .
\end{aligned}
$$

Since $\operatorname{tr} \mathcal{R}_{i}=0$, there is $j_{2} \geqslant j_{1}$ such that for all $j \geqslant j_{2}$ and $x \in K$,

$$
j \vartheta_{j} \frac{\operatorname{tr} R_{j}(x)-\sqrt{\operatorname{discr} R_{j}(x)}}{2} \leqslant-1
$$

and thus

$$
\sup _{x \in K}\left|\lambda_{j}^{-}(x)\right| \leqslant 1-\frac{1}{j}
$$

Consequently, by (4.7), there is $c^{\prime}>0$ such that for all $i^{\prime} \in\{0,1, \ldots, N-1\}$ and $j \geqslant j_{2}$,

$$
\sup _{x \in K}\left|u_{j N+i^{\prime}}(x)\right| \leqslant c \prod_{k=j_{0}}^{j-1}\left(1-\frac{1}{k}\right) \leqslant \frac{c^{\prime}}{j},
$$

hence

$$
\sum_{n=0}^{\infty} \sup _{x \in K}\left|u_{n}(x)\right|^{2}<\infty
$$

Now, by the proof of [52, Theorem 5.3] we conclude that $\sigma_{\text {ess }}(A) \cap K=\emptyset$. Since $K$ was arbitrary compact subinterval of $\Lambda_{+}$the theorem follows.

## 5. Generalized Turán determinants

In this section we study behavior of $N$-shifted generalized Turán determinants on $\Lambda_{-}$. The good understanding of them allows us to deduce that the measure $\mu$ restricted to $\Lambda_{-}$is absolutely continuous, see Theorem 7.4 for details. Let us recall that $N$-shifted generalized Turán determinant $S_{n}(\eta, x)$ where $\eta \in \mathbb{R}^{2} \backslash\{0\}$ and $x \in \mathbb{R}$, is defined as

$$
\begin{equation*}
S_{n}(\eta, x)=a_{n+N-1}^{3 / 2}\left\langle E \vec{u}_{n+N}, \vec{u}_{n}\right\rangle \tag{5.1}
\end{equation*}
$$

where ( $u_{n}: n \in \mathbb{N}_{0}$ ) is a generalized eigenvector associated to $x$ and corresponding to $\eta$, and

$$
E=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

Theorem 5.1. - Let $N$ be a positive integer and $i \in\{0,1, \ldots, N-1\}$. Let $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and ( $b_{n}: n \in \mathbb{N}_{0}$ ) be $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

then the sequence $\left(\left|S_{n N+i}\right|: n \in \mathbb{N}\right)$ converges locally uniformly on ${ }^{(2)}$ $\mathbb{S}^{1} \times \Lambda_{-}$to a positive continuous function.
${ }^{(2)}$ By $\mathbb{S}^{1}$ we denote the unit sphere in $\mathbb{R}^{2}$.

Proof. - We start by describing the uniform diagonalization under the assumptions of the theorem. For matrices defined in (3.3), we set

$$
\begin{equation*}
Y_{j}=Z_{j+1}^{-1} X_{j N+i} Z_{j} \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{v}_{j}(x)=Z_{j}^{-1}(x) \vec{u}_{j N+i}(x) . \tag{5.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
\vec{v}_{j+1}=Y_{j} \vec{v}_{j} . \tag{5.4}
\end{equation*}
$$

Fix a compact subset $K \subset \Lambda_{-}$. By Theorem 3.3, we have

$$
\begin{equation*}
Y_{j}=\varepsilon\left(\mathrm{Id}+\vartheta_{j} R_{j}\right) \tag{5.5}
\end{equation*}
$$

where $\left(R_{j}: j \in \mathbb{N}_{0}\right)$ is a sequence from $\mathcal{D}_{1}(K, \operatorname{Mat}(2, \mathbb{R}))$ convergent to

$$
\mathcal{R}_{i}=\left(\begin{array}{cc}
0 & -1  \tag{5.6}\\
1 & 0
\end{array}\right)
$$

uniformly on $K$. Since

$$
\left\{x \in \mathbb{R}: \operatorname{discr} \mathcal{R}_{i}(x)<0\right\}=\Lambda_{-}
$$

there are $\delta>0$ and $j_{0} \geqslant 1$ such that for all $j \geqslant j_{0}$ and $x \in K$,

$$
\operatorname{discr} R_{j}(x) \leqslant-\delta, \quad \text { and } \quad\left[R_{j}(x)\right]_{1,2}<-\delta .
$$

Thus $R_{j}(x)$ has two eigenvalues $\xi_{j}(x)$ and $\overline{\xi_{j}(x)}$ where

$$
\begin{equation*}
\xi_{j}(x)=\frac{\operatorname{tr} R_{j}(x)+i \sqrt{-\operatorname{discr} R_{j}(x)}}{2} \tag{5.7}
\end{equation*}
$$

Moreover,

$$
R_{j}=C_{j}\left(\begin{array}{cc}
\xi_{j} & 0 \\
0 & \bar{\xi}_{j}
\end{array}\right) C_{j}^{-1}
$$

where

$$
C_{j}=\left(\begin{array}{cc}
1 & 1 \\
\frac{\xi_{j}-\left[R_{j}\right]_{1,1}}{\left[R_{j}\right]_{1,2}} & \frac{\overline{\xi_{j}}-\left[R_{j}\right]_{1,1}}{\left[R_{j}\right]_{1,2}}
\end{array}\right) .
$$

In view of (5.5), $Y_{j}(x)$ has two eigenvalues $\lambda_{j}(x)$ and $\overline{\lambda_{j}(x)}$ where

$$
\begin{equation*}
\lambda_{j}(x)=\varepsilon\left(1+\vartheta_{j}(x) \xi_{j}(x)\right) \tag{5.8}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
Y_{j}=C_{j} D_{j} C_{j}^{-1} \tag{5.9}
\end{equation*}
$$

where

$$
D_{j}=\left(\begin{array}{cc}
\lambda_{j} & 0  \tag{5.10}\\
0 & \lambda_{j}
\end{array}\right) .
$$

Let us observe that, by Theorem 3.3, both $\left(C_{j}: j \geqslant j_{0}\right)$ and $\left(D_{j}: j \geqslant j_{0}\right)$ belong to $\mathcal{D}_{1}(K, \operatorname{Mat}(2, \mathbb{C}))$. By (5.6), we have

$$
\lim _{j \rightarrow \infty} C_{j}=C_{\infty}=\left(\begin{array}{cc}
1 & 1  \tag{5.11}\\
-i & i
\end{array}\right)
$$

uniformly on $K$.
Before we embark on the proof of the theorem, we show the following claim.

Claim 5.2. - There is $c>0$ so that for all $j \geqslant j_{0}$,

$$
\left\|\vec{v}_{j}\right\| \leqslant c\left(\prod_{k=j_{0}}^{j-1}\left\|D_{k}\right\|\right)\left\|\vec{v}_{j_{0}}\right\|
$$

uniformly on $K$.
Using (5.10), we have

$$
\vec{v}_{j}=Y_{j-1} \cdots Y_{j_{0}} \vec{v}_{j_{0}}
$$

thus

$$
\left\|\vec{v}_{j}\right\| \leqslant\left\|Y_{j-1} \cdots Y_{j_{0}}\right\|\left\|\vec{v}_{j_{0}}\right\| .
$$

Next, we write

$$
\begin{aligned}
& Y_{j-1} Y_{j-2} \cdots Y_{j_{0}} \\
& \quad=C_{j-1}\left(D_{j-1} C_{j-1}^{-1} C_{j-2}\right)\left(D_{j-2} C_{j-2}^{-1} C_{j-3}\right) \cdots\left(D_{j_{0}} C_{j_{0}}^{-1} C_{j_{0}-1}\right) C_{j_{0}-1}^{-1}
\end{aligned}
$$

and so

$$
\left\|Y_{j-1} Y_{j-2} \cdots Y_{j_{0}}\right\| \leqslant c \prod_{k=j_{0}}^{j-1}\left\|D_{k}\right\|
$$

where the last estimate is the consequence of [59, Proposition 1] and (5.11), proving the claim.

Now, let us define

$$
\begin{equation*}
\widetilde{S}_{j}=a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right)\left\langle E \vec{v}_{j+1}, \vec{v}_{j}\right\rangle . \tag{5.12}
\end{equation*}
$$

Our next step is to show that $\left(\widetilde{S}_{j}: j \geqslant j_{0}\right)$ is asymptotically close to $\left(S_{j N+i}: j \geqslant j_{0}\right)$.

Claim 5.3. - We have

$$
\lim _{j \rightarrow \infty}\left|S_{j N+i}-\widetilde{S}_{j}\right|=0
$$

uniformly on $\mathbb{S}^{1} \times K$.

For the proof we write

$$
\begin{aligned}
S_{j N+i} & =a_{(j+1) N+i-1}^{3 / 2}\left\langle E \vec{u}_{(j+1) N+i}, \vec{u}_{j N+i}\right\rangle \\
& =a_{(j+1) N+i-1}^{3 / 2}\left\langle Z_{j}^{*} E Z_{j+1} \vec{v}_{j+1}, \vec{v}_{j}\right\rangle \\
& =a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right)\left\langle E Z_{j}^{-1} Z_{j+1} \vec{v}_{j+1}, \vec{v}_{j}\right\rangle
\end{aligned}
$$

where we have used that for any $Y \in \operatorname{GL}(2, \mathbb{R})$,

$$
\left(Y^{-1}\right)^{*} E=\frac{1}{\operatorname{det} Y} E Y
$$

Now, by Theorem 3.2

$$
\begin{aligned}
S_{j N+i}-\widetilde{S}_{j} & =a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right)\left\langle E\left(Z_{j}^{-1} Z_{j+1}-\mathrm{Id}\right) \vec{v}_{j+1}, \vec{v}_{j}\right\rangle \\
& =a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right) \vartheta_{j}\left\langle E Q_{j} \vec{v}_{j+1}, \vec{v}_{j}\right\rangle
\end{aligned}
$$

Observe that by (5.10) and (5.9)

$$
\left\|D_{k}\right\|^{2}=\left|\lambda_{k}\right|^{2}=\lambda_{k} \overline{\lambda_{k}}=\operatorname{det} Y_{k}
$$

Therefore, by (5.2),

$$
\prod_{k=j_{0}}^{j-1}\left\|D_{k}\right\|^{2}=\frac{\operatorname{det} Z_{j_{0}}}{\operatorname{det} Z_{j}} \frac{a_{j_{0} N+i-1}}{a_{j N+i-1}}
$$

Next, in view of Claim 5.2, for $j \geqslant j_{0}$,

$$
\left\|\vec{v}_{j}\right\|^{2} \lesssim \prod_{k=j_{0}}^{j-1}\left\|D_{k}\right\|^{2} \lesssim \frac{1}{a_{j N+i-1}\left|\operatorname{det} Z_{j}\right|}
$$

Hence,

$$
\begin{aligned}
& \left|a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right) \vartheta_{j}\left\langle E Q_{j} \vec{v}_{j+1}, \vec{v}_{j}\right\rangle\right| \\
& \quad \lesssim a_{(j+1) N+i-1}^{3 / 2} \vartheta_{j}\left|\operatorname{det} Z_{j}\right| \cdot\left\|Q_{j}\right\| \cdot\left\|\vec{v}_{j}\right\|^{2}
\end{aligned}
$$

which is bounded by a constant multiple of $\left\|Q_{j}\right\|$, and the claim follows by Theorem 3.2.

Next we show that the sequence ( $\widetilde{S}_{j}: j \geqslant j_{0}$ ) converges uniformly on $\mathbb{S}^{1} \times K$ to a positive continuous function. By (5.12) and (5.4), we have

$$
\begin{aligned}
\widetilde{S}_{j} & =a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right)\left\langle E \vec{v}_{j+1}, Y_{j}^{-1} \vec{v}_{j+1}\right\rangle \\
& =a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right)\left\langle\left(Y_{j}^{-1}\right)^{*} E \vec{v}_{j+1}, \vec{v}_{j+1}\right\rangle \\
& =a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right)\left(\operatorname{det} Y_{j}^{-1}\right)\left\langle E Y_{j} \vec{v}_{j+1}, \vec{v}_{j+1}\right\rangle,
\end{aligned}
$$

and since

$$
\operatorname{det} Y_{j}=\operatorname{det}\left(Z_{j+1}^{-1} X_{j N+i} Z_{j}\right)
$$

we obtain

$$
\begin{equation*}
\widetilde{S}_{j}=a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j+1}\right) \frac{a_{(j+1) N+i-1}}{a_{j N+i-1}}\left\langle E Y_{j} \vec{v}_{j+1}, \vec{v}_{j+1}\right\rangle \tag{5.13}
\end{equation*}
$$

By (5.12) and (5.4) we have

$$
\widetilde{S}_{j+1}=a_{(j+2) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right)\left\langle E Y_{j+1} \vec{v}_{j+1}, \vec{v}_{j+1}\right\rangle
$$

Therefore, by Theorem 3.3

$$
\widetilde{S}_{j+1}-\widetilde{S}_{j}=\varepsilon a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j+1}\right)\left\langle E W_{j} \vec{v}_{j+1}, \vec{v}_{j+1}\right\rangle
$$

where

$$
W_{j}=\sqrt{\frac{a_{(j+2) N+i-1}}{a_{(j+1) N+i-1}}} \frac{a_{(j+2) N+i-1}}{a_{(j+1) N+i-1}} \vartheta_{j+1} R_{j+1}-\frac{a_{(j+1) N+i-1}}{a_{j N+i-1}} \vartheta_{j} R_{j} .
$$

Since

$$
\sqrt{\frac{a_{(j+2) N+i-1}}{a_{(j+1) N+i-1}}} \vartheta_{j+1}=\vartheta_{j}
$$

we have

$$
W_{j}=\vartheta_{j}\left(\frac{a_{(j+2) N+i-1}}{a_{(j+1) N+i-1}} R_{j+1}-\frac{a_{(j+1) N+i-1}}{a_{j N+i-1}} R_{j}\right)
$$

and so

$$
\left\|W_{j}\right\| \lesssim \vartheta_{j}\left(\left|\Delta\left(\frac{a_{j N+i-1}}{a_{j N+i}}\right)\right|+\left\|\Delta R_{j}\right\|\right)
$$

where for a sequence $\left(x_{n}: n \in \mathbb{N}\right)$ we have set

$$
\Delta x_{n}=x_{n+1}-x_{n}
$$

On the other hand, by (5.13),

$$
\widetilde{S}_{j}=\varepsilon a_{(j+1) N+i-1}^{3 / 2} \frac{a_{(j+1) N+i-1}}{a_{j N+i-1}}\left(\operatorname{det} Z_{j+1}\right) \vartheta_{j}\left\langle E R_{j} \vec{v}_{j+1}, \vec{v}_{j+1}\right\rangle
$$

and since

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \operatorname{sym}\left(E R_{j}\right)=\operatorname{sym}\left(E \mathcal{R}_{i}\right)=-\mathrm{Id} \tag{5.14}
\end{equation*}
$$

we get

$$
\left|\widetilde{S}_{j}\right| \gtrsim a_{(j+1) N+i-1}^{3 / 2} \frac{a_{(j+1) N+i-1}}{a_{j N+i-1}} \vartheta_{j}\left|\operatorname{det} Z_{j+1}\right| \cdot\left\|\vec{v}_{j+1}\right\|^{2} .
$$

Consequently, we arrive at

$$
\left|\widetilde{S}_{j+1}-\widetilde{S}_{j}\right| \lesssim\left(\left|\Delta\left(\frac{a_{j N+i-1}}{a_{j N+i}}\right)\right|+\left\|\Delta R_{j}\right\|\right)\left|\widetilde{S}_{j}\right|
$$

Since $\widetilde{S}_{j} \neq 0$ on $K$, we get

$$
\sum_{j=j_{0}}^{\infty} \sup _{\eta \in \mathbb{S}^{1}} \sup _{x \in K}\left|\frac{\left|\widetilde{S}_{j+1}(\eta, x)\right|}{\left|\widetilde{S}_{j}(\eta, x)\right|}-1\right| \lesssim \sum_{j=j_{0}}^{\infty}\left|\Delta\left(\frac{a_{j N+i-1}}{a_{j N+i}}\right)\right|+\sup _{x \in K}\left\|\Delta R_{j}(x)\right\|,
$$

which implies that the product

$$
\prod_{k=j_{0}}^{\infty}\left(1+\frac{\left|\widetilde{S}_{k+1}\right|-\left|\widetilde{S}_{k}\right|}{\left|\widetilde{S}_{k}\right|}\right)
$$

converges uniformly on $\mathbb{S}^{1} \times K$ to a positive continuous function. Because

$$
\left|\frac{\widetilde{S}_{j}}{\widetilde{S}_{j_{0}}}\right|=\prod_{k=j_{0}}^{j-1}\left(1+\frac{\left|\widetilde{S}_{k+1}\right|-\left|\widetilde{S}_{k}\right|}{\left|\widetilde{S}_{k}\right|}\right)
$$

the same holds true for the sequence $\left(\widetilde{S}_{j}: j \geqslant j_{0}\right)$. In view of Claim 5.3, the proof is completed.

From now on, if ( $a_{n}: n \in \mathbb{N}_{0}$ ) and ( $b_{n}: n \in \mathbb{N}_{0}$ ) are $N$-modulated Jacobi parameters satisfying (2.7) and (2.8), for fixed $i \in\{0,1, \ldots, N-1\}$ and a compact subset of $K \subset \Lambda_{-}$we use the diagonalization constructed at the beginning of the proof of Theorem 5.1.

Corollary 5.4. - Let the hypotheses of Theorem 5.1 be satisfied. For each compact subset $K \subset \Lambda_{-}$, there is a constant $c>0$, such that for every generalized eigenvector $u$ associated with $x \in K$,

$$
\sup _{j \in \mathbb{N}_{0}} \sqrt{a_{(j+1) N+i-1}}\left(u_{j N+i-1}^{2}+u_{j N+i}^{2}\right) \leqslant c\left(u_{0}^{2}+u_{1}^{2}\right)
$$

Proof. - Without loss of generality we assume that $u_{0}^{2}+u_{1}^{2}=1$. Let us fix a compact subset $K \subset \Lambda_{-}$. By Theorem 3.3 we have

$$
\begin{aligned}
\widetilde{S}_{j} & =a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right) \varepsilon\left\langle E\left(\operatorname{Id}+\vartheta_{j} R_{j}\right) \vec{v}_{j}, \vec{v}_{j}\right\rangle \\
& =\varepsilon a_{(j+1) N+i-1}^{3 / 2}\left(\operatorname{det} Z_{j}\right) \vartheta_{j}\left\langle E R_{j} \vec{v}_{j}, \vec{v}_{j}\right\rangle,
\end{aligned}
$$

thus in view of (5.14),

$$
\left|\widetilde{S}_{j}\right| \gtrsim a_{(j+1) N+i-1}^{3 / 2} \vartheta_{j}\left|\operatorname{det}\left(Z_{j}\right)\right| \cdot\left\|\vec{v}_{j}\right\|^{2}
$$

on $\mathbb{S}^{1} \times K$. Since $\left(\left|\widetilde{S}_{j}\right|: j \in \mathbb{N}_{0}\right)$ is uniformly bounded on $\mathbb{S}^{1} \times K$, and

$$
\left|\operatorname{det} Z_{j}\right| \vartheta_{j} \gtrsim a_{(j+1) N+i-1}^{-1}
$$

by (5.3) we conclude that

$$
\begin{aligned}
\left\|\vec{u}_{j N+i}\right\|^{2} & \leqslant\left\|Z_{j}\right\|^{2}\left\|\vec{v}_{j}\right\|^{2} \\
& \leqslant\left\|Z_{j}\right\|^{2} \frac{1}{\sqrt{a_{(j+1) N+i-1}}}
\end{aligned}
$$

Because $\left(Z_{j}\right)$ is uniformly bounded on $K$, the proof is complete.

## 6. Asymptotics of the generalized eigenvectors

In this section we study the asymptotic behavior of generalized eigenvectors. We prove the following theorem.

Theorem 6.1. - Let $N$ be a positive integer and $i \in\{0,1, \ldots, N-1\}$. Let ( $a_{n}: n \in \mathbb{N}_{0}$ ) and ( $b_{n}: n \in \mathbb{N}_{0}$ ) be $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

then for each compact subset $K \subset \Lambda_{-}$there are $j_{0} \in \mathbb{N}$, and a continuous function $\varphi: \mathbb{S}^{1} \times K \rightarrow \mathbb{C}$ such that every generalized eigenvector $\left(u_{n}: n \in \mathbb{N}_{0}\right)$

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \sup _{\eta \in \mathbb{S}^{1}} \sup _{x \in K} & \mid \varphi(\eta, x) \\
& \left.-\frac{\sqrt{a_{(j+1) N+i-1}}}{\prod_{k=j_{0}}^{j-1} \lambda_{k}(x)}\left(u_{(j+1) N+i}(\eta, x)-\overline{\lambda_{j}(x)} u_{j N+i}(\eta, x)\right) \right\rvert\,=0 .
\end{aligned}
$$

Moreover,

$$
\frac{u_{j N+i}(\eta, x)}{\prod_{k=j_{0}}^{j-1}\left|\lambda_{k}(x)\right|}=\frac{|\varphi(\eta, x)|}{\sqrt{\alpha_{i-1}|\tau(x)|}} \sin \left(\sum_{k=j_{0}}^{j-1} \theta_{k}(x)+\arg \varphi(\eta, x)\right)+E_{j}(\eta, x)
$$

where

$$
\theta_{k}(x)=\arccos \left(\frac{\operatorname{tr} Y_{k}(x)}{2 \sqrt{\operatorname{det} Y_{k}(x)}}\right)
$$

and

$$
\sup _{\eta \in \mathbb{S}} \sup _{x \in K}\left|E_{j}(\eta, x)\right| \leqslant c \sum_{k=j}^{\infty} \sup _{x \in K}\left(\left\|\Delta C_{k}(x)\right\|+\left\|\Delta R_{k}(x)\right\|\right)
$$

Proof. - We use the diagonalization constructed at the beginning of the proof of Theorem 5.1 as well as the notation introduced there. For $j>j_{0}$, we set

$$
\begin{equation*}
\phi_{j}=\frac{u_{(j+1) N+i}-\overline{\lambda_{j}} u_{j N+i}}{\prod_{k=j_{0}}^{j-1} \lambda_{k}} . \tag{6.1}
\end{equation*}
$$

Observe that there is $c>0$ so that for all $j \in \mathbb{N}_{0}$ and $x \in K$,

$$
\left\|Z_{j}^{t} e_{2}-\left(\begin{array}{ll}
1 & 1  \tag{6.2}\\
1 & 1
\end{array}\right) T_{i}^{t} e_{2}\right\| \leqslant c \vartheta_{j}
$$

We are going to show that the sequence $\left(\sqrt{a_{(j+1) N+i-1}} \phi_{j}: j>j_{0}\right)$ converges uniformly on $K$. Let

$$
\vec{q}_{j}=Z_{j}^{-1} \vec{u}_{j N+i} .
$$

By (5.10) we have $\left\|D_{j}\right\|=\left|\lambda_{j}\right|$. Hence, by Claim 5.2, we get

$$
\begin{aligned}
\left|u_{(j+1) N+i}-\left\langle\vec{q}_{j+1}, Z_{j}^{t} e_{2}\right\rangle\right| & =\left|\left\langle\vec{q}_{j+1},\left(Z_{j+1}^{t}-Z_{j}^{t}\right) e_{2}\right\rangle\right| \\
& \lesssim \| \vec{q}_{j+1}| | \cdot\left|\vartheta_{j+1}-\vartheta_{j}\right| \\
& \lesssim\left(\prod_{k=j_{0}}^{j-1}\left|\lambda_{k}\right|\right)\left|\vartheta_{j+1}-\vartheta_{j}\right| .
\end{aligned}
$$

Therefore,

$$
\lim _{j \rightarrow \infty} \sqrt{a_{(j+1) N+i-1}} \frac{\left|u_{(j+1) N+i}-\left\langle\vec{q}_{j+1}, Z_{j}^{t} e_{2}\right\rangle\right|}{\prod_{k=j_{0}}^{j-1}\left|\lambda_{k}\right|}=0
$$

uniformly on $K$. Next, by (5.9), we can write

$$
\left(Y_{j}-\overline{\lambda_{j}} \operatorname{Id}\right) \vec{q}_{j}=C_{j}\left(\begin{array}{cc}
\lambda_{j}-\overline{\lambda_{j}} & 0 \\
0 & 0
\end{array}\right) C_{j}^{-1} \vec{q}_{j}
$$

therefore, by (6.2), we get

$$
\begin{aligned}
&\left|\left\langle\left(Y_{j}-\overline{\lambda_{j}} \operatorname{Id}\right) \vec{q}_{j}, Z_{j}^{t} e_{2}\right\rangle-\left\langle\left(Y_{j}-\overline{\lambda_{j}} \operatorname{Id}\right) \vec{q}_{j},\left(\begin{array}{cc}
1 & 1 \\
1 & 1
\end{array}\right) T_{i}^{t} e_{2}\right\rangle\right| \\
& \leqslant \vartheta_{j}\left|\lambda_{j}-\overline{\lambda_{j}}\right| \cdot\left\|\vec{q}_{j}\right\| \\
& \lesssim \vartheta_{j}^{2}\left(\prod_{k=j_{0}}^{j-1}\left|\lambda_{k}\right|\right)
\end{aligned}
$$

where in the last estimate we have used

$$
\begin{equation*}
\lambda_{j}-\overline{\lambda_{j}}=i \vartheta_{j} \sqrt{-\operatorname{discr} R_{j}} \tag{6.3}
\end{equation*}
$$

which is a consequence of (5.8) and (5.7). Hence, it is enough to show that the sequence $\left(\sqrt{a_{(j+1) N+i-1}} \widetilde{\phi}_{j}: j>j_{0}\right)$ where

$$
\widetilde{\phi}_{j}=\frac{\left\langle\left(Y_{j}-\overline{\lambda_{j}} \operatorname{Id}\right) \vec{q}_{j},\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) T_{i}^{t} e_{2}\right\rangle}{\prod_{k=j_{0}}^{j-1} \lambda_{k}}
$$

converges uniformly on $K$. For the proof, we write

$$
\begin{aligned}
& \frac{\sqrt{a_{(j+1) N+i-1}}}{\lambda_{j-1}}\left(Y_{j}-\overline{\lambda_{j}} \mathrm{Id}\right) Y_{j-1}-\sqrt{a_{j N+i-1}}\left(Y_{j-1}-\overline{\lambda_{j-1}} \mathrm{Id}\right) \\
& =\frac{\sqrt{a_{(j+1) N+i-1}}}{\lambda_{j-1}}\left(C_{j}\left(D_{j}-\overline{\lambda_{j}} \mathrm{Id}\right) C_{j}^{-1} Y_{j-1}-C_{j}\left(D_{j}-\overline{\lambda_{j}} \mathrm{Id}\right) D_{j-1} C_{j-1}^{-1}\right) \\
& -\sqrt{a_{j N+i-1}}\left(C_{j-1}\left(D_{j-1}-\overline{\lambda_{j-1}} \mathrm{Id}\right) C_{j-1}^{-1}-C_{j}\left(D_{j-1}-\overline{\lambda_{j-1}} \mathrm{Id}\right) C_{j-1}^{-1}\right) \\
& \quad+C_{j}\left(\frac{\sqrt{a_{(j+1) N+i-1}}}{\lambda_{j-1}}\left(D_{j}-\overline{\lambda_{j}} \mathrm{Id}\right) D_{j-1}\right. \\
& \left.\quad-\sqrt{a_{j N+i-1}}\left(D_{j-1}-\overline{\lambda_{j-1}} \mathrm{Id}\right)\right) C_{j-1}^{-1} .
\end{aligned}
$$

The first two terms are estimated as follows,

$$
\begin{aligned}
& \frac{\sqrt{a_{(j+1) N+i-1}}}{\left|\lambda_{j-1}\right|}\left\|C_{j}\left(D_{j}-\overline{\lambda_{j}} \mathrm{Id}\right) C_{j}^{-1} Y_{j-1}-C_{j}\left(D_{j}-\overline{\lambda_{j}} \operatorname{Id}\right) D_{j-1} C_{j-1}^{-1}\right\| \\
& \lesssim \sqrt{a_{(j+1) N+i-1}}\left\|D_{j}-\overline{\lambda_{j}} \operatorname{Id}\right\| \cdot\left\|\Delta C_{j-1}\right\| \\
& \lesssim\left\|\Delta C_{j-1}\right\|
\end{aligned}
$$

and

$$
\begin{aligned}
& \sqrt{a_{j N+i-1}}\left\|C_{j-1}\left(D_{j-1}-\overline{\lambda_{j-1}} \mathrm{Id}\right) C_{j-1}^{-1}-C_{j}\left(D_{j-1}-\overline{\lambda_{j-1}} \mathrm{Id}\right) C_{j-1}^{-1}\right\| \\
& \lesssim \sqrt{a_{j N+i-1}}\left\|D_{j-1}-\overline{\lambda_{j-1}} \mathrm{Id}\right\| \cdot\left\|\Delta C_{j-1}\right\| \\
& \lesssim\left\|\Delta C_{j-1}\right\| .
\end{aligned}
$$

Next, by (6.3) and (3.4), we write

$$
\begin{aligned}
\frac{\sqrt{a_{(j+1) N+i-1}}}{\lambda_{j-1}} & \left(D_{j}-\overline{\lambda_{j}} \mathrm{Id}\right) D_{j-1}-\sqrt{a_{j N+i-1}}\left(D_{j-1}-\overline{\lambda_{j-1}} \mathrm{Id}\right) \\
& =\left(\sqrt{-\operatorname{discr} R_{j}}-\sqrt{-\operatorname{discr} R_{j-1}}\right)\left(\begin{array}{cc}
i \sqrt{\alpha_{i-1}|\tau(x)|} & 0 \\
0 & 0
\end{array}\right)
\end{aligned}
$$

thus for the last term we get

$$
\| C_{j}\left(\frac{\sqrt{a_{(j+1) N+i-1}}}{\lambda_{j-1}}\left(D_{j}-\overline{\lambda_{j}} \mathrm{Id}\right) D_{j-1} .\right.
$$

Therefore, by Claim 5.2, we obtain

$$
\left|\sqrt{a_{(j+1) N+i-1}} \widetilde{\phi}_{j}-\sqrt{a_{j N+i-1}} \widetilde{\phi}_{j-1}\right| \lesssim\left\|\Delta C_{j-1}\right\|+\left\|\Delta R_{j-1}\right\| .
$$

Consequently, the sequence $\left(\sqrt{a_{(j+1) N+i-1}} \widetilde{\phi}_{j}: j>j_{0}\right)$ converges uniformly on $\mathbb{S}^{1} \times K$. Hence, there is a function $\varphi: \mathbb{S}^{1} \times K \rightarrow \mathbb{R}$, so that

$$
\begin{equation*}
\varphi=\lim _{j \rightarrow \infty} \sqrt{a_{(j+1) N+i-1}} \phi_{j} \tag{6.4}
\end{equation*}
$$

uniformly on $\mathbb{S}^{1} \times K$. In particular, we get

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \sup _{\eta \in \mathbb{S}^{1}} \sup _{x \in K} \left\lvert\, \sqrt{a_{(j+1) N+i-1}} \frac{u_{(j+1) N+i}(\eta, x)-\overline{\lambda_{j}(x)} u_{j N+i}(\eta, x)}{\prod_{k=j_{0}}^{j-1}\left|\lambda_{k}(x)\right|}\right. \\
\left.-\varphi(\eta, x) \prod_{k=j_{0}}^{j-1} \frac{\lambda_{k}(x)}{\left|\lambda_{k}(x)\right|} \right\rvert\,=0 .
\end{aligned}
$$

Since $u_{n}(\eta, x) \in \mathbb{R}$, by taking imaginary part we conclude that

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \sup _{\eta \in \mathbb{S}^{1}} \sup _{x \in K} \left\lvert\, \sqrt{a_{(j+1) N+i-1}} \vartheta_{j}(x) \sqrt{-\operatorname{discr} R_{j}(x)} \frac{u_{j N+i}(\eta, x)}{\prod_{k=j_{0}}^{j-1}\left|\lambda_{k}(x)\right|}\right. \\
-2|\varphi(\eta, x)| \sin \left(\sum_{k=j_{0}}^{j-1} \theta_{k}(x)+\arg \varphi(\eta, x)\right) \mid=0
\end{aligned}
$$

where we have also used that

$$
\Im\left(\lambda_{j}(x)\right)=\frac{1}{2} \vartheta_{j} \sqrt{-\operatorname{discr}\left(R_{j}(x)\right)}
$$

Lastly, observe that

$$
\left|\frac{1}{\sqrt{-\operatorname{discr} R_{j}(x)}}-\frac{1}{2}\right| \lesssim \sum_{k=j}^{\infty}\left\|\Delta R_{k}(x)\right\|
$$

which together with

$$
\sqrt{a_{(j+1) N+i-1}} \vartheta_{j}(x)=\sqrt{\alpha_{i-1}|\tau(x)|}
$$

completes the proof.

## 7. Approximation procedure

In this section we describe the approximation procedure which allows us to show that the measure $\mu$ is absolutely continuous on $\Lambda_{-}$as well as to find its density, see Theorem 7.4. We can also identify the function $\varphi$ in Theorem 6.1, see Theorem 7.6 for details.

Let $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ be $N$-periodically modulated Jacobi parameters. For a given $L \in \mathbb{N}$, we consider the truncated sequences ( $a_{n}^{L}: n \in \mathbb{N}_{0}$ ) and ( $b_{n}^{L}: n \in \mathbb{N}_{0}$ ) that are defined as

$$
a_{n}^{L}= \begin{cases}a_{n} & \text { if } 0 \leqslant n<L+N  \tag{7.1a}\\ a_{L+i} & \text { if } L+N \leqslant n, \text { and } n-L \equiv i \bmod N\end{cases}
$$

and

$$
b_{n}^{L}= \begin{cases}b_{n} & \text { if } 0 \leqslant n<L+N,  \tag{7.1b}\\ b_{L+i} & \text { if } L+N \leqslant n, \text { and } n-L \equiv i \bmod N\end{cases}
$$

where $i \in\{0,1, \ldots, N-1\}$. Let

$$
X_{n}^{L}(x)=\prod_{j=n}^{n+N-1}\left(\begin{array}{cc}
0 & 1 \\
-\frac{a_{j-1}^{L}}{a_{j}^{L}} & \frac{x-b_{j}^{L}}{a_{j}^{L}}
\end{array}\right) .
$$

By ( $p_{n}^{L}: n \in \mathbb{N}_{0}$ ) we denote the sequence of orthogonal polynomials corresponding to the sequences $a^{L}$ and $b^{L}$. Let $\mu_{L}$ be their orthonormalizing measure.

Lemma 7.1. - Let $\left(L_{j}: j \in \mathbb{N}\right)$ be an increasing sequence of positive integers. Let $K$ be a compact subset of $\mathbb{R}$. Suppose that

$$
\sup _{j \in \mathbb{N}} \sup _{x \in K}\left\|X_{L_{j}}(x)\right\|<\infty
$$

If

$$
\lim _{j \rightarrow \infty} a_{L_{j}-1}=\infty \quad \text { and } \quad \lim _{j \rightarrow \infty}\left(a_{L_{j}+N-1}-a_{L_{j}-1}\right)=0
$$

then

$$
\begin{equation*}
\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \cdot \sup _{x \in K}\left\|X_{L_{j}+N}^{L_{j}}(x)-X_{L_{j}}(x)\right\|=0 \tag{7.2}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
& \lim _{j \rightarrow \infty} a_{L_{j}+N-1} \cdot \sup _{x \in K}\left|\operatorname{det} X_{L_{j}+N}^{L_{j}}(x)-\operatorname{det} X_{L_{j}}(x)\right|=0,  \tag{7.3}\\
& \lim _{j \rightarrow \infty} a_{L_{j}+N-1} \cdot \sup _{x \in K}\left|\operatorname{discr} X_{L_{j}+N}^{L_{j}}(x)-\operatorname{discr} X_{L_{j}}(x)\right|=0 . \tag{7.4}
\end{align*}
$$

Proof. - Let $L \in\left\{L_{j}: j \in \mathbb{N}\right\}$. By [59, Corollary 4]

$$
\left\|X_{L+N}^{L}(x)-X_{L}(x)\right\| \leqslant\left\|X_{L}(x)\right\| \cdot\left|\frac{a_{L+N-1}}{a_{L-1}}-1\right|
$$

which easily leads to (7.2). Next, we write

$$
a_{L+N-1}\left(\operatorname{det} X_{L+N}^{L}-\operatorname{det} X_{L}\right)=a_{L+N-1}-a_{L-1}
$$

proving (7.3). Lastly,

$$
\begin{aligned}
\left(\operatorname{tr} X_{L+N}^{L}(x)\right)^{2}- & \left(\operatorname{tr} X_{L}(x)\right)^{2} \\
& =\operatorname{tr}\left(X_{L+N}^{L}(x)-X_{L}(x)\right) \operatorname{tr}\left(X_{L+N}^{L}(x)+X_{L}(x)\right)
\end{aligned}
$$

thus by (7.2) and (7.3), we conclude (7.4).
Lemma 7.2. - Let $N$ be a positive integer. Suppose that $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and ( $b_{n}: n \in \mathbb{N}_{0}$ ) are $N$-periodically modulated Jacobi parameters such that

$$
\lim _{n \rightarrow \infty}\left|\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}-s_{n}\right|=0, \quad \text { and } \quad \lim _{n \rightarrow \infty}\left|\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}-r_{n}\right|=0
$$

for certain $N$-periodic sequences $\left(s_{n}: n \in \mathbb{Z}\right)$ and ( $r_{n}: n \in \mathbb{Z}$ ). Then for every compact subset $K \subset \mathbb{C}$,

$$
\lim _{L \rightarrow \infty} a_{L+N-1} \cdot \sup _{x \in K}\left\|X_{L+N}-X_{L}\right\|=0
$$

Moreover,

$$
\begin{align*}
& \lim _{L \rightarrow \infty} a_{L+N-1} \cdot \sup _{x \in K}\left|\operatorname{det} X_{L+N}(x)-\operatorname{det} X_{L}(x)\right|=0  \tag{7.5}\\
& \lim _{L \rightarrow \infty} a_{L+N-1} \cdot \sup _{x \in K}\left|\operatorname{discr} X_{L+N}(x)-\operatorname{discr} X_{L}(x)\right|=0 \tag{7.6}
\end{align*}
$$

Proof. - We notice that
$X_{L+N}-X_{L}=\sum_{k=0}^{N-1}\left(\prod_{j=k+1}^{N-1} B_{L+N+j}\right)\left(B_{L+N+k}-B_{L+k}\right)\left(\prod_{j=k+1}^{N-1} B_{L+j}\right)$,
thus

$$
\begin{align*}
& a_{L+N-1}\left\|X_{L+N}-X_{L}\right\|  \tag{7.7}\\
& \leqslant \sum_{k=0}^{N-1} \frac{a_{L+N-1}}{a_{L+k}}\left(\prod_{j=k+1}^{N-1}\left\|B_{L+N+j}\right\|\right) \\
& \quad \times a_{L+k}\left\|B_{L+N+k}-B_{L+k}\right\|\left(\prod_{j=k+1}^{N-1}\left\|B_{L+j}\right\|\right)
\end{align*}
$$

Next, we compute
(7.8)

$$
\begin{aligned}
& a_{L+k}\left(B_{L+N+k}(x)-B_{L+k}(x)\right) \\
& =\left(\begin{array}{cc}
0 \\
a_{L+k-1}-\frac{a_{L+k+N-1}}{a_{L+k+N}} a_{L+k} & x\left(\frac{a_{L+k}}{a_{L+k+N}}-1\right)+b_{L+k}-\frac{b_{L+k+N}}{a_{L+k+N}} a_{L+k}
\end{array}\right) .
\end{aligned}
$$

Since $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and ( $b_{n}: n \in \mathbb{N}_{0}$ ) are $N$-periodically modulated

$$
\begin{equation*}
\lim _{L \rightarrow \infty} \frac{a_{L+k}}{a_{L+k+N}}=1 \tag{7.9}
\end{equation*}
$$

By $N$-periodicity of ( $\alpha_{n}: n \in \mathbb{Z}$ ), we have

$$
\begin{aligned}
& a_{L+k-1}-\frac{a_{L+k+N-1}}{a_{L+k+N}} a_{L+k}=a_{L+k-1}-\frac{\alpha_{L+k-1}}{\alpha_{L+k}} a_{L+k} \\
&+\left(\frac{\alpha_{L+k+N-1}}{\alpha_{L+k+N}} a_{L+k+N}-a_{L+k+N-1}\right) \frac{a_{L+k}}{a_{L+k+N}}
\end{aligned}
$$

hence, $N$-periodicity of ( $s_{n}: n \in \mathbb{Z}$ ) and (7.9) leads to
(7.10) $\lim _{L \rightarrow \infty}\left(a_{L+k-1}-\frac{a_{L+k+N-1}}{a_{L+k+N}} a_{L+k}\right)$

$$
=\lim _{L \rightarrow \infty}\left(-s_{L+k}+s_{L+k+N} \frac{a_{L+k}}{a_{L+k+N}}\right)=0
$$

Similarly, we write

$$
\begin{aligned}
b_{L+k}-\frac{b_{L+k+N}}{a_{L+k+N}} a_{L+k}=b_{L+k} & -\frac{\beta_{L+k}}{\alpha_{L+k}} a_{L+k} \\
& +\left(\frac{\beta_{L+k+N}}{\alpha_{L+k+N}} a_{L+k+N}-b_{L+k+N}\right) \frac{a_{L+k}}{a_{L+k+N}}
\end{aligned}
$$

and by $N$-periodicity of ( $r_{n}: n \in \mathbb{Z}$ ) and (7.9),

$$
\begin{align*}
& \lim _{L \rightarrow \infty}\left(b_{L+k}-\frac{b_{L+k+N}}{a_{L+k+N}} a_{L+k}\right)  \tag{7.11}\\
&=\lim _{L \rightarrow \infty}\left(-r_{L+k}+r_{L+k+N} \frac{a_{L+k}}{a_{L+k+N}}\right)=0
\end{align*}
$$

Consequently, by inserting (7.9)-(7.11) into (7.8), we get

$$
\lim _{L \rightarrow \infty} a_{L+k} \cdot \sup _{x \in K}\left\|B_{L+k+N}(x)-B_{L+k}(x)\right\|=0
$$

Hence, by (7.7) we obtain

$$
\lim _{L \rightarrow \infty} a_{L+N-1} \cdot \sup _{x \in K}\left\|X_{L+N}(x)-X_{L}(x)\right\|=0
$$

The proofs of (7.5) and (7.6) are analogous to the proof of Lemma 7.1.

### 7.1. Turán determinants

Let us recall that $N$-shifted Turán determinants are defined as

$$
\begin{equation*}
\mathscr{D}_{n}(x)=p_{n}(x) p_{n+N-1}(x)-p_{n-1}(x) p_{n+N}(x) \tag{7.12}
\end{equation*}
$$

which in terms of the notation introduced in Section 5 takes a form

$$
\begin{equation*}
\mathscr{D}_{n}(x)=a_{n+N-1}^{-3 / 2} S_{n}\left(e_{2}, x\right)=\left\langle E \vec{p}_{n+N}(x), \vec{p}_{n}(x)\right\rangle \tag{7.13}
\end{equation*}
$$

where

$$
\vec{p}_{n}(x)=\binom{p_{n-1}(x)}{p_{n}(x)}, \quad n \geqslant 1 .
$$

Let us denote by ( $\mathscr{D}_{n}^{L}: n \in \mathbb{N}$ ) the sequence (7.12) associated to the polynomials $\left(p_{n}^{L}: n \geqslant 0\right)$, namely

$$
\mathscr{D}_{n}^{L}(x)=\left\langle E \vec{p}_{n+N}^{L}(x), \vec{p}_{n}^{L}(x)\right\rangle
$$

where

$$
\vec{p}_{n}^{L}(x)=\binom{p_{n-1}^{L}(x)}{p_{n}^{L}(x)}, \quad n \geqslant 1
$$

Lemma 7.3. - For all $k \in \mathbb{N}, x \in \mathbb{R}$ and $L \in \mathbb{N}$, we have

$$
\begin{equation*}
\mathscr{D}_{L+k N}^{L}(x)=\mathscr{D}_{L+N}^{L}(x) . \tag{7.14}
\end{equation*}
$$

Let $\left(L_{j}: j \in \mathbb{N}\right)$ be an increasing sequence of positive integers. Suppose that for a compact set $K \subset \mathbb{R}$,

$$
\sup _{j \in \mathbb{N}} \sup _{x \in K} \sqrt{a_{L_{j}+N-1}}\left(p_{L_{j}+N-1}^{2}(x)+p_{L_{j}+N}^{2}(x)\right)<\infty
$$

and

$$
\sup _{j \in \mathbb{N}} \sup _{x \in K}\left\|X_{L_{j}}(x)\right\|<\infty
$$

If

$$
\lim _{j \rightarrow \infty} a_{L_{j}-1}=\infty \quad \text { and } \quad \lim _{j \rightarrow \infty}\left(a_{L_{j}+N-1}-a_{L_{j}-1}\right)=0
$$

then

$$
\begin{equation*}
\lim _{j \rightarrow \infty} a_{L_{j}+N-1}^{3 / 2} \cdot \sup _{x \in K}\left|\mathscr{D}_{L_{j}+N}^{L_{j}}(x)-\mathscr{D}_{L_{j}}(x)\right|=0 \tag{7.15}
\end{equation*}
$$

Proof. - Since

$$
\begin{aligned}
\mathscr{D}_{n} & =\left\langle E \vec{p}_{n+N}, X_{n}^{-1} \vec{p}_{n+N}\right\rangle \\
& =\left\langle\left(X_{n}^{-1}\right)^{*} E \vec{p}_{n+N}, \vec{p}_{n+N}\right\rangle \\
& =\left(\operatorname{det} X_{n}\right)^{-1}\left\langle E X_{n} \vec{p}_{n+N}, \vec{p}_{n+N}\right\rangle,
\end{aligned}
$$

we have

$$
\begin{align*}
& \mathscr{D}_{L+(k+1) N}^{L}-\mathscr{D}_{L+k N}^{L}  \tag{7.16}\\
& =\left\langle E\left(X_{L+(k+1) N}^{L}-\left(\operatorname{det} X_{L+k N}^{L}\right)^{-1} X_{n}\right) \vec{p}_{L+(k+1) N}^{L}, \vec{p}_{L+(k+1) N}^{L}\right\rangle .
\end{align*}
$$

By (7.1a) and (7.1b), for $k \in \mathbb{N}$, we have

$$
X_{L+(k+1) N}^{L}=X_{L+k N}^{L}
$$

and

$$
\operatorname{det} X_{L+k N}^{L}=1
$$

thus (7.14) can be deduce from (7.16).
Let $L \in\left\{L_{j}: j \in \mathbb{N}\right\}$. To prove (7.15), we observe that [59, Proposition 5] implies that

$$
\left|\mathscr{D}_{L+N}^{L}(x)-\mathscr{D}_{L}(x)\right| \leqslant\left\|X_{L}(x)\right\| \cdot\left|\frac{a_{L+N-1}}{a_{L-1}}-1\right|\left(p_{L+N-1}^{2}(x)+p_{L+N}^{2}(x)\right) .
$$

Therefore, for a certain constant $c>0$,

$$
\begin{aligned}
a_{L+N-1}^{3 / 2} \cdot \sup _{x \in K}\left|\mathscr{D}_{L+N}^{L}(x)-\mathscr{D}_{L}(x)\right| & \leqslant c a_{L+N-1}\left|\frac{a_{L+N-1}}{a_{L-1}}-1\right| \\
& =c \frac{a_{L+N-1}}{a_{L-1}}\left|a_{L+N-1}-a_{L-1}\right|
\end{aligned}
$$

which concludes the proof.

Theorem 7.4. - Let $N$ be a positive integer. Let ( $a_{n}: n \in \mathbb{N}_{0}$ ) and ( $b_{n}: n \in \mathbb{N}_{0}$ ) be $N$-periodically modulated Jacobi parameters. Suppose that there are $\left(L_{j}: j \in \mathbb{N}\right)$ an increasing sequence of positive integers and $K$ a compact interval with non-empty interior contained in

$$
\left\{x \in \mathbb{R}: \lim _{j \rightarrow \infty} a_{L_{j}+N-1} \cdot \operatorname{discr} X_{L_{j}}(x) \text { exists and is negative }\right\}
$$

such that

$$
\sup _{j \in \mathbb{N}} \sup _{x \in K}\left\|X_{L_{j}}(x)\right\|<\infty
$$

and

$$
\sup _{j \in \mathbb{N}} \sup _{x \in K} \sqrt{a_{L_{j}+N-1}}\left(p_{L_{j}+N-1}^{2}(x)+p_{L_{j}+N}^{2}(x)\right)<\infty .
$$

Assume that there is a function $g: K \rightarrow(0, \infty)$ such that

$$
\lim _{j \rightarrow \infty} \sup _{x \in K}\left|a_{L_{j}+N-1}^{3 / 2}\right| \mathscr{D}_{L_{j}}(x)|-g(x)|=0
$$

If

$$
\lim _{j \rightarrow \infty} a_{L_{j}-1}=\infty, \quad \text { and } \quad \lim _{j \rightarrow \infty}\left(a_{L_{j}+N-1}-a_{L_{j}-1}\right)=0
$$

then each $\nu$, a weak accumulation point of the sequence $\left(\mu_{L_{j}}: j \in \mathbb{N}\right)$, is absolutely continuous on $K$ with the density

$$
\nu^{\prime}(x)=\frac{\sqrt{-h(x)}}{2 \pi g(x)}, \quad x \in K
$$

where

$$
\begin{equation*}
h(x)=\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \cdot \operatorname{discr} X_{L_{j}}(x), \quad x \in K \tag{7.17}
\end{equation*}
$$

Proof. - By Lemma 7.1, there are $\delta>0$ and $j_{0}>0$ so that for $j \geqslant j_{0}$,

$$
a_{L_{j}+N-1} \cdot \operatorname{discr} X_{L_{j}+N}^{L_{j}}<-\delta .
$$

Therefore, in view of (7.14), [56, Theorem 3] implies that the measure $\mu_{L_{j}}$, $j \geqslant j_{0}$, is purely absolutely continuous on $K$ with the density

$$
\mu_{L_{j}}^{\prime}(x)=\frac{\sqrt{-a_{L_{j}+N-1} \cdot \operatorname{discr}\left(X_{L_{j}+N}^{L_{j}}(x)\right)}}{2 \pi g_{j}(x)}
$$

where

$$
g_{j}(x)=a_{L_{j}+N-1}^{3 / 2}\left|\mathscr{D}_{L_{j}+N}^{L_{j}}(x)\right| .
$$

Since discr $X_{L_{j}}(x)$ is a polynomial of degree at most $2 N$, the convergence in (7.17) is uniform with respect to $x \in K$. Hence, by Lemma 7.1, we have

$$
\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \cdot \operatorname{discr}\left(X_{L_{j}+N}^{L_{j}}(x)\right)=h(x)
$$

uniformly with respect to $x \in K$. Next, by Lemma 7.3,

$$
\lim _{j \rightarrow \infty} g_{j}(x)=g(x)
$$

uniformly with respect to $x \in K$. Since $g$ is positive continuous function on $K$,

$$
\lim _{j \rightarrow \infty} \mu_{L_{j}}^{\prime}(x)=\frac{\sqrt{-h(x)}}{2 \pi g(x)}
$$

uniformly with respect to $x \in K$. Now, the theorem follows by [59, Proposition 4].

Corollary 7.5. - Suppose that the hypotheses of Theorem 7.4 are satisfied. Then

$$
\lim _{j \rightarrow \infty} \mu_{L_{j}}^{\prime}(x)=\nu^{\prime}(x)
$$

uniformly with respect to $x \in K$.

### 7.2. Asymptotics of the polynomials

In this section we study the asymptotic behavior of the orthogonal polynomials ( $p_{n}: n \in \mathbb{N}_{0}$ ) corresponding to $N$-periodically modulated Jacobi parameters $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$. Let us recall that the polynomials ( $p_{n}: n \in \mathbb{N}_{0}$ ) satisfy

$$
\begin{aligned}
p_{0}(x) & =1, \quad p_{1}(x)=\frac{x-b_{0}}{a_{0}}, \\
x p_{n}(x) & =a_{n} p_{n+1}(x)+b_{n} p_{n}(x)+a_{n-1} p_{n-1}(x), \quad n \geqslant 1 .
\end{aligned}
$$

In view of (2.9), the Carleman's condition (1.4) is satisfied, thus the measure $\mu$ is the unique orthogonality measure for $\left(p_{n}: n \in \mathbb{N}_{0}\right)$.

Theorem 7.6. - Let $N$ be a positive integer and $i \in\{0,1, \ldots, N-1\}$. Let $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and ( $b_{n}: n \in \mathbb{N}_{0}$ ) be $N$-periodically modulated Jacobi parameters such that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N},
$$

and

$$
\lim _{n \rightarrow \infty}\left(a_{n+N}-a_{n}\right)=0,
$$

then for each compact subset $K \subset \Lambda_{-}$, there are $j_{0} \in \mathbb{N}_{0}$ and $\chi: K \rightarrow \mathbb{R}$, so that

$$
\begin{align*}
\lim _{j \rightarrow \infty} \sup _{x \in K} & \mid \sqrt[4]{a_{(j+1) N+i-1}} p_{j N+i}(x)  \tag{7.18}\\
& \left.-\sqrt{\frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right|}{\pi \mu^{\prime}(x) \sqrt{\alpha_{i-1}|\tau(x)|}}} \sin \left(\sum_{k=j_{0}}^{j-1} \theta_{k}(x)+\chi(x)\right) \right\rvert\,=0 .
\end{align*}
$$

Proof. - Let $K$ be a compact subset of $\Lambda_{-}$and set $L_{j}=j N+i$. By Theorem 6.1, we have

$$
\begin{align*}
& \frac{p_{L_{j}}(x)}{\prod_{k=j_{0}}^{j-1}\left|\lambda_{k}(x)\right|}  \tag{7.19}\\
& \quad=\frac{\left|\varphi\left(e_{2}, x\right)\right|}{\sqrt{\alpha_{i-1}|\tau(x)|}} \sin \left(\sum_{k=j_{0}}^{j-1} \theta_{k}(x)+\arg \varphi\left(e_{2}, x\right)\right)+o_{K}(1)
\end{align*}
$$

Now, our aim is to identify the value $\left|\varphi\left(e_{2}, x\right)\right|$. By (6.4),

$$
\begin{equation*}
\varphi\left(e_{2}, x\right)=\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}}+N-1} \phi_{L_{j}}\left(e_{2}, x\right) \tag{7.20}
\end{equation*}
$$

where

$$
\phi_{L_{j}}\left(e_{2}, x\right)=\frac{\left\langle\left(X_{L_{j}}(x)-\overline{\lambda_{j}(x)} \operatorname{Id}\right) \vec{p}_{L_{j}}(x), e_{2}\right\rangle}{\prod_{k=j_{0}}^{j-1} \lambda_{k}(x)} .
$$

We introduce the following auxiliary sequence of functions

$$
\begin{equation*}
\phi_{m}^{L_{j}}(x)=\frac{\left\langle\left(X_{L_{j}+N}^{L_{j}}(x)-\overline{\lambda_{L_{j}+N}^{L_{j}}(x)} \mathrm{Id}\right) \vec{p}_{L_{j}+m N}^{L_{j}}(x), e_{2}\right\rangle}{\left(\lambda_{L_{j}+N}^{L_{j}}(x)\right)^{m-1} \prod_{k=j_{0}}^{j} \lambda_{k}(x)}, \quad x \in K \tag{7.21}
\end{equation*}
$$

where $m \in \mathbb{N}$, and $\lambda_{L_{j}+N}^{L_{j}}$ is the eigenvalue of $X_{L_{j}+N}^{L_{j}}$ with positive imaginary part. Following the same lines of reasoning as [59, Claim 3], one can show that $\phi_{m}^{L_{j}}=\phi_{1}^{L_{j}}$ for all $m \geqslant 1$. Next, we observe that

$$
\prod_{k=j_{0}}^{j-1}\left|\lambda_{k}(x)\right|^{2}=\frac{\operatorname{det} Z_{j_{0}}}{\operatorname{det} Z_{j}} \frac{a_{j_{0} N+i-1}}{a_{j N+i-1}}
$$

Since

$$
\frac{\operatorname{det} Z_{j_{0}}}{\operatorname{det} Z_{j}}=\frac{\sinh \vartheta_{j_{0}}}{\vartheta_{j_{0}}} \cdot \frac{\vartheta_{j}}{\sinh \vartheta_{j}} \cdot \frac{\vartheta_{j_{0}}}{\vartheta_{j}}
$$

and

$$
\sqrt{a_{(j+1) N+i-1}} \vartheta_{j}=\sqrt{\alpha_{i-1}|\tau|},
$$

we have

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sqrt{a_{(j+1) N+i-1}} \prod_{k=j_{0}}^{j}\left|\lambda_{k}(x)\right|^{2}=\frac{a_{j_{0} N+i-1} \sinh \vartheta_{j_{0}}(x)}{\sqrt{\alpha_{i-1}|\tau(x)|}} \tag{7.22}
\end{equation*}
$$

uniformly with respect to $x \in K$.
Claim 7.7.

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}} \sup _{x \in K}\left|\phi_{1}^{L_{j}}(x)-\phi_{L_{j}+N}\left(e_{2}, x\right)\right|=0 \tag{7.23}
\end{equation*}
$$

For the proof let us observe that

$$
\phi_{1}^{L_{j}}(x)-\phi_{L_{j}+N}\left(e_{2}, x\right)=\frac{\left\langle W_{j}(x) \vec{p}_{L_{j}+N}(x), e_{2}\right\rangle}{\prod_{k=j_{0}}^{j} \lambda_{j}(x)}
$$

where

$$
\begin{equation*}
W_{j}=\left(X_{L_{j}+N}^{L_{j}}-X_{L_{j}+N}\right)+\left(\overline{\lambda_{j+1}}-\overline{\lambda_{L_{j}+N}^{L_{j}}}\right) \mathrm{Id} \tag{7.24}
\end{equation*}
$$

Thus,

$$
\left|\phi^{L_{j}}(x)-\phi_{L_{j}+N}\left(e_{2}, x\right)\right| \leqslant\left\|W_{j}(x)\right\| \frac{\left\|\vec{p}_{L_{j}+N}(x)\right\|}{\prod_{k=j_{0}}^{j}\left|\lambda_{k}(x)\right|}
$$

By Corollary 5.4 together with (7.22) we obtain

$$
\frac{\left\|\vec{p}_{L_{j}+N}(x)\right\|}{\prod_{k=j_{0}}^{j}\left|\lambda_{k}(x)\right|} \leqslant c
$$

for all $x \in K$ and $j>j_{0}$. Therefore, in order to prove (7.23) it is enough to show that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}}+N-1} \sup _{x \in K}\left\|W_{j}(x)\right\|=0 \tag{7.25}
\end{equation*}
$$

which by (7.24), easily follows from

$$
\begin{align*}
& \lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}} \sup _{x \in K}\left\|X_{L_{j}+N}^{L_{j}}(x)-X_{L_{j}+N}(x)\right\|=0  \tag{7.26}\\
& \lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}} \sup _{x \in K}\left|\lambda_{j+1}(x)-\lambda_{L_{j}+N}^{L_{j}}(x)\right|=0 \tag{7.27}
\end{align*}
$$

To justify (7.26), we write

$$
\begin{aligned}
& \left\|X_{L_{j}+N}^{L_{j}}(x)-X_{L_{j}+N}(x)\right\| \\
& \quad \leqslant\left\|X_{L_{j}+N}^{L_{j}}(x)-X_{L_{j}}(x)\right\|+\left\|X_{L_{j}}(x)-X_{L_{j}+N}(x)\right\|
\end{aligned}
$$

which by Lemmas 7.1 and 7.2 implies that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \sup _{x \in K}\left\|X_{L_{j}+N}^{L_{j}}(x)-X_{L_{j}+N}(x)\right\|=0 \tag{7.28}
\end{equation*}
$$

To prove (7.27), it is enough to show

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}} \sup _{K}\left|\operatorname{tr} X_{L_{j}+N}^{L_{j}}-\operatorname{tr} Y_{j+1}\right|=0 \tag{7.29}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \sup _{K}\left|\operatorname{discr} X_{L_{j}+N}^{L_{j}}-\operatorname{discr} Y_{j+1}\right|=0 . \tag{7.30}
\end{equation*}
$$

We write

$$
\begin{equation*}
X_{L_{j}+N}^{L_{j}}-Y_{j+1}=\left(X_{L_{j}+N}^{L_{j}}-X_{L_{j}+N}\right)+\left(X_{L_{j}+N}-Y_{j+1}\right) \tag{7.31}
\end{equation*}
$$

By (5.2) and Theorem 3.2

$$
\operatorname{tr} Y_{j+1}=\operatorname{tr}\left(Z_{j+2}^{-1} Z_{j+1} X_{L_{j}+N}\right)=\operatorname{tr} X_{L_{j}+N}+\vartheta_{j+1} \cdot \operatorname{tr}\left(Q_{j+1} X_{L_{j}+N}\right)
$$

Since ( $Q_{j}$ ) uniformly tends to zero, we get

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}} \sup _{K}\left|\operatorname{tr} X_{L_{j}+N}-\operatorname{tr} Y_{j+1}\right|=0 \tag{7.32}
\end{equation*}
$$

which together with (7.28) leads to (7.29).
Next, by Theorem 3.3

$$
\operatorname{discr} Y_{j+1}=\operatorname{discr}\left(\varepsilon\left(\operatorname{Id}+\vartheta_{j+1} R_{j+1}\right)\right)=\vartheta_{j+1}^{2} \operatorname{discr}\left(R_{j+1}\right)
$$

Since $\left(R_{j}\right)$ tends to $\mathcal{R}$ uniformly and by Corollary 3.4 , we conclude that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \sup _{K}\left|\operatorname{discr} Y_{j+1}-\operatorname{discr} X_{L_{j}+N}\right|=0 . \tag{7.33}
\end{equation*}
$$

Since there is a constant $c>0$ such that for all $A, B \in \operatorname{Mat}(2, \mathbb{R})$,

$$
\begin{equation*}
|\operatorname{discr} A-\operatorname{discr} B| \leqslant c(\|A\|+\|B\|)\|A-B\| \tag{7.34}
\end{equation*}
$$

by (7.31) and (7.28), we get

$$
\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \sup _{K}\left|\operatorname{discr} X_{L_{j}+N}-\operatorname{discr} X_{L_{j}+N}^{L_{j}}\right|=0
$$

which together with (7.33) implies (7.30).
Claim 7.8. - For $x \in K$,

$$
\begin{equation*}
\left|\varphi\left(e_{2}, x\right)\right|^{2}=\frac{1}{a_{j_{0} N+i-1} \sinh \vartheta_{j_{0}}(x)} \cdot \frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right| \cdot \alpha_{i-1}|\tau(x)|}{\pi \mu^{\prime}(x)} . \tag{7.35}
\end{equation*}
$$

For the proof, by (7.20) and Claim 7.7 we get

$$
\left|\varphi\left(e_{2}, x\right)\right|^{2}=\lim _{j \rightarrow \infty}\left|\sqrt{a_{L_{j}+N-1}} \phi_{1}^{L_{j}}(x)\right|^{2}
$$

uniformly with respect to $x \in K$. Next, we observe that by [59, formula (6.14)]

$$
\begin{aligned}
& \left|\phi_{1}^{L_{j}}(x) \cdot \prod_{k=j_{0}}^{j} \lambda_{k}(x)\right|^{2} \\
& \quad=\frac{1}{2 \pi a_{L_{j}+N-1} \mu_{L_{j}}^{\prime}(x)}\left|\left[X_{L_{j}+N}^{L_{j}}(x)\right]_{2,1}\right| \sqrt{-\operatorname{discr} X_{L_{j}+N}^{L_{j}}(x)} \\
& \quad=\frac{1}{2 \pi a_{L_{j}+N-1}^{3 / 2} \mu_{L_{j}}^{\prime}(x)}\left|\left[X_{L_{j}+N}^{L_{j}}(x)\right]_{2,1}\right| \sqrt{-a_{L_{j}+N-1} \operatorname{discr} X_{L_{j}+N}^{L_{j}}(x)}
\end{aligned}
$$

Lemma 7.1 and Corollary 3.4 imply

$$
\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \operatorname{discr} X_{L_{j}+N}^{L_{j}}=\lim _{j \rightarrow \infty} a_{L_{j}+N-1} \operatorname{discr} X_{L_{j}}=4 \alpha_{i-1} \tau
$$

Hence, by Lemma 7.1 and Corollary 7.5

$$
\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}}\left|\sqrt{a_{L_{j}+N-1}} \phi_{1}^{L_{j}}(x) \cdot \prod_{k=j_{0}}^{j} \lambda_{k}(x)\right|^{2}=\frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right| \sqrt{\alpha_{i-1}|\tau(x)|}}{\pi \mu^{\prime}(x)}
$$

Thus, by (7.22) the claim follows.
Now, to finish the proof of the theorem, we put (7.35) into (7.19) and apply (7.22).

## 8. The Christoffel-Darboux kernel

In this section we study the convergence of the Christoffel-Darboux kernel defined in (1.3) for $N$-periodically modulated Jacobi parameters ( $a_{n}: n \in \mathbb{N}_{0}$ ) and ( $b_{n}: n \in \mathbb{N}_{0}$ ).

For $i \in\{0,1, \ldots, N-1\}$ and $j \in \mathbb{N}$ we set

$$
K_{i ; j}(x, y)=\sum_{k=0}^{j} p_{k N+i}(x) p_{k N+i}(y), \quad x, y \in \mathbb{R}
$$

and

$$
\rho_{i ; j}=\sum_{k=1}^{j} \frac{1}{\sqrt{a_{k N+i}}}
$$

To describe the limits of $\left(K_{i ; j}: j \in \mathbb{N}\right)$, it is useful to define a function

$$
\begin{equation*}
v(x)=\frac{1}{2 \pi N \sqrt{|\tau(x)|}} \sum_{k=0}^{N-1} \frac{\left|\left[\mathfrak{X}_{k}(0)\right]_{2,1}\right|}{\alpha_{k-1}}, \quad x \in \Lambda_{-} . \tag{8.1}
\end{equation*}
$$

In view of Propositions 2.2 and 2.1, we have

$$
\begin{equation*}
v(x)=\frac{\left|\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0)\right|}{2 \pi N \sqrt{|\tau(x)|}} \tag{8.2}
\end{equation*}
$$

The following proposition provides yet another way to compute $v(x)$ for $x \in \Lambda_{\text {- }}$.

Proposition 8.1. - Let $N$ be a positive integer and $i \in\{0,1, \ldots N-1\}$. Let $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ be $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

then

$$
v(x)=\lim _{j \rightarrow \infty} \sqrt{\frac{a_{j N+i}}{\alpha_{i}}} \frac{\left|\operatorname{tr} X_{j N+i}^{\prime}(x)\right|}{\pi N \sqrt{-\operatorname{discr} X_{j N+i}(x)}}, \quad x \in \Lambda_{-} .
$$

Proof. - Let us observe that

$$
\sqrt{\frac{a_{j N+i}}{\alpha_{i}}} \frac{\left|\operatorname{tr} X_{j N+i}^{\prime}(x)\right|}{\pi N \sqrt{-\operatorname{discr} X_{j N+i}(x)}}=\frac{\frac{a_{j N+i}}{\alpha_{i}}\left|\operatorname{tr} X_{j N+i}^{\prime}(x)\right|}{\pi N \sqrt{\frac{a_{j N+i}}{\alpha_{i}}} \sqrt{-\operatorname{discr} X_{j N+i}(x)}}
$$

By Corollary 3.4, we have

$$
\lim _{j \rightarrow \infty} \sqrt{\frac{a_{j N+i}}{\alpha_{i}}} \sqrt{-\operatorname{discr} X_{j N+i}(x)}=2 \sqrt{|\tau(x)|}
$$

In view of [61, Corollary 3.10],

$$
\lim _{j \rightarrow \infty} \frac{a_{j N+i}}{\alpha_{i}}\left|\operatorname{tr} X_{j N+i}^{\prime}(x)\right|=\left|\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0)\right|
$$

thus

$$
\lim _{j \rightarrow \infty} \sqrt{\frac{a_{j N+i}}{\alpha_{i}}} \frac{\left|\operatorname{tr} X_{j N+i}^{\prime}(x)\right|}{\pi N \sqrt{-\operatorname{discr} X_{j N+i}(x)}}=\frac{\left|\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0)\right|}{2 \pi N \sqrt{|\tau(x)|}},
$$

which together with (8.2) completes the proof.
Proposition 8.2. - Let $N$ be a positive integer and $i \in\{0,1, \ldots$, $N-1\}$. Let $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ be $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

and

$$
\lim _{n \rightarrow \infty}\left(a_{n+N}-a_{n}\right)=0
$$

then

$$
\begin{align*}
& \lim _{j \rightarrow \infty} \sqrt{\frac{a_{(j+1) N+i-1}}{\alpha_{i-1}}} \theta_{j}(x)=\sqrt{|\tau(x)|},  \tag{8.3}\\
& \lim _{j \rightarrow \infty} \sqrt{\frac{a_{(j+1) N+i-1}}{\alpha_{i-1}}}\left|\theta_{j}^{\prime}(x)\right|=-N \pi v(x),  \tag{8.4}\\
& \lim _{j \rightarrow \infty} \sqrt{\frac{a_{(j+1) N+i-1}}{\alpha_{i-1}}}\left|\theta_{j}^{\prime \prime}(x)\right|=\frac{(N \pi v(x))^{2}}{2 \sqrt{|\tau(x)|}} \tag{8.5}
\end{align*}
$$

locally uniformly with respect to $x \in \Lambda_{-}$.
Proof. - Let us begin with (8.3). By Theorem 3.3,

$$
\lim _{j \rightarrow \infty} Y_{j}=\varepsilon \mathrm{Id}
$$

locally uniformly on $\Lambda_{-}$. In particular,

$$
\lim _{j \rightarrow \infty} \frac{\operatorname{tr} Y_{j}(x)}{2 \sqrt{\operatorname{det} Y_{j}(x)}}=\varepsilon
$$

Since

$$
\lim _{t \rightarrow 1^{-}} \frac{\arccos t}{\sqrt{1-t^{2}}}=1
$$

we obtain

$$
\lim _{j \rightarrow \infty}\left(1-\left(\frac{\operatorname{tr} Y_{j}(x)}{2 \sqrt{\operatorname{det} Y_{j}(x)}}\right)^{2}\right)^{-1 / 2} \theta_{j}(x)=1
$$

Let us observe that by Theorem 3.3

$$
\sqrt{1-\left(\frac{\operatorname{tr} Y_{j}(x)}{2 \sqrt{\operatorname{det} Y_{j}(x)}}\right)^{2}}=\frac{\sqrt{-\operatorname{discr} Y_{j}(x)}}{2 \sqrt{\operatorname{det} Y_{j}(x)}}=\vartheta_{j}(x) \frac{\sqrt{-\operatorname{discr} R_{j}(x)}}{2 \sqrt{\operatorname{det} Y_{j}(x)}}
$$

Hence, by (3.4)

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sqrt{\frac{a_{(j+1) N+i-1}}{\alpha_{i-1}}} \sqrt{1-\left(\frac{\operatorname{tr} Y_{j}(x)}{2 \sqrt{\operatorname{det} Y_{j}(x)}}\right)^{2}}=\sqrt{|\tau(x)|}, \tag{8.6}
\end{equation*}
$$

and the proof of (8.3) is complete.
Next, by the direct computation, we obtain

$$
\begin{align*}
\operatorname{tr} Y_{j}= & \operatorname{tr} X_{j N+i}+\left[T_{i}^{-1} X_{j N+i} T_{i}\right]_{1,2} \frac{\sinh \left(\vartheta_{j+1}-\vartheta_{j}\right)}{\sinh \vartheta_{j+1}}  \tag{8.7}\\
& +\left[T_{i}^{-1} X_{j N+i} T_{i}\right]_{2,2}\left(\frac{\sinh \vartheta_{j}}{\sinh \vartheta_{j+1}}-1\right)
\end{align*}
$$

We write

$$
\frac{\sinh \left(\vartheta_{j+1}-\vartheta_{j}\right)}{\sinh \vartheta_{j+1}}=\frac{\vartheta_{j+1}-\vartheta_{j}}{\vartheta_{j+1}} \cdot \frac{\sinh \left(\vartheta_{j+1}-\vartheta_{j}\right)}{\vartheta_{j+1}-\vartheta_{j}} \cdot \frac{\vartheta_{j+1}}{\sinh \vartheta_{j+1}}
$$

Notice that

$$
\begin{aligned}
\frac{\vartheta_{j+1}-\vartheta_{j}}{\vartheta_{j+1}} & =\sqrt{a_{(j+2) N+i-1}}\left(\frac{1}{\sqrt{a_{(j+2) N+i-1}}}-\frac{1}{\sqrt{a_{(j+1) N+i-1}}}\right) \\
& =\frac{1}{\sqrt{a_{(j+1) N+i-1}}}\left(\sqrt{a_{(j+1) N+i-1}}-\sqrt{a_{(j+2) N+i-1}}\right) \\
& =\frac{1}{\sqrt{a_{(j+1) N+i-1}}} \frac{a_{(j+1) N+i-1}-a_{(j+2) N+i-1}}{\sqrt{a_{(j+1) N+i-1}}+\sqrt{a_{(j+2) N+i-1}}},
\end{aligned}
$$

thus

$$
\lim _{j \rightarrow \infty} a_{(j+1) N+i-1} \frac{\vartheta_{j+1}-\vartheta_{j}}{\vartheta_{j+1}}=0
$$

Since the function

$$
F(x)=\frac{\sinh \sqrt{x}}{\sqrt{x}}, \quad x>0
$$

has smooth extension to $\mathbb{R}$ which attains 1 at the origin, for $k \in\{0,1,2\}$ we have
(8.8) $\lim _{j \rightarrow \infty} a_{(j+1) N+i-1}\left(\frac{\sinh \left(\vartheta_{j+1}-\vartheta_{j}\right)}{\sinh \vartheta_{j+1}}\right)^{(k)}$

$$
\begin{aligned}
& =\lim _{j \rightarrow \infty} a_{(j+1) N+i-1} \frac{\vartheta_{j+1}-\vartheta_{j}}{\vartheta_{j+1}}\left(\frac{\sinh \left(\vartheta_{j+1}-\vartheta_{j}\right)}{\vartheta_{j+1}-\vartheta_{j}} \cdot \frac{\vartheta_{j+1}}{\sinh \vartheta_{j+1}}\right)^{(k)} \\
& =0
\end{aligned}
$$

locally uniformly on $\Lambda_{-}$. Similarly, we write

$$
\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}-1=\frac{\cosh \left(\frac{\vartheta_{j+1}+\vartheta_{j}}{2}\right)}{\cosh \left(\frac{\vartheta_{j+1}-\vartheta_{j}}{2}\right)} \frac{\sinh \left(\vartheta_{j+1}-\vartheta_{j}\right)}{\sinh \vartheta_{j}}
$$

and observe that $G(x)=\cosh \sqrt{x}, x>0$, has a smooth extension to $\mathbb{R}$ and attains 1 at the origin, hence for $k \in\{0,1,2\}$,

$$
\begin{equation*}
\lim _{j \rightarrow \infty} a_{(j+1) N+i-1}\left(\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}-1\right)^{(k)}=0 \tag{8.9}
\end{equation*}
$$

locally uniformly on $\Lambda_{-}$. In particular, by (8.7) and [61, Corollary 3.10]

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{a_{(j+1) N+i-1}}{\alpha_{i-1}} \operatorname{tr} Y_{j}^{\prime}(x)=\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0) \tag{8.10}
\end{equation*}
$$

locally uniformly with respect to $x \in \Lambda_{-}$. Now, to prove (8.4), we write

$$
\frac{\operatorname{tr} Y_{j}}{2 \sqrt{\operatorname{det} Y_{j}}}=\frac{1}{2} \sqrt{\frac{a_{(j+1) N+i-1}}{a_{j N+i-1}}} \sqrt{\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}} \operatorname{tr} Y_{j}
$$

and so

$$
\theta_{j}^{\prime}=-\frac{1}{2} \sqrt{\frac{a_{(j+1) N+i-1}}{a_{j N+i-1}}}\left(1-\left(\frac{\operatorname{tr} Y_{j}}{2 \sqrt{\operatorname{det} Y_{j}}}\right)^{2}\right)^{-\frac{1}{2}}\left(\sqrt{\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}} \operatorname{tr} Y_{j}\right)^{\prime}
$$

By (8.9) and (8.10),

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{a_{(j+1) N+i-1}}{\alpha_{i-1}}\left(\sqrt{\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}} \operatorname{tr} Y_{j}\right)^{\prime}=\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0) \tag{8.11}
\end{equation*}
$$

which together with (8.6) gives

$$
\lim _{j \rightarrow \infty} \sqrt{\frac{a_{(j+1) N+i-1}}{\alpha_{i-1}}}\left|\theta_{j}^{\prime}(x)\right|=\frac{\left|\operatorname{tr} \mathfrak{X}_{0}^{\prime}(0)\right|}{2 \sqrt{|\tau(x)|}}
$$

locally uniformly with respect to $x \in \Lambda_{-}$proving (8.4).
Finally, we turn to the proof of (8.5). We have

$$
\begin{aligned}
\theta_{j}^{\prime \prime}=- & \frac{1}{8}\left(\frac{a_{(j+1) N+i-1}}{a_{j N+i-1}}\right)^{\frac{3}{2}}\left(1-\left(\frac{\operatorname{tr} Y_{j}}{2 \sqrt{\operatorname{det} Y_{j}}}\right)^{2}\right)^{-\frac{3}{2}} \\
& \times\left(\sqrt{\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}} \operatorname{tr} Y_{j}\right)\left\{\left(\sqrt{\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}} \operatorname{tr} Y_{j}\right)^{\prime}\right\}^{2} \\
- & \frac{1}{2} \sqrt{\frac{a_{(j+1) N+i-1}}{a_{j N+i-1}}}\left(1-\left(\frac{\operatorname{tr} Y_{j}}{2 \sqrt{\operatorname{det} Y_{j}}}\right)^{2}\right)^{-\frac{1}{2}}\left(\sqrt{\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}} \operatorname{tr} Y_{j}\right)^{\prime \prime}
\end{aligned}
$$

By [61, Corollary 3.10] together with (8.7), (8.8) and (8.9),

$$
\begin{equation*}
\lim _{j \rightarrow \infty} a_{j N+i} \operatorname{tr} Y_{j}^{\prime \prime}=0 \tag{8.12}
\end{equation*}
$$

thus

$$
\lim _{j \rightarrow \infty} a_{j N+i}\left(\sqrt{\frac{\sinh \vartheta_{j+1}}{\sinh \vartheta_{j}}} \operatorname{tr} Y_{j}\right)^{\prime \prime}=0
$$

locally uniformly on $\Lambda_{-}$, which together with (8.6) and (8.11) implies (8.5).

### 8.1. Universality limits

Theorem 8.3. - Let $N$ be a positive integer. Suppose that ( $a_{n}: n \in$ $\left.\mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-periodically modulated Jacobi parameters so
that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. If

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

and

$$
\lim _{n \rightarrow \infty}\left(a_{n+N}-a_{n}\right)=0
$$

then

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}} K_{n}\left(x+\frac{u}{\rho_{n}}, x+\frac{v}{\rho_{n}}\right)=\frac{v(x)}{\mu^{\prime}(x)} \cdot \operatorname{sinc}((u-v) \pi v(x))
$$

locally uniformly with respect to $(x, u, v) \in \Lambda_{-} \times \mathbb{R}^{2}$, where $v$ is defined in (8.1) and

$$
\rho_{n}=\sum_{k=0}^{n} \sqrt{\frac{\alpha_{k}}{a_{k}}} .
$$

Proof. - Let $K$ be a compact interval with non-empty interior contained in $\Lambda_{-}$, and let $L>0$. We select a compact interval $\widetilde{K} \subset \Lambda_{-}$containing $K$ in its interior. There is $j_{1}>0$ such that for all $x \in K, j \geqslant j_{1}, i \in$ $\{0,1, \ldots, N-1\}$, and $u \in[-L, L]$,

$$
x+\frac{u}{\rho_{j N+i}}, x+\frac{u}{N \alpha_{i} \rho_{i ; j}} \in \widetilde{K} .
$$

Given $x \in K$ and $u, v \in[-L, L]$, we set

$$
\begin{array}{ll}
x_{i ; j}=x+\frac{u}{N \sqrt{\alpha_{i}} \rho_{i ; j}}, & x_{j N+i}=x+\frac{u}{\rho_{j N+i}} \\
y_{i ; j}=x+\frac{v}{N \sqrt{\alpha_{i}} \rho_{i ; j}}, & y_{j N+i}=x+\frac{v}{\rho_{j N+i}}
\end{array}
$$

By Theorem 7.6, there is $j_{0} \geqslant j_{1}$ such that for all $x, y \in K$, and $k>j_{0}$,

$$
\begin{aligned}
& \sqrt{a_{(k+1) N+i-1}} p_{k N+i}(x) p_{k N+i}(y) \\
& =\frac{1}{\pi} \sqrt{\frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right|}{\mu^{\prime}(x) \sqrt{\alpha_{i-1}|\tau(x)|}}} \sqrt{\frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right|}{\mu^{\prime}(y) \sqrt{\alpha_{i-1}|\tau(y)|}}} \\
& \quad \times \sin \left(\sum_{\ell=j_{0}}^{k-1} \theta_{\ell N+i}(x)+\chi_{i}(x)\right) \sin \left(\sum_{\ell=j_{0}}^{k-1} \theta_{\ell N+i}(y)+\chi_{i}(y)\right) \\
& \quad+E_{k N+i}(x, y)
\end{aligned}
$$

where

$$
\lim _{k \rightarrow \infty} \sup _{x, y \in K}\left|E_{k N+i}(x, y)\right|=0
$$

Therefore, we obtain

$$
\begin{array}{r}
\sum_{k=j_{0}+1}^{j} p_{k N+i}(x) p_{k N+i}(y)=\frac{1}{\pi} \frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right|}{\alpha_{i-1}} \frac{1}{\sqrt{\mu^{\prime}(x) \mu^{\prime}(y) \sqrt{|\tau(x) \tau(y)|}}} \\
\times \sum_{k=j_{0}+1}^{j} \sqrt{\frac{\alpha_{i-1}}{a_{(k+1) N+i-1}}} \sin \left(\sum_{\ell=j_{0}}^{k-1} \theta_{\ell N+i}(x)+\chi_{i}(x)\right) \\
\quad \times \sin \left(\sum_{\ell=j_{0}}^{k-1} \theta_{\ell N+i}(y)+\chi_{i}(y)\right) \\
\\
+\sum_{k=j_{0}+1}^{j} \frac{1}{\sqrt{a_{(k+1) N+i-1}}} E_{k N+i}(x, y)
\end{array}
$$

Observe that by the Stolz-Cesáro theorem,

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \frac{1}{\rho_{i-1 ; j}} \sum_{k=j_{0}+1}^{j} \frac{1}{\sqrt{a_{(k+1) N+i-1}}} & E_{k N+i}(x, y) \\
& =\lim _{j \rightarrow \infty} \sqrt{\frac{a_{j N+i-1}}{a_{(j+1) N+i-1}}} E_{j N+i}(x, y)=0
\end{aligned}
$$

In view of Proposition 8.2, we can apply [59, Theorem 9] with

$$
\xi_{j}(x)=\theta_{j N+i}(x), \quad \gamma_{j}=N \sqrt{\frac{\alpha_{i-1}}{a_{(j+1) N+i-1}}}, \quad \text { and } \quad|\psi(x)|=\pi v(x)
$$

Therefore, for any $i^{\prime} \in\{0,1, \ldots, N-1\}$, as $j$ tends to infinity

$$
\begin{aligned}
& \frac{1}{N \sqrt{\alpha_{i-1}} \rho_{i-1 ; j}} \\
& \times \sum_{k=j_{0}+1}^{j} N \sqrt{\frac{\alpha_{i-1}}{a_{(k+1) N+i-1}}} \sin \left(\sum_{\ell=j_{0}}^{k-1} \theta_{\ell N+i}\left(x_{j N+i^{\prime}}\right)+\chi_{i}\left(x_{j N+i^{\prime}}\right)\right) \\
& \times \sin \left(\sum_{\ell=j_{0}}^{k-1} \theta_{\ell N+i}\left(y_{j N+i^{\prime}}\right)+\chi_{i}\left(y_{j N+i^{\prime}}\right)\right)
\end{aligned}
$$

approaches to

$$
\frac{1}{2} \operatorname{sinc}((v-u) \pi v(x))
$$

uniformly with respect to $x \in K$ and $u, v \in[-L, L]$. Moreover,

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \frac{1}{\mu^{\prime}\left(x_{j N+i^{\prime}}\right) \sqrt{\mid \tau\left(x_{j N+i^{\prime}} \mid\right)}} & =\lim _{j \rightarrow \infty} \frac{1}{\mu^{\prime}\left(y_{j N+i^{\prime}}\right) \sqrt{\mid \tau\left(y_{j N+i^{\prime}} \mid\right)}} \\
& =\frac{1}{\mu^{\prime}(x) \sqrt{|\tau(x)|}} .
\end{aligned}
$$

Hence,

$$
\begin{array}{r}
\lim _{j \rightarrow \infty} \frac{1}{\rho_{i-1 ; j}} K_{i ; j}\left(x_{j N+i^{\prime}}, y_{j N+i^{\prime}}\right) \\
=\operatorname{sinc}((v-u) \pi v(x)) \frac{1}{2 \pi \mu^{\prime}(x) \sqrt{|\tau(x)|}} \frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right|}{\sqrt{\alpha_{i-1}}} . \tag{8.13}
\end{array}
$$

Finally, we write

$$
K_{j N+i^{\prime}}(x, y)=\sum_{i=0}^{N-1} K_{i ; j}(x, y)+\sum_{i=i^{\prime}+1}^{N-1}\left(K_{i ; j-1}(x, y)-K_{i ; j}(x, y)\right)
$$

Observe that

$$
\sup _{x, y \in K}\left|K_{i ; j-1}(x, y)-K_{i ; j}(x, y)\right|=\sup _{x, y \in K}\left|p_{j N+i}(x) p_{j N+i}(y)\right| \leqslant c .
$$

Moreover, by [61, Proposition 3.7], for $m, m^{\prime} \in \mathbb{N}_{0}$,

$$
\lim _{j \rightarrow \infty} \frac{a_{j N+m^{\prime}}}{a_{j N+m}}=\frac{\alpha_{m^{\prime}}}{\alpha_{m}}
$$

thus, by the Stolz-Cesáro theorem,

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \frac{\rho_{i-1 ; j}}{\rho_{j N+i^{\prime}}} & =\lim _{j \rightarrow \infty} \frac{\frac{1}{\sqrt{a_{j N+i-1}}}}{\sum_{k=1}^{N} \sqrt{\frac{\alpha_{i^{\prime}+k}}{a_{j N+i^{\prime}+k}}}} \\
& =\frac{1}{N \sqrt{\alpha_{i-1}}} .
\end{aligned}
$$

Hence, by (8.13)

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \frac{1}{\rho_{j N+i^{\prime}}} & K_{j N+i^{\prime}}\left(x_{j N+i^{\prime}}, y_{j N+i^{\prime}}\right) \\
& =\lim _{j \rightarrow \infty} \sum_{i=0}^{N-1} \frac{1}{\rho_{i-1 ; j}} K_{j N+i}\left(x_{j N+i^{\prime}}, y_{j N+i^{\prime}}\right) \cdot \frac{\rho_{i-1 ; j}}{\rho_{j N+i^{\prime}}} \\
& =\frac{1}{\mu^{\prime}(x)} \operatorname{sinc}((v-u) \pi v(x)) \frac{1}{2 N \pi \sqrt{|\tau(x)|}} \sum_{i=0}^{N-1} \frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right|}{\alpha_{i-1}} .
\end{aligned}
$$

Therefore, in view of (8.1), we obtain

$$
\lim _{j \rightarrow \infty} \frac{1}{\rho_{j N+i^{\prime}}} K_{j N+i^{\prime}}\left(x_{j N+i^{\prime}}, y_{j N+i^{\prime}}\right)=\frac{v(x)}{\mu^{\prime}(x)} \cdot \operatorname{sinc}((v-u) \pi v(x))
$$

and the theorem follows.

### 8.2. Applications to Ignjatović's conjecture

In the following theorem we extend the results from [61, Section 4.3] and [60, Section 8.1] to the case when $N=1$ and $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element of $\operatorname{SL}(2, \mathbb{R})$. These results are motivated by [19, Conjecture 1].

Theorem 8.4. - Let $q \in\{-2,2\}$. Suppose that

$$
\left(a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(q a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}
$$

and

$$
\lim _{n \rightarrow \infty}\left(a_{n}-a_{n-1}\right)=0, \quad \lim _{n \rightarrow \infty}\left(q a_{n}-b_{n}\right)=r, \quad \lim _{n \rightarrow \infty} a_{n}=\infty
$$

Then

$$
\lim _{n \rightarrow \infty}\left(\sum_{j=0}^{n} \frac{1}{\sqrt{a_{j}}}\right)^{-1} \sum_{j=0}^{n} p_{j}^{2}(x)=\frac{1}{\pi \mu^{\prime}(x) \sqrt{|x+r|}}
$$

locally uniformly with respect to $x \in \Lambda_{-}$where

$$
\Lambda_{-}= \begin{cases}(-r,+\infty) & q=2 \\ (-\infty,-r) & q=-2\end{cases}
$$

Proof. - Let $N=1, \alpha_{n} \equiv 1$, and $\beta_{n} \equiv q$. Then

$$
\mathfrak{X}_{0}(0)=\left(\begin{array}{cc}
0 & 1 \\
-1 & -q
\end{array}\right)
$$

By (3.1) and (2.9),

$$
\tau(x)=(x+r) \operatorname{sign}(-q)=-(x+r) \operatorname{sign}(q) .
$$

Hence, the result follows by Theorem 8.3.

## 9. The $\ell^{1}$-type perturbations

In this section we show how to obtain the main results of the paper in the presence of $\ell^{1}$ perturbation. We start by introducing notation. Let $\left(\widetilde{a}_{n}: n \in \mathbb{N}_{0}\right)$ and ( $\widetilde{b}_{n}: n \in \mathbb{N}_{0}$ ) be Jacobi parameters satisfying

$$
\widetilde{a}_{n}=a_{n}\left(1+\xi_{n}\right), \quad \widetilde{b}_{n}=b_{n}\left(1+\zeta_{n}\right)
$$

where $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element, satisfying

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

and

$$
\sum_{n=0}^{\infty} \sqrt{a_{n}}\left(\left|\xi_{n}\right|+\left|\zeta_{n}\right|\right)<\infty
$$

for certain real sequences $\left(\xi_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(\zeta_{n}: n \in \mathbb{N}_{0}\right)$. In this section we add tilde to objects defined in terms of Jacobi parameters $\left(\widetilde{a}_{n}\right)$ and $\left(\widetilde{b}_{n}\right)$.

Let $K$ be a compact subset of $\mathbb{R}$. By $\left(\Delta_{n}\right)$ we denote any sequence of $2 \times 2$ matrices such that

$$
\sum_{n=0}^{\infty} \sup _{K}\left\|\Delta_{n}\right\|<\infty
$$

We notice that

$$
\begin{equation*}
\widetilde{B}_{n}(x)=B_{n}(x)+a_{n}^{-1 / 2} \Delta_{n}(x) \tag{9.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\widetilde{B}_{0}(x) & =\left(\begin{array}{cc}
0 & 1 \\
-\frac{1}{\tilde{a}_{0}} & \frac{x-\tilde{b}_{0}}{\tilde{a}_{0}}
\end{array}\right), \\
\widetilde{B}_{n}(x) & =\left(\begin{array}{cc}
0 & 1 \\
-\frac{\tilde{a}_{n-1}}{\tilde{a}_{n}} & \frac{x-\tilde{b}_{n}}{\tilde{a}_{n}}
\end{array}\right), \quad n \geqslant 1 .
\end{aligned}
$$

Moreover, for

$$
\widetilde{X}_{n}=\widetilde{B}_{n+N-1} \widetilde{B}_{n+N-2} \cdots \widetilde{B}_{n}
$$

we have

$$
\widetilde{X}_{n}-X_{n}=\sum_{k=n}^{n+N-1} a_{k}^{-1 / 2} \widetilde{B}_{n+N-1} \cdots \widetilde{B}_{k+1} \Delta_{k} B_{k-1} \cdots B_{n}
$$

which together with

$$
\sup _{n \in \mathbb{N}_{0}} \sup _{x \in K}\left(\left\|B_{n}(x)\right\|+\left\|\widetilde{B}_{n}(x)\right\|\right)<\infty
$$

implies that

$$
\begin{equation*}
\widetilde{X}_{n}=X_{n}+a_{n}^{-1 / 2} \Delta_{n} . \tag{9.2}
\end{equation*}
$$

Next, if $K \subset \Lambda_{-}$then by Theorem 6.1 and (7.22), there is $c>0$ such that for all $n \in \mathbb{N}_{0}$,

$$
\begin{equation*}
\sup _{K}\left\|B_{n} B_{n-1} \cdots B_{0}\right\| \leqslant c a_{n}^{-1 / 4} \tag{9.3}
\end{equation*}
$$

and since $\operatorname{det} B_{n}=\frac{a_{n-1}}{a_{n}}$, we get

$$
\begin{equation*}
\sup _{K}\left\|\left(B_{n} B_{n-1} \cdots B_{0}\right)^{-1}\right\| \leqslant c a_{n}^{3 / 4} \tag{9.4}
\end{equation*}
$$

Moreover, by (9.1)

$$
\begin{aligned}
\widetilde{B}_{n} & \cdots \widetilde{B}_{1} \widetilde{B}_{0} \\
& =\widetilde{B}_{n} \cdots \widetilde{B}_{1} B_{0}\left(\operatorname{Id}+a_{0}^{-1 / 2} B_{0}^{-1} \Delta_{0}\right) \\
& =\widetilde{B}_{n} \cdots \widetilde{B}_{2} B_{1} B_{0}\left(\operatorname{Id}+a_{1}^{-1 / 2}\left(B_{1} B_{0}\right)^{-1} \Delta_{1} B_{0}\right)\left(\operatorname{Id}+a_{0}^{-1 / 2} B_{0}^{-1} \Delta_{0}\right) \\
& =B_{n} \cdots B_{1} B_{0} \prod_{j=0}^{n}\left(\operatorname{Id}+a_{j}^{-1 / 2}\left(B_{j} \cdots B_{1} B_{0}\right)^{-1} \Delta_{j}\left(B_{j-1} \cdots B_{1} B_{0}\right)\right)
\end{aligned}
$$

thus by $(9.3)$ and (9.4), $\left\|\widetilde{B}_{n} \cdots \widetilde{B}_{1} \widetilde{B}_{0}\right\|$ is bounded by

$$
\begin{aligned}
&\left\|B_{n} \cdots B_{1} B_{0}\right\| \prod_{j=0}^{n}\left(1+a_{j}^{-1 / 2}\left\|\left(B_{j} \cdots B_{1} B_{0}\right)^{-1}\right\| \cdot\left\|B_{j-1} \cdots B_{1} B_{0}\right\| \cdot\left\|\Delta_{j}\right\|\right) \\
& \leqslant\left\|B_{n} \cdots B_{1} B_{0}\right\| \prod_{j=0}^{n}\left(1+c a_{j}^{1 / 4} a_{j-1}^{-1 / 4}\left\|\Delta_{j}\right\|\right) \\
& \leqslant\left\|B_{n} \cdots B_{1} B_{0}\right\| \exp \left(c \sum_{j=0}^{n}\left\|\Delta_{j}\right\|\right)
\end{aligned}
$$

and so

$$
\begin{equation*}
\sup _{K}\left\|\widetilde{B}_{n} \cdots \widetilde{B}_{1} \widetilde{B}_{0}\right\| \leqslant c a_{n}^{-1 / 4} \tag{9.5}
\end{equation*}
$$

Next, let us introduce the following sequence of matrices

$$
\begin{equation*}
M_{j}=\left(B_{j} B_{j-1} \cdots B_{0}\right)^{-1}\left(\widetilde{B}_{j} \widetilde{B}_{j-1} \cdots \widetilde{B}_{0}\right) \tag{9.6}
\end{equation*}
$$

Since

$$
M_{j+1}-M_{j}=\left(B_{j+1} B_{j} \cdots B_{0}\right)^{-1}\left(\widetilde{B}_{j+1}-B_{j+1}\right)\left(\widetilde{B}_{j} \widetilde{B}_{j-1} \cdots \widetilde{B}_{0}\right)
$$

by (9.1), (9.4) and (9.5), we obtain

$$
\begin{aligned}
\sup _{K}\left\|M_{j+1}-M_{j}\right\| & \leqslant c a_{j+1}^{3 / 4} a_{j+1}^{-1 / 2} a_{j}^{-1 / 4} \sup _{K}\left\|\Delta_{j+1}\right\| \\
& \leqslant c \sup _{K}\left\|\Delta_{j+1}\right\| .
\end{aligned}
$$

Hence, the sequence of matrices $\left(M_{j}\right)$ converges uniformly on $K \subset \Lambda_{-}$to a certain continuous mapping $M$, and

$$
\begin{equation*}
\sup _{K}\left\|M-M_{j}\right\| \leqslant c \sum_{k=j+1}^{\infty} \sup _{K}\left\|\Delta_{k}\right\| \tag{9.7}
\end{equation*}
$$

Observe that for each $x \in K$ the matrix $M(x)$ is non-degenerate. Indeed, we have

$$
\begin{aligned}
\operatorname{det} M(x) & =\lim _{j \rightarrow \infty} \operatorname{det} M_{j}(x) \\
& =\lim _{j \rightarrow \infty} \frac{a_{j}}{\widetilde{a}_{j}}=1
\end{aligned}
$$

We set

$$
\eta_{n}=\frac{M_{n-1} e_{2}}{\left\|M_{n-1} e_{2}\right\|}, \quad \eta=\frac{M e_{2}}{\left\|M e_{2}\right\|}
$$

Let us denote by ( $\widetilde{p}_{n}: n \in \mathbb{N}_{0}$ ) orthogonal polynomials generated by ( $\widetilde{a}_{n}$ : $n \in \mathbb{N}_{0}$ ), and ( $\widetilde{b}_{n}: n \in \mathbb{N}_{0}$ ). Let $\widetilde{\mu}$ denote their orthonormalizing measure. Notice that for all $n \in \mathbb{N}$ and $x \in K$, by (2.4) and (9.6), we have

$$
\begin{equation*}
\vec{u}_{n}\left(\eta_{n}(x), x\right)=\frac{1}{\left\|M_{n-1}(x) e_{2}\right\|}\binom{\widetilde{p}_{n-1}(x)}{\widetilde{p}_{n}(x)} \tag{9.8}
\end{equation*}
$$

By Corollary 5.4,

$$
\sup _{n \in \mathbb{N}} \sup _{x \in K} \sqrt{a_{n+N-1}}\left\|\vec{u}_{n}\left(\eta_{n}(x), x\right)\right\|^{2}<\infty
$$

which together with (9.8) implies

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \sup _{x \in K} \sqrt{\widetilde{a}_{n+N-1}}\left(\widetilde{p}_{n-1}^{2}(x)+\widetilde{p}_{n}^{2}(x)\right)<\infty . \tag{9.9}
\end{equation*}
$$

We consider the corresponding $N$-shifted Turán determinants,

$$
\widetilde{\mathscr{D}}_{n}(x)=\widetilde{p}_{n}(x) \widetilde{p}_{n+N-1}-\widetilde{p}_{n-1}(x) \widetilde{p}_{n+N}(x) .
$$

By (9.8) together with Theorem 6.1, (5.1) and (9.2), we obtain

$$
\begin{aligned}
\mid \widetilde{\mathscr{D}}_{n}(x) & -a_{n+N-1}^{-3 / 2}\left\|M_{n-1}(x) e_{2}\right\|^{2} \cdot S_{n}\left(\eta_{n}(x), x\right) \mid \\
& =\left|\widetilde{\mathscr{D}}_{n}(x)-\left\|M_{n-1}(x) e_{2}\right\|^{2}\left\langle E X_{n}(x) \vec{u}_{n}\left(\eta_{n}(x), x\right), \vec{u}_{n}\left(\eta_{n}(x), x\right)\right\rangle\right| \\
& \leqslant c a_{n+N-1}^{-1 / 2}\left\|X_{n}(x)-\widetilde{X}_{n}(x)\right\| \\
& \leqslant c a_{n+N-1}^{-1} \sup _{K}\left\|\Delta_{n}\right\| .
\end{aligned}
$$

Fix $i \in\{0,1, \ldots, N-1\}$. Since $\left(a_{n}\right)$ is sublinear and $\left(\sup _{K}\left\|\Delta_{n}\right\|\right)$ belongs to $\ell^{1}$, for each subsequence there is a further subsequence $\left(L_{j}: j \in \mathbb{N}_{0}\right)$, such that

$$
\begin{equation*}
\sup _{K}\left\|\Delta_{L_{j}}\right\| \leqslant c a_{L_{j}+N-1}^{-1} \tag{9.10}
\end{equation*}
$$

thus we can guarantee that $L_{j} \equiv i \bmod N$. Moreover, if

$$
\lim _{n \rightarrow \infty}\left(a_{n+N}-a_{n}\right)=0
$$

we can ensure that

$$
\lim _{j \rightarrow \infty}\left(\widetilde{a}_{L_{j}+N-1}-\widetilde{a}_{L_{j}-1}\right)=0
$$

Having chosen subsequence $\left(L_{j}: j \in \mathbb{N}_{0}\right)$, we apply Theorem 5.1 to deduce that the sequence $\left(\left|S_{L_{j}}\right|: j \in \mathbb{N}_{0}\right)$ converges uniformly on $\mathbb{S}^{1} \times K$ to a continuous function $|S|$. Consequently, by (9.7),

$$
\lim _{j \rightarrow \infty}\left\|M_{L_{j}-1}(x) e_{2}\right\|^{2} \cdot\left|S_{L_{j}}\left(\eta_{L_{j}}(x), x\right)\right|=\left\|M(x) e_{2}\right\|^{2} \cdot|S(\eta(x), x)|
$$

which leads to

$$
\lim _{j \rightarrow \infty} \sup _{x \in K}\left|a_{L_{j}+N-1}^{3 / 2}\right| \widetilde{\mathscr{D}}_{L_{j}}(x)\left|-\left\|M(x) e_{2}\right\|^{2} \cdot\right| S(\eta(x), x)| |=0
$$

Let us recall the definition of $\tau$ and $\Lambda_{-}$in (3.1) and (4.1), respectively. In view of Theorem 7.4, we obtain the following statement.

Theorem 9.1. - Let $N$ be a positive integer and $i \in\{0,1, \ldots, N-1\}$. Let $\left(\widetilde{a}_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(\widetilde{b}_{n}: n \in \mathbb{N}_{0}\right)$ be Jacobi parameters such that

$$
\widetilde{a}_{n}=a_{n}\left(1+\xi_{n}\right), \quad \widetilde{b}_{n}=b_{n}\left(1+\zeta_{n}\right)
$$

where $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element, satisfying

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

and

$$
\sum_{n=0}^{\infty} \sqrt{a_{n}}\left(\left|\xi_{n}\right|+\left|\zeta_{n}\right|\right)<\infty
$$

for certain real sequences $\left(\xi_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(\zeta_{n}: n \in \mathbb{N}_{0}\right)$. Then there is $\left(L_{j}: j \in \mathbb{N}_{0}\right)$ an increasing sequence of integers, $L_{j} \equiv i \bmod N$, such that

$$
\widetilde{g}_{i}(x)=\lim _{j \rightarrow \infty} \widetilde{a}_{L_{j}+N-1}^{3 / 2}\left|\widetilde{\mathscr{D}}_{L_{j}}(x)\right|, \quad x \in \Lambda_{-}
$$

where the sequence converges locally uniformly with respect to $x \in \Lambda_{-}$, defines a continuous positive function. If

$$
\lim _{j \rightarrow \infty}\left(\widetilde{a}_{L_{j}+N-1}-\widetilde{a}_{L_{j}-1}\right)=0
$$

then the measure $\widetilde{\mu}$ is purely absolutely continuous on $\Lambda_{-}$with the density

$$
\widetilde{\mu}^{\prime}(x)=\frac{\sqrt{\alpha_{i-1}|\tau(x)|}}{\pi \widetilde{g}_{i}(x)}, \quad x \in \Lambda_{-} .
$$

Next, let us observe that if $K \subset \mathbb{R} \backslash\left\{x_{0}\right\}$ then by (9.2) and Theorem 3.3, we get

$$
\begin{aligned}
Z_{j+1}^{-1} \widetilde{X}_{j N+i} Z_{j} & =Z_{j+1}^{-1} X_{j N+i} Z_{j}+a_{j N+i}^{-1 / 2} Z_{j+1}^{-1} \Delta_{j N+i} Z_{j} \\
& =\varepsilon\left(\mathrm{Id}+\vartheta_{j} R_{j}\right)+a_{j N+i}^{-1 / 2} Z_{j+1}^{-1} \Delta_{j N+i} Z_{j} .
\end{aligned}
$$

Since there is $c>0$ such that for all $j \in \mathbb{N}$,

$$
\left\|Z_{j+1}^{-1}\right\| \leqslant c a_{j N+i}^{1 / 2}, \quad \text { and } \quad\left\|Z_{j}\right\| \leqslant c
$$

by setting $V_{j}=\varepsilon a_{j N+i}^{-1 / 2} Z_{j+1}^{-1} \Delta_{j N+i} Z_{j}$, we get

$$
\begin{equation*}
Z_{j+1}^{-1} \tilde{X}_{j N+i} Z_{j}=\varepsilon\left(\operatorname{Id}+\vartheta_{j} R_{j}+V_{j}\right) \tag{9.11}
\end{equation*}
$$

where $\left(R_{j}\right)$ is a sequence from $\mathcal{D}_{1}(K, \operatorname{Mat}(2, \mathbb{R}))$ convergent on $K$ to $\mathcal{R}_{i}$, and

$$
\begin{equation*}
\sum_{j=1}^{\infty} \sup _{K}\left\|V_{j}\right\|<\infty \tag{9.12}
\end{equation*}
$$

Moreover, by (9.10) we have

$$
\sup _{K}\left\|V_{L_{j}}\right\| \leqslant c a_{L_{j}+N-1}^{-1}
$$

Since [63, Theorem 4.4] allows perturbation satisfying (9.12) we can repeat the proof of Theorem 4.1 to get the following result.

Theorem 9.2. - Let $N$ be a positive integer. Let $\widetilde{A}$ be the Jacobi matrix associated with Jacobi parameters ( $\left.\widetilde{a}_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(\widetilde{b}_{n}: n \in \mathbb{N}_{0}\right)$ such that

$$
\widetilde{a}_{n}=a_{n}\left(1+\xi_{n}\right), \quad \widetilde{b}_{n}=b_{n}\left(1+\zeta_{n}\right)
$$

where $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element, satisfying

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

and

$$
\sum_{n=0}^{\infty} \sqrt{a_{n}}\left(\left|\xi_{n}\right|+\left|\zeta_{n}\right|\right)<\infty
$$

for certain real sequences $\left(\xi_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(\zeta_{n}: n \in \mathbb{N}_{0}\right)$. Then

$$
\sigma_{\mathrm{ess}}(\widetilde{A}) \cap \Lambda_{+}=\emptyset
$$

Next, we study the asymptotic behavior of polynomials ( $\widetilde{p}_{n}: n \in \mathbb{N}_{0}$ ). Since the Carleman's condition (1.4) is satisfied, the orthonormalizing measure $\widetilde{\mu}$ is unique.

Theorem 9.3. - Let $N$ be a positive integer and $i \in\{0,1, \ldots, N-1\}$. Let $\left(\widetilde{a}_{n}: n \in \mathbb{N}_{0}\right)$ and ( $\left.\widetilde{b}_{n}: n \in \mathbb{N}_{0}\right)$ be Jacobi parameters such that

$$
\widetilde{a}_{n}=a_{n}\left(1+\xi_{n}\right), \quad \widetilde{b}_{n}=b_{n}\left(1+\zeta_{n}\right)
$$

where $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element, satisfying

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N},
$$

and

$$
\sum_{n=0}^{\infty} \sqrt{a_{n}}\left(\left|\xi_{n}\right|+\left|\zeta_{n}\right|\right)<\infty
$$

for certain real sequences $\left(\xi_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(\zeta_{n}: n \in \mathbb{N}_{0}\right)$. If there is $\left(L_{j}: j \in \mathbb{N}_{0}\right)$ an increasing sequence of integers, $L_{j} \equiv i \bmod N$, such that

$$
\lim _{j \rightarrow \infty}\left(\widetilde{a}_{L_{j}+N-1}-\widetilde{a}_{L_{j}-1}\right)=0
$$

then for each compact subset $K \subset \Lambda_{-}$, there are $j_{0} \in \mathbb{N}$ and $\tilde{\chi}: K \rightarrow \mathbb{R}$, so that

$$
\begin{align*}
\lim _{j \rightarrow \infty} \sup _{x \in K} & \mid \sqrt[4]{\widetilde{a}_{(j+1) N+i-1}} \widetilde{p}_{j N+i}(x)  \tag{9.13}\\
& \left.-\sqrt{\frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right|}{\pi \widetilde{\mu}^{\prime}(x) \sqrt{\alpha_{i-1}|\tau(x)|}}} \sin \left(\sum_{k=j_{0}}^{j-1} \theta_{k}(x)+\widetilde{\chi}(x)\right) \right\rvert\,=0
\end{align*}
$$

where $\theta_{k}$ are determined in Theorem 6.1.
Proof. - Fix a compact set $K \subset \Lambda_{-}$. In view of (9.8), Theorem 6.1 implies that

$$
\begin{align*}
\frac{\widetilde{p}_{j N+i}(x)}{\prod_{k=j_{0}}^{j} \lambda_{k}(x)}= & \left\|M_{j N+i-1}(x) e_{2}\right\| \frac{\left|\varphi\left(\eta_{j N+i}(x), x\right)\right|}{\sqrt{\alpha_{i-1}|\tau(x)|}} \\
& \times \sin \left(\sum_{k=j_{0}}^{j} \theta_{k}(x)+\arg \varphi\left(\eta_{j N+i}(x), x\right)\right)+o_{K}(1)  \tag{9.14}\\
= & \left\|M(x) e_{2}\right\| \frac{|\varphi(\eta(x), x)|}{\sqrt{\alpha_{i-1}|\tau(x)|}} \\
& \times \sin \left(\sum_{k=j_{0}}^{j} \theta_{k}(x)+\arg \varphi\left(\eta_{j N+i}(x), x\right)\right)+o_{K}(1)
\end{align*}
$$

where we have used (9.7) and continuity of $\varphi$. Our aim is to compute the function $|\varphi(\eta(x), x)|$. To do so, we can work with the subsequence $\left(L_{j}: j \in \mathbb{N}\right)$. With no loss of generality we assume (9.10). The reasoning follows the same method as in Theorem 7.6. In view of (6.4)

$$
\varphi(\eta(x), x)=\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}} \phi_{L_{j}}(\eta(x), x), \quad x \in K
$$

where

$$
\phi_{L}(\eta(x), x)=\frac{\left\langle\left(X_{L}(x)-\overline{\lambda_{\lfloor L / N\rfloor}(x)} \operatorname{Id}\right) \vec{u}_{L}(\eta(x), x), e_{2}\right\rangle}{\prod_{k=j_{0}}^{\lfloor L / N-1} \lambda_{k}(x)} .
$$

Observe that by (7.22) and Corollary 5.4, we have

$$
\sqrt{a_{L_{j}+N-1}}\left|\phi_{L_{j}}(\eta(x), x)-\phi_{L_{j}}\left(\eta_{L_{j}}(x), x\right)\right| \leqslant c \sup _{x \in K}\left\|\eta(x)-\eta_{L_{j}}(x)\right\|
$$

thus by (9.7)
(9.15) $\left\|M(x) e_{2}\right\| \varphi(\eta(x), x)=\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}}\left\|M_{L_{j}-1}(x) e_{2}\right\| \phi_{L_{j}}\left(\eta_{L_{j}}(x), x\right)$.

Observe that by (9.8)
(9.16) $\left\|M_{L-1}(x) e_{2}\right\| \phi_{L}\left(\eta_{L}(x), x\right)=\frac{\left\langle\left(X_{L}(x)-\overline{\lambda_{\lfloor L / N\rfloor}(x)} \mathrm{Id}\right) \overrightarrow{\vec{p}}_{L}(x), e_{2}\right\rangle}{\prod_{k=j_{0}}^{\lfloor L / J-1} \lambda_{k}(x)}$.

For $m \in \mathbb{N}$ and $L \equiv i \bmod N$, we set

$$
\begin{equation*}
\widetilde{\phi}_{m}^{L}(x)=\frac{\left\langle\left(\widetilde{X}_{L+N}^{L}(x)-{\widetilde{\lambda_{L+N}}}_{L}(x) \operatorname{Id}\right) \overrightarrow{\tilde{p}}_{L+m N}^{L}(x), e_{2}\right\rangle}{\left(\widetilde{\lambda}_{L+N}^{L}(x)\right)^{m-1} \prod_{k=j_{0}}^{\lfloor L / N\rfloor} \lambda_{k}(x)}, \quad x \in K, \tag{9.17}
\end{equation*}
$$

where $\widetilde{\lambda}_{L+N}^{L}$ is the eigenvalue of $\widetilde{X}_{L+N}^{L}$ with positive imaginary part. By the same lines of reasoning as in [59, Claim 3], one can show that $\widetilde{\phi}_{m}^{L}=\widetilde{\phi}_{1}^{L}$ for all $m \geqslant 1$. Next, we claim that the following holds true.

## Claim 9.4.

$$
\begin{align*}
& \lim _{j \rightarrow \infty} \sqrt{\widetilde{a}_{L_{j}+N-1}} \sup _{x \in K} \mid\left\|M_{L_{j}+N-1}(x) e_{2}\right\| \phi_{L_{j}+N}\left(\eta_{L_{j}+N}(x), x\right)  \tag{9.18}\\
&-\widetilde{\phi}_{1}^{L_{j}}(x) \mid=0
\end{align*}
$$

By (9.16) and (9.17), we have

$$
\begin{aligned}
\widetilde{\phi}_{1}^{L_{j}}(x)-\left\|M_{L_{j}+N-1}(x) e_{2}\right\| \phi_{L_{j}+N}\left(\eta_{L_{j}+N}(x), x\right) & \\
& =\frac{\left\langle W_{j}(x) \overrightarrow{\tilde{p}}_{L_{j}+N}(x), e_{2}\right\rangle}{\prod_{k=j_{0}}^{\left\lfloor L_{j} / N\right\rfloor} \lambda_{k}(x)}
\end{aligned}
$$

where

$$
\begin{equation*}
W_{j}=\left(\widetilde{X}_{L_{j}+N}^{L_{j}}-X_{L_{j}+N}\right)+\left(\overline{\lambda_{\left\lfloor L_{j} / N\right\rfloor+1}}-\overline{\widetilde{\lambda}_{L_{j}+N}^{L_{j}}}\right) \mathrm{Id} \tag{9.19}
\end{equation*}
$$

Hence,

$$
\begin{aligned}
\mid\left\|M_{L_{j}+N-1}(x) e_{2}\right\| \phi_{L_{j}+N}\left(\eta_{L_{j}+N}(x), x\right) & -\widetilde{\phi}_{1}^{L_{j}}(x) \mid \\
& \leqslant c\left\|W_{j}(x)\right\| \frac{\left\|\overrightarrow{\tilde{p}}_{L_{j}+N}(x)\right\|}{\prod_{k=j_{0}}^{\left\lfloor L_{j} / N\right\rfloor}\left|\lambda_{k}(x)\right|}
\end{aligned}
$$

By (9.9) and (7.22) we get

$$
\frac{\left\|\overrightarrow{\vec{p}}_{L_{j}+N}(x)\right\|}{\prod_{k=j_{0}}^{\left\lfloor L_{j} / N\right\rfloor}\left|\lambda_{k}(x)\right|} \leqslant c
$$

for all $x \in K$ and $j>j_{0}$. Next, we write

$$
\left\|\widetilde{X}_{L_{j}+N}^{L_{j}}-X_{L_{j}+N}\right\| \leqslant\left\|\widetilde{X}_{L_{j}+N}^{L_{j}}-\widetilde{X}_{L_{j}+N}\right\|+\left\|\widetilde{X}_{L_{j}+N}-X_{L_{j}+N}\right\|
$$

thus by Lemma 7.1, (9.2) and (9.10), we obtain

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \widetilde{a}_{L_{j}+N-1}\left\|\widetilde{X}_{L_{j}+N}^{L_{j}}-X_{L_{j}+N}\right\|=0 \tag{9.20}
\end{equation*}
$$

It remains to show that

$$
\lim _{j \rightarrow \infty} \sqrt{\widetilde{a}_{L_{j}+N-1}}\left|\lambda_{\left\lfloor L_{j} / N\right\rfloor+1}-\widetilde{\lambda}_{L_{j}+N}^{L_{j}}\right|=0
$$

which can be deduced from

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sqrt{\widetilde{a}_{L_{j}+N-1}} \sup _{K}\left|\operatorname{tr} \widetilde{X}_{L_{j}+N}^{L_{j}}-\operatorname{tr} Y_{\left\lfloor L_{j} / N\right\rfloor+1}\right|=0, \tag{9.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \widetilde{a}_{L_{j}+N-1} \sup _{K}\left|\operatorname{discr} \widetilde{X}_{L_{j}+N}^{L_{j}}-\operatorname{discr} Y_{\left\lfloor L_{j} / N\right\rfloor+1}\right|=0 . \tag{9.22}
\end{equation*}
$$

We write

$$
\widetilde{X}_{L_{j}+N}^{L_{j}}-Y_{\left\lfloor L_{j} / N\right\rfloor+1}=\left(\widetilde{X}_{L_{j}+N}^{L_{j}}-X_{L_{j}+N}\right)+\left(X_{L_{j}+N}-Y_{\left\lfloor L_{j} / N\right\rfloor+1}\right)
$$

thus $(9.21)$ is a consequence of $(9.20)$ and (7.32). Next, by (7.34),

$$
\left|\operatorname{discr} \widetilde{X}_{L_{j}+N}^{L_{j}}-\operatorname{discr} X_{L_{j}+N}\right| \leqslant c\left\|\widetilde{X}_{L_{j}+N}^{L_{j}}-X_{L_{j}+N}\right\|
$$

thus (9.22) follows by (9.20) and (7.33). Summarizing, we showed that

$$
\lim _{j \rightarrow \infty} \sqrt{\widetilde{a}_{L_{j}+N-1}} \sup _{x \in K}\left\|W_{j}(x)\right\|=0
$$

and hence (9.18) follows.
Our last step is to justify the following claim.
Claim 9.5.

$$
\begin{align*}
\left\|M(x) e_{2}\right\|^{2} \mid \varphi( & \eta(x), x)\left.\right|^{2}  \tag{9.23}\\
& =\frac{1}{a_{j_{0} N+i-1} \sinh \vartheta_{j_{0}}(x)} \cdot \frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right| \cdot \alpha_{i-1}|\tau(x)|}{\pi \widetilde{\mu}^{\prime}(x)}
\end{align*}
$$

For the proof, let us observe that by (9.15) and Claim 9.4 we have

$$
\left\|M(x) e_{2}\right\|^{2}|\varphi(\eta(x), x)|^{2}=\lim _{j \rightarrow \infty}\left|\sqrt{\widetilde{a}_{L_{j}+N-1}} \phi_{1}^{L_{j}}(x)\right|^{2}
$$

In view of [59, formula (6.14)]

$$
\begin{aligned}
& \left|\phi_{1}^{L_{j}}(x) \cdot \prod_{k=j_{0}}^{\left\lfloor L_{j} / N\right\rfloor} \lambda_{k}(x)\right|^{2} \\
& \quad=\frac{1}{2 \pi \widetilde{a}_{L_{j}+N-1} \widetilde{\mu}_{L_{j}}^{\prime}(x)}\left|\left[\widetilde{X}_{L_{j}+N}^{L_{j}}(x)\right]_{2,1}\right| \sqrt{-\operatorname{discr} \widetilde{X}_{L_{j}+N}^{L_{j}}(x)} \\
& \quad=\frac{1}{2 \pi \widetilde{a}_{L_{j}+N-1}^{3 / 2} \widetilde{\mu}_{L_{j}}^{\prime}(x)}\left|\left[\widetilde{X}_{L_{j}+N}^{L_{j}}(x)\right]_{2,1}\right| \sqrt{-\widetilde{a}_{L_{j}+N-1} \operatorname{discr} \widetilde{X}_{L_{j}+N}^{L_{j}}(x)}
\end{aligned}
$$

By Lemma 7.1

$$
\lim _{j \rightarrow \infty} \widetilde{a}_{L_{j}+N-1} \operatorname{discr} \widetilde{X}_{L_{j}+N}^{L_{j}}(x)=\lim _{j \rightarrow \infty} \widetilde{a}_{L_{j}+N-1} \operatorname{discr} \widetilde{X}_{L_{j}+N}(x)
$$

Using (9.11) and (9.10), we can repeat the proof of Corollary 3.4, to get

$$
\lim _{j \rightarrow \infty} \widetilde{a}_{L_{j}+N-1} \operatorname{discr} \widetilde{X}_{L_{j}+N}(x)=4 \alpha_{i-1} \tau(x) .
$$

By Theorem 9.1 and (9.9), we can apply Corollary 7.5 to obtain

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \sqrt{a_{L_{j}+N-1}} \mid \sqrt{\widetilde{a}_{L_{j}+N-1}} \phi_{1}^{L_{j}}(x) \cdot \prod_{k=j_{0}}^{\left\lfloor L_{j} / N\right\rfloor} & \left.\lambda_{k}(x)\right|^{2} \\
& =\frac{\left|\left[\mathfrak{X}_{i}(0)\right]_{2,1}\right| \sqrt{\alpha_{i-1}|\tau(x)|}}{\pi \widetilde{\mu}^{\prime}(x)}
\end{aligned}
$$

Finally, the claim follows by (7.22).
Now, by inserting (9.23) into (9.14) and using (7.22) we conclude the proof of the theorem.

Having proven asymptotic formula for orthogonal polynomials ( $\widetilde{p}_{n}: n \in$ $\mathbb{N}_{0}$ ), we can repeat the proof of Theorem 8.3 to get the following result.

Theorem 9.6. - Let $N$ be a positive integer and $i \in\{0,1, \ldots, N-1\}$. Let $\left(\widetilde{a}_{n}: n \in \mathbb{N}_{0}\right)$ and ( $\left.\widetilde{b}_{n}: n \in \mathbb{N}_{0}\right)$ be Jacobi parameters such that

$$
\widetilde{a}_{n}=a_{n}\left(1+\xi_{n}\right), \quad \widetilde{b}_{n}=b_{n}\left(1+\zeta_{n}\right),
$$

where $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(b_{n}: n \in \mathbb{N}_{0}\right)$ are $N$-periodically modulated Jacobi parameters so that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element, satisfying

$$
\left(\frac{\alpha_{n-1}}{\alpha_{n}} a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{\beta_{n}}{\alpha_{n}} a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{N}
$$

and

$$
\sum_{n=0}^{\infty} \sqrt{a_{n}}\left(\left|\xi_{n}\right|+\left|\zeta_{n}\right|\right)<\infty
$$

for certain real sequences $\left(\xi_{n}: n \in \mathbb{N}_{0}\right)$ and $\left(\zeta_{n}: n \in \mathbb{N}_{0}\right)$. If there is $\left(L_{j}: j \in \mathbb{N}_{0}\right)$ a sequence of integers $L_{j} \equiv i \bmod N$, such that

$$
\lim _{j \rightarrow \infty}\left(\widetilde{a}_{L_{j}+N-1}-\widetilde{a}_{L_{j}-1}\right)=0
$$

then

$$
\lim _{n \rightarrow \infty} \frac{1}{\widetilde{\rho}_{n}} \widetilde{K}_{n}\left(x+\frac{u}{\widetilde{\rho}_{n}}, x+\frac{v}{\widetilde{\rho}_{n}}\right)=\frac{v(x)}{\widetilde{\mu}^{\prime}(x)} \cdot \operatorname{sinc}((u-v) \pi v(x))
$$

locally uniformly with respect to $(x, u, v) \in \Lambda_{-} \times \mathbb{R}^{2}$, where $v$ is defined in (8.1) and

$$
\widetilde{\rho}_{n}=\sum_{k=0}^{n} \sqrt{\frac{\alpha_{k}}{\widetilde{a}_{k}}} .
$$

## 10. Examples

### 10.1. Period $N=1$

The following corollary is an easy consequence of Theorems 9.1 and 9.2.
Corollary 10.1. - Let $\left(\widetilde{a}_{n}: n \in \mathbb{N}_{0}\right)$ and ( $\left.\widetilde{b}_{n}: n \in \mathbb{N}_{0}\right)$ be Jacobi parameters such that

$$
\begin{equation*}
\widetilde{a}_{n}=a_{n}\left(1+\xi_{n}\right), \quad \widetilde{b}_{n}=b_{n}\left(1+\zeta_{n}\right) \tag{10.1}
\end{equation*}
$$

where $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ and ( $b_{n}: n \in \mathbb{N}_{0}$ ) are Jacobi parameters satisfying
(10.2) $\quad\left(a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(q a_{n}-b_{n}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}$,
and

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sqrt{a_{n}}\left(\left|\xi_{n}\right|+\left|\zeta_{n}\right|\right)<\infty \tag{10.3}
\end{equation*}
$$

for certain real sequences $\left(\xi_{n}: n \in \mathbb{N}_{0}\right)$ and ( $\zeta_{n}: n \in \mathbb{N}_{0}$ ) and some $q \in\{-2,2\}$. Suppose that
(10.4) $\lim _{n \rightarrow \infty}\left(a_{n}-a_{n-1}\right)=0, \quad \lim _{n \rightarrow \infty}\left(q a_{n}-b_{n}\right)=r, \quad \lim _{n \rightarrow \infty} a_{n}=\infty$.

Then the corresponding Jacobi matrix $\tilde{A}$ satisfies

$$
\sigma_{\mathrm{ac}}(\widetilde{A})=\sigma_{\mathrm{ess}}(\widetilde{A})=\overline{\Lambda_{-}} \quad \text { and } \quad \sigma_{\text {sing }}(\widetilde{A}) \cap \Lambda_{-}=\emptyset
$$

where

$$
\Lambda_{-}= \begin{cases}(-r, \infty) & q=2 \\ (-\infty,-r) & q=-2\end{cases}
$$

Let us compare Corollary 10.1 with the results already known in the literature. In the article [40] the author studied Jacobi parameters of the form (10.1) for $b_{n}=-2 a_{n}$ and the sequence ( $a_{n}: n \in \mathbb{N}_{0}$ ) satisfying (10.3), (10.4) and

$$
\begin{equation*}
\left(\frac{a_{n}-a_{n-1}}{a_{n}^{3 / 2}}: n \in \mathbb{N}\right) \in \ell^{1}, \quad\left(a_{n}-a_{n-1}: n \in \mathbb{N}\right) \in \mathcal{D}_{1} \tag{10.5}
\end{equation*}
$$

Under the above hypotheses the asymptotic formula for generalized eigenvectors of $\widetilde{A}$ is obtained in [40]. Let us observe that

$$
\begin{aligned}
\left|\frac{1}{\sqrt{a_{n+1}}}-\frac{1}{\sqrt{a_{n}}}\right| & =\frac{\left|a_{n+1}-a_{n}\right|}{\left(\sqrt{a_{n+1}}+\sqrt{a_{n}}\right) \sqrt{a_{n+1} a_{n}}} \\
& =\frac{\left|a_{n+1}-a_{n}\right|}{a_{n+1}^{3 / 2}\left(1+\sqrt{\frac{a_{n}}{a_{n+1}}}\right) \sqrt{\frac{a_{n}}{a_{n+1}}}} \\
& \asymp \frac{\left|a_{n+1}-a_{n}\right|}{a_{n+1}^{3 / 2}},
\end{aligned}
$$

that is (10.5) and (10.2) are equivalent. Consequently, we can apply Corollary 10.1. Moreover, in view of Theorem 9.3, we obtain the asymptotic behavior of the corresponding orthogonal polynomials ( $\widetilde{p}_{n}: n \in \mathbb{N}_{0}$ ).

The Jacobi parameters satisfying the hypotheses of [40] are further studied in [41]. In particular, it is proved that $\sigma_{\mathrm{p}}(\widetilde{A}) \subset(0, \infty)$, and moreover, $\sigma_{\mathrm{ac}}(\widetilde{A})=(-\infty, 0]$ and $\sigma_{\text {sing }}(\widetilde{A}) \cap(-\infty, 0)=\emptyset$ provided that

$$
\begin{equation*}
\left(\frac{1}{a_{n}}: n \in \mathbb{N}\right),\left(\frac{a_{n}-a_{n-1}}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \ell^{2} \tag{10.6}
\end{equation*}
$$

Our Corollary shows that the hypothesis (10.6) can be dropped and at the same time it provides a stronger conclusion that $\sigma_{\text {ess }}(\widetilde{A}) \cap(0, \infty)=\emptyset$. It is also more flexible because we do not need to assume that $a_{n}=-2 b_{n}$. Let us emphasize that no analogue of Theorem 9.6 was studied before.

Let us also mention two earlier articles [20] and [26] where the authors study Jacobi parameters falling into the class considered in Corollary 10.1 for

$$
\begin{equation*}
a_{n}=(n+1)^{\gamma}, \quad b_{n}=-2(n+1)^{\gamma} \text {, } \tag{10.7}
\end{equation*}
$$

where $\gamma \in\left(\frac{1}{3}, \frac{2}{3}\right)$. The results proven there are analogues of [40, 41]. Recently, in [44], a variant of Theorem 9.3 is obtained for Jacobi parameters (10.7) and $\gamma \in(0,1)$.

In [24], the authors proved that for Jacobi parameters

$$
a_{n}=n+1+\gamma, \quad b_{n}=-2(n+1+\gamma)
$$

where $\gamma \in(-1, \infty)$, we have $\sigma_{\mathrm{ac}}(A)=\sigma_{\text {ess }}(A)=(-\infty,-1]$. This case lies on the borderline of our methods, and it is not covered by Corollary 10.1. Finally, let us mention the recent article [71] studying the Jacobi parameters of the form

$$
\widetilde{a}_{n}=(n+1)^{\gamma}\left(1+\mathcal{O}\left(n^{-2}\right)\right), \quad \widetilde{b}_{n}=q(n+1)^{\gamma}\left(1+\mathcal{O}\left(n^{-2}\right)\right)
$$

for $q \in\{-2,2\}$ and $\gamma \in\left(\frac{3}{2}, \infty\right)$. The author describes the asymptotic formula for ( $\widetilde{p}_{n}: n \in \mathbb{N}_{0}$ ), and shows that $\sigma_{\text {ess }}(A)=\emptyset$ provided that $\widetilde{A}$ is self-adjoint. This case is also not covered by our results.

The following proposition allows to construct a large class of sequences ( $a_{n}: n \in \mathbb{N}_{0}$ ) satisfying the hypotheses of Corollary 10.1.

Proposition 10.2. - Let $\left(a_{n}: n \in \mathbb{N}_{0}\right)$ be a positive sequence such that:
(a) it is eventually increasing, i.e. there exists $n_{0} \geqslant 1$ such that

$$
a_{n} \leqslant a_{n+1}
$$

for any $n \geqslant n_{0}$,
(b) it is eventually concave, i.e. there exists $n_{0} \geqslant 1$ such that

$$
\frac{a_{n-1}+a_{n+1}}{2} \leqslant a_{n}
$$

for any $n \geqslant n_{0}$.
Then

$$
\begin{equation*}
\left(a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1} \tag{10.8}
\end{equation*}
$$

If additionally

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{a_{n}}{n}=0 \tag{10.9}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(a_{n+1}-a_{n}\right)=0 \tag{10.10}
\end{equation*}
$$

Proof. - Without loss of generality let $n_{0} \geqslant 1$ be such that both (a) and (b) are satisfied.

By (a) the following limit

$$
a_{\infty}=\lim _{n \rightarrow \infty} a_{n}
$$

exists and $a_{\infty} \in(0,+\infty]$. Observe that by (a)

$$
\begin{align*}
\sum_{n=n_{0}}^{\infty}\left|\frac{1}{\sqrt{a_{n+1}}}-\frac{1}{\sqrt{a_{n}}}\right| & =\sum_{n=n_{0}}^{\infty}\left(\frac{1}{\sqrt{a_{n}}}-\frac{1}{\sqrt{a_{n+1}}}\right)  \tag{10.11}\\
& =\frac{1}{\sqrt{a_{n_{0}}}}-\frac{1}{\sqrt{a_{\infty}}}<\infty
\end{align*}
$$

Next, set

$$
\begin{equation*}
d_{n}=a_{n}-a_{n-1} \tag{10.12}
\end{equation*}
$$

Then by (a) and (b) we have

$$
0 \leqslant d_{n+1} \leqslant d_{n}, \quad n \geqslant n_{0}
$$

which implies that the following limit exists

$$
\begin{equation*}
d_{\infty}=\lim _{n \rightarrow \infty} d_{n} \tag{10.13}
\end{equation*}
$$

and $d_{\infty} \in\left[0, d_{n_{0}}\right]$. Thus

$$
\sum_{n=n_{0}}^{\infty}\left|d_{n+1}-d_{n}\right|=\sum_{n=n_{0}}^{\infty}\left(d_{n}-d_{n+1}\right)=d_{n_{0}}-d_{\infty}<\infty
$$

which together with (10.11) and (10.12) implies (10.8). Finally, if (10.9) is satisfied, then by Stolz-Cesáro theorem and (10.13)

$$
0=\lim _{n \rightarrow \infty} \frac{a_{n}}{n}=\lim _{n \rightarrow \infty}\left(a_{n+1}-a_{n}\right)=d_{\infty}
$$

which implies (10.10).
By means of Proposition 10.2 we immediately obtain
Corollary 10.3. - Suppose that $f:\left[n_{0}-1, \infty\right) \rightarrow(0, \infty)$ for some $n_{0} \geqslant 1$ is a twice differentiable function such that
(a) for any $x \in\left(n_{0}-1, \infty\right)$ one has $f^{\prime}(x)>0$ and $f^{\prime \prime}(x)<0$,
(b) $\lim _{x \rightarrow \infty} f(x)=\infty$ and $\lim _{x \rightarrow \infty} f^{\prime}(x)=0$.

Define

$$
a_{n}=\left\{\begin{array}{ll}
1 & n<n_{0}-1 \\
f(n) & n \geqslant n_{0}-1
\end{array} .\right.
$$

Then

$$
\left(a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}
$$

Moreover,

$$
\lim _{n \rightarrow \infty} a_{n}=\infty \quad \text { and } \quad \lim _{n \rightarrow \infty}\left(a_{n}-a_{n-1}\right)=0
$$

Below, we provide a few examples satisfying the hypotheses of Corollary 10.3.

Example 10.4. - Let $f(x)=\log x$. Then it is immediate that the hypotheses of Corollary 10.3 are satisfied for any $n_{0} \geqslant 3$.

Example 10.5. - Let $f(x)=x^{\gamma}$ for some $\gamma \in(0,1)$. Then it is immediate that the hypotheses of Corollary 10.3 are satisfied for any $n_{0} \geqslant 2$.

Example 10.6. - Let $f(x)=x^{\gamma} \log x$ for some $\gamma \in(0,1)$. Since

$$
\begin{aligned}
f^{\prime}(x) & =x^{\gamma-1}(\gamma \log x+1) \\
f^{\prime \prime}(x) & =-x^{\gamma-2}(\gamma(1-\gamma) \log x+1-2 \gamma)
\end{aligned}
$$

the hypotheses of Corollary 10.3 are satisfied by taking large enough $n_{0}$.
Example 10.7. - Let $f(x)=\frac{x}{\log x}$. Since

$$
\begin{aligned}
f^{\prime}(x) & =\frac{1}{\log x}\left(1-\frac{1}{\log x}\right) \\
f^{\prime \prime}(x) & =-\frac{1}{x(\log x)^{2}}\left(1-\frac{2}{\log x}\right)
\end{aligned}
$$

the hypotheses of Corollary 10.3 are satisfied for any $n_{0} \geqslant 9$.
10.1.1. Laguerre-type orthogonal polynomials

In this section we provide examples of measures $\mu$ which give rise to Jacobi parameters that satisfy the hypotheses of Corollary 10.1 for $\xi_{n} \equiv 0$ and $\zeta_{n} \equiv 0$.

Take $\gamma>-1$ and $\kappa \in \mathbb{N}$, and consider the purely absolutely continuous probability measure $\mu$ with the density

$$
\mu^{\prime}(x)= \begin{cases}c_{\gamma, \kappa} x^{\gamma} \exp \left(-x^{\kappa}\right) & \text { if } x>0 \\ 0 & \text { otherwise }\end{cases}
$$

where $c_{\gamma, \kappa}$ is the normalizing constant. The case $\kappa=1$ corresponds to the well-known Laguerre polynomials. According to [68, Theorem 2.1 and Remark 2.3],

$$
a_{n-1}=d_{n}\left(\frac{1}{4}+\frac{\gamma}{8 \kappa n}+\mathcal{O}\left(\frac{1}{n^{2}}\right)\right) \quad \text { and } \quad b_{n}=d_{n}\left(\frac{1}{2}+\frac{\gamma+1}{4 \kappa n}+\mathcal{O}\left(\frac{1}{n^{2}}\right)\right)
$$

where

$$
d_{n}=c_{0} n^{1 / \kappa} \quad \text { for } \quad c_{0}=\left(\frac{2(2 \kappa)!!}{\kappa(2 \kappa-1)!!}\right)^{1 / \kappa}
$$

Observe that for $\kappa \geqslant 2$ it implies

$$
\begin{equation*}
a_{n-1}=\frac{1}{4} d_{n}+e_{n}, \quad b_{n}=\frac{1}{2} d_{n}+\widetilde{e}_{n}, \tag{10.14}
\end{equation*}
$$

where both ( $e_{n}: n \in \mathbb{N}$ ) and ( $\widetilde{e}_{n}: n \in \mathbb{N}_{0}$ ) belong to $\mathcal{D}_{1}$ and tend to 0 . We notice that

$$
\begin{aligned}
d_{n+1}-d_{n} & =c_{0}\left((n+1)^{1 / \kappa}-n^{1 / \kappa}\right) \\
& =c_{0} n^{1 / \kappa}\left(\left(1+\frac{1}{n}\right)^{1 / \kappa}-1\right) \\
& =\frac{c_{0}}{\kappa} n^{1 / \kappa-1}+\mathcal{O}\left(n^{1 / \kappa-2}\right) .
\end{aligned}
$$

Hence ( $d_{n+1}-d_{n}: n \in \mathbb{N}_{0}$ ) belongs to $\mathcal{D}_{1}$ and tends to 0 . Since

$$
a_{n}-a_{n-1}=\frac{1}{4}\left(d_{n+1}-d_{n}\right)+e_{n+1}-e_{n}
$$

and

$$
2 a_{n}-b_{n}=\frac{1}{2}\left(d_{n+1}-d_{n}\right)+e_{n+1}-\widetilde{e}_{n}
$$

we conclude that

$$
\left(a_{n}-a_{n-1}: n \in \mathbb{N}\right),\left(2 a_{n}-b_{n}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}
$$

and

$$
\lim _{n \rightarrow \infty}\left(a_{n}-a_{n-1}\right)=0, \quad \lim _{n \rightarrow \infty}\left(2 a_{n}-b_{n}\right)=0
$$

Furthermore, by (10.14) the sequence ( $a_{n}: n \in \mathbb{N}_{0}$ ) is unbounded and eventually increasing, thus

$$
\left(\frac{1}{\sqrt{a_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1} .
$$

Summarizing, we showed that the hypotheses of Corollary 10.1 are satisfied with $\xi_{n} \equiv 0, \zeta_{n} \equiv 0$ for any $\kappa \geqslant 2$.

### 10.2. Periodic modulations

The following corollary easily follows from Theorems A and B.
Corollary 10.8. - Let $N$ be a positive integer. Let $\left(\alpha_{n}: n \in \mathbb{Z}\right)$ and $\left(\beta_{n}: n \in \mathbb{Z}\right)$ be $N$-periodic Jacobi parameters such that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. Set

$$
\begin{equation*}
a_{n}=\alpha_{n} \widetilde{a}_{n}, \quad b_{n}=\beta_{n} \widetilde{a}_{n} \tag{10.15}
\end{equation*}
$$

where the sequence ( $\widetilde{a}_{n}: n \in \mathbb{N}_{0}$ ) satisfies

$$
\begin{equation*}
\left(\widetilde{a}_{n}-\widetilde{a}_{n-1}: n \in \mathbb{N}\right),\left(\frac{1}{\sqrt{\widetilde{a}_{n}}}: n \in \mathbb{N}\right) \in \mathcal{D}_{1}^{1} \tag{10.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \widetilde{a}_{n}=\infty, \quad \lim _{n \rightarrow \infty}\left(\widetilde{a}_{n+1}-\widetilde{a}_{n}\right)=0 \tag{10.17}
\end{equation*}
$$

Then the corresponding Jacobi matrix $A$ satisfies

$$
\sigma_{\mathrm{ac}}(A)=\sigma_{\mathrm{ess}}(A)=\overline{\Lambda_{-}} \quad \text { and } \quad \sigma_{\mathrm{sing}}(A) \cap \Lambda_{-}=\emptyset
$$

Let us observe that by means of Corollary 10.3 we can construct a large class of sequences ( $\widetilde{a}_{n}: n \in \mathbb{N}_{0}$ ) satisfying (10.16) and (10.17), see in particular Examples 10.4-10.7. In the next sections we provide a few classes of $\left(\alpha_{n}: n \in \mathbb{Z}\right)$ and $\left(\beta_{n}: n \in \mathbb{Z}\right)$ for $N=2$ such that $\mathfrak{X}_{0}(0)$ is a non-trivial parabolic element. Consequently, it will allow us to compare Corollary 10.8 with the results known in the literature.

### 10.2.1. Modulation of the main diagonal

Let $N=2$, and

$$
\alpha=(1,1,1,1, \ldots), \quad \beta=\left(\beta_{0}, \beta_{1}, \beta_{0}, \beta_{1}, \ldots\right)
$$

for certain $\beta_{0}, \beta_{1} \in \mathbb{R}$. Then

$$
\mathfrak{X}_{0}(0)=\left(\begin{array}{cc}
-1 & -\beta_{0} \\
\beta_{1} & \beta_{0} \beta_{1}-1
\end{array}\right) \quad \text { and } \quad \mathfrak{X}_{1}(0)=\left(\begin{array}{cc}
-1 & -\beta_{1} \\
\beta_{0} & \beta_{0} \beta_{1}-1
\end{array}\right) .
$$

Thus $\operatorname{det} \mathfrak{X}_{0}(0)=1$ and $\operatorname{tr} \mathfrak{X}_{0}(0)= \pm 2$, if and only if

$$
\beta_{0} \beta_{1}=0 \quad \text { or } \quad \beta_{0} \beta_{1}=4
$$

Example 10.9. - Take $\beta_{0}=q$ and $\beta_{1}=0$ for certain $q>0$, and select any sequence ( $\widetilde{a}_{n}: n \in \mathbb{N}_{0}$ ) satisfying (10.16) and (10.17). Then the Jacobi matrix corresponding to (10.15) satisfies

$$
\sigma_{\mathrm{ac}}(A)=\sigma_{\mathrm{ess}}(A)=(-\infty, 0] \quad \text { and } \quad \sigma_{\mathrm{sing}}(A) \cap(-\infty, 0)=\emptyset
$$

Sequences of a form similar to that described in Example 10.9 were studied in [9] where it was additionally assumed that

$$
\widetilde{a}_{n}=(n+1)^{\gamma}
$$

for $\gamma \in(0,1]$. In particular, it was shown that

- the Jacobi matrix $A$ is absolutely continuous on $(-\infty, 0)$ if $\gamma \in$ $\left(\frac{2}{3}, 1\right]$, and
- $\sigma_{\text {ess }}(A) \subset(-\infty, 0]$ for any $\gamma \in(0,1]$.

In Example 10.9 we recover those results for $\gamma \in(0,1)$.

Example 10.10. - Take $\beta_{0}=q$ and $\beta_{1}=4 / q$ for certain $q>0$, and select a sequence ( $\widetilde{a}_{n}: n \in \mathbb{N}_{0}$ ) satisfying (10.16) and (10.17). Then the Jacobi matrix corresponding to (10.15) satisfies

$$
\sigma_{\mathrm{ac}}(A)=\sigma_{\mathrm{ess}}(A)=[0, \infty) \quad \text { and } \quad \sigma_{\text {sing }}(A) \cap(0, \infty)=\emptyset
$$

Example 10.10 extends results obtained in [47] to sequences

$$
\widetilde{a}_{n}=(n+1)^{\gamma}, \quad \gamma \in(0,1) .
$$

Recall that in [47] it was proved that if $\gamma=1$ then the corresponding Jacobi matrix satisfies

$$
\sigma_{\mathrm{ac}}(A)=\sigma_{\mathrm{ess}}(A)=\left[\frac{4}{\beta_{0}+\beta_{1}}, \infty\right) \quad \text { and } \quad \sigma_{\mathrm{sing}}(A) \cap\left(\frac{4}{\beta_{0}+\beta_{1}}, \infty\right)=\emptyset
$$

### 10.2.2. Modulation of the off-diagonal

Let us consider the following 2-periodic Jacobi parameters

$$
\alpha=\left(\alpha_{0}, \alpha_{1}, \alpha_{0}, \alpha_{1}, \ldots\right), \quad \beta=(1,1,1,1, \ldots)
$$

for certain $\alpha_{0}, \alpha_{1}>0$. Then

$$
\mathfrak{X}_{0}(0)=\left(\begin{array}{cc}
-\frac{\alpha_{1}}{\alpha_{0}} & -\frac{1}{\alpha_{0}} \\
\frac{1}{\alpha_{0}} & -\frac{\alpha_{0}}{\alpha_{1}}+\frac{1}{\alpha_{0} \alpha_{1}}
\end{array}\right) \quad \text { and } \quad \mathfrak{X}_{1}(0)=\left(\begin{array}{cc}
-\frac{\alpha_{0}}{\alpha_{1}} & -\frac{1}{\alpha_{1}} \\
\frac{1}{\alpha_{1}} & -\frac{\alpha_{1}}{\alpha_{0}}+\frac{1}{\alpha_{0} \alpha_{1}}
\end{array}\right) .
$$

The determinant of $\mathfrak{X}_{0}(0)$ always equals 1 . For the trace, we have

$$
\operatorname{tr} \mathfrak{X}_{0}(0)=-\frac{\alpha_{1}}{\alpha_{0}}-\frac{\alpha_{0}}{\alpha_{1}}+\frac{1}{\alpha_{0} \alpha_{1}}
$$

thus $\operatorname{tr} \mathfrak{X}_{0}(0)= \pm 2$, if and only if

$$
\frac{\left|\alpha_{0}^{2}+\alpha_{1}^{2}-1\right|}{\alpha_{0} \alpha_{1}}=2
$$

that is

$$
\alpha_{0}+\alpha_{1}=1 \quad \text { or } \quad\left|\alpha_{0}-\alpha_{1}\right|=1
$$

Example 10.11. - Take $\alpha_{0}=1$ and $\alpha_{1}=1-q$ for certain $q \in(0,1)$. Let $\left(\widetilde{a}_{n} \in \mathbb{N}_{0}\right)$ be a sequence satisfying (10.16) and (10.17). Then the Jacobi matrix corresponding to (10.15) satisfies

$$
\sigma_{\mathrm{ac}}(A)=\sigma_{\mathrm{ess}}(A)=[0, \infty) \quad \text { and } \quad \sigma_{\text {sing }}(A) \cap(0, \infty)=\emptyset .
$$

In [55], the author studied Jacobi parameters of the form similar to that described in Example 10.11 for

$$
\widetilde{a}_{n}=n+1 .
$$

He proved that

$$
\sigma_{\mathrm{ac}}(A)=\sigma_{\mathrm{ess}}(A)=\left[\frac{1}{2}, \infty\right) \quad \text { and } \quad \sigma_{\mathrm{sing}}(A) \cap\left(\frac{1}{2}, \infty\right)=\emptyset
$$

Hence, the statements in Example 10.11 extend the results of [55] to sublinear sequences $\left(\widetilde{a}_{n}: n \in \mathbb{N}_{0}\right)$.

Example 10.12. - Take $\alpha_{0}=q$ and $\alpha_{1}=1+q$, for certain $q>0$, and select $\left(\widetilde{a}_{n}: n \in \mathbb{N}_{0}\right)$ satisfying (10.16) and (10.17). Then the Jacobi matrix corresponding to (10.15) satisfies

$$
\sigma_{\mathrm{ac}}(A)=\sigma_{\mathrm{ess}}(A)=(-\infty, 0] \quad \text { and } \quad \sigma_{\text {sing }}(A) \cap(-\infty, 0)=\emptyset
$$

In [42], the authors investigated Jacobi parameters of the form similar to that described in Example 10.12 by taking

$$
\widetilde{a}_{n}=(n+1)^{\gamma}, \quad \gamma \in\left(\frac{1}{2}, \frac{2}{3}\right) .
$$

They proved that

$$
\sigma_{\mathrm{ess}}(A) \subset(-\infty, 0]
$$

which is extended and generalized in Example 10.12.
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