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CÓRDOBA’S DIFFERENTIATION THEOREM: REVISITED

by Ángel D. MARTÍNEZ (*)

Abstract. — In this paper we prove an exponential covering lemma implying the three dimensional case of a well-known conjecture formulated by A. Zygmund circa 1935 and solved by A. Córdoba in 1978. Our approach avoids a subtle argument involving the power series of the exponential function.

Résumé. — Dans cet article, on démontre un lemme de recouvrement exponentiel impliquant le cas tridimensionnel d’une conjecture bien connue formulée par A. Zygmund circa 1935 et prouvée par A. Córdoba en 1978. Notre approche évite un argument subtil qui fait appel à la série entière de la fonction exponentielle.

1. Introduction

The concept of maximal function has been central in mathematical analysis since its appearance in Hardy and Littlewood’s seminal work [14]. It allows to obtain the so-called Lebesgue’s differentiation theorem in a quantitative way. In 1935 Jessen, Marcinkiewicz and Zygmund proved that instead of balls or cubes one may also differentiate using the class $B_n$, of shrinking $n$-dimensional rectangles (parallelepipeds) with sides parallel to the axes, provided the function is locally in the class $L^1(1 + \log^+ L^1)^{n-1}(\mathbb{R}^n)$. The quantitative version of this result is known as the strong maximal theorem: let us define

$$M_n f(x) = \sup_{x \in R \in B_n} \frac{1}{m(R)} \int_R |f(y)| \, dm(y)$$

where $f$ is a locally integrable function and $m$ denotes Lebesgue’s measure in $\mathbb{R}^n$. Then we have:
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Theorem 1.1 (Jessen, Marcinkiewicz and Zygmund, [15]). — The class $\mathcal{B}_n$ differentiates functions $f$ which are locally in $L^1(1 + \log_+ L^1)^{n-1}(\mathbb{R}^n)$, that is, we have

$$\lim_{\text{diam}(R) \to 0} \frac{1}{m(R)} \int_R f(y) dm(y) = f(x) \text{ for a.e. } x \in \mathbb{R}^n$$

where the limit is taken over all rectangles such that $x \in R \in \mathcal{B}_n$. Quantitatively, the following inequality

$$m\{x \in \mathbb{R}^n : M_n f(x) > \alpha\} \leq C_n \int_{\mathbb{R}^n} \frac{f(x)}{\alpha} \left(1 + \log_+ \frac{f(x)}{\alpha}\right)^{n-1} dm(x)$$

holds for some constant $C_n$ that depends only on the dimension.

Their proof relies on an iteration scheme based on the one dimensional result and making use of the product structure of $\mathbb{R}^n$. Quite surprisingly the Orlicz space, $L^1(1 + \log_+ L^1)^{n-1}(\mathbb{R}^n)$, is sharp if one assumes all its functions to be differentiated by $\mathcal{B}_n$ (cf. [15], theorem 8). It should be pointed out that the quantitative part of the statement appeared later (cf. [10] or [12]).

Nowadays the standard proof of the weak $(1, 1)$ inequality for the Hardy-Littlewood maximal function (i.e. the case of cubes or balls in $\mathbb{R}^n$) relies on the Vitali covering lemma which allows to deduce this estimates as a consequence of the geometry of balls. Standard references are the treatises of de Guzmán [13] and Stein [18] where $C_n = 5^n$.

It was not until 1975 when the exponential type covering needed to prove geometrically the strong maximal theorem was finally discovered (cf. [8]). The proof obtained by the A. Córdoba and R. Fefferman makes use of certain sparseness properties. Let us introduce the one we shall need, using their notation:

(P1) A sequence of rectangles $\{R_j\}$ satisfies the $P_1$ sparseness property if for any $k$ the following inequality holds:

$$m\left(R_k \cap \bigcup_{j<k} R_j\right) \leq \frac{1}{2} m(R_k).$$

In 1978 A. Córdoba took advantage of the geometric approach to settle Zygmund’s conjecture in the three-dimensional case:

Theorem 1.2 (A. Córdoba, [3, 4, 5]). — Given any function $\phi$ non decreasing in each variable separately let $\mathcal{B}_\phi(\mathbb{R}^3)$ consist of rectangles whose lengths are of the form $(x, y, \phi(x, y))$. Then it differentiates $L^1(1 + \log_+ L^1)(\mathbb{R}^3)$. 

Annales de l'Institut Fourier
In fact, Córdoba’s differentiation theorem is stronger but let us state it in this way for the sake of the exposition’s clarity. His elegant proof relies heavily on the three dimensional setting. No purely analytical proof has been found to-date. For applications of this result we refer the reader to the original works of A. Córdoba. Zygmund’s curiosity was not satisfied by this and asked for further generalizations of this result in arbitrary dimension. Some of them were dismissed in [17] by F. Soria. His counterexamples have side lengths of the form \((s, \phi(s, t), \psi(s, t))\) where the functions \(\phi\) and \(\psi\) are monotone increasing. Recently more counterexamples have been found by G. Rey in [16]. The rest remain an intriguing open question.

In the next section we provide a geometric covering result that implies Theorem 1.2, we refer the reader to the literature for this implication (cf. [3, 5, 8]). Our approach neatly shows why and where the argument breaks down in the higher dimensional case.
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2. Proof of Theorem 1.2

Let us now state the main result of this paper:

**Theorem 2.1 (A. Córdoba, [3]).** — Given any function \(\phi\) non decreasing in each variable separately let \(B_\phi(\mathbb{R}^3)\) consist of rectangles whose lengths are of the form \((x, y, \phi(x, y))\). There exist dimensional constants \(C, c > 0\), but otherwise independent, such that for any \(\{R_\alpha\} \subseteq B_\phi(\mathbb{R}^3)\) there exists a subsequence \(\{R_j\}\) such that

1. \[
m \left( \bigcup_\alpha R_\alpha \right) \leq C m \left( \bigcup_j R_j \right).
\]

2. \[
\int_{\bigcup_j R_j} \exp c \left( \sum_j \chi_{R_j} \right) \, dm \leq C m \left( \bigcup_j R_j \right).
\]
Proof. — it is well known that without loss of generality we may assume that a priori the rectangles \( \{R_j\} \) to be a finite sequence ordered by decreasing length of their third side length and satisfying the \( P_1 \) property. This reduction respects (1) from the statement (cf. [8]). We will denote by \( R^* \) a rectangle centered in the same point and dilated by a factor of three. The introduction of this will be apparent later when we require intersections to be clean.

We select the rectangles following the following algorithm. Having chosen \( k-1 \) of them, we will choose \( R_k \) to be the next enlisted rectangle \( R \) that satisfies

\[
\frac{1}{m(R)} \int_R \exp \left( \sum_{j=1}^{k-1} \chi_{R^*_j} \right) \, dm \leq 3.
\]

This can be shown to imply property (2) from the statement. Denoting

\[
I_k = \int_{\bigcup_{j=1}^{k} R_j} \exp \left( \sum_{j=1}^{k} \chi_{R^*_j} \right) \, dm
\]

let us observe that

\[
I_k = \int_{\bigcup_{j=1}^{k-1} R_j \setminus R_k} \exp \left( \sum_{j=1}^{k-1} \chi_{R^*_j} \right) \, dm + \int_{R_k} \exp \left( \sum_{j=1}^{k} \chi_{R^*_j} \right) \, dm.
\]

The choice of of \( R_k \) shows that \( I_k \leq I_{k-1} + 3e \sum_{j=1}^{k} m(R_j) \) which by induction implies \( I_k \leq 3e \sum_{j=1}^{k} m(R_j) \). From this and the \( P_1 \) property our claim follows easily, namely

\[
\int_{\bigcup_{j=1}^{k} R_j} \exp \left( \sum_{j=1}^{k} \chi_{R^*_j} \right) \, dm \leq 6e \sum_{j=1}^{k} m(R_j).
\]

This shows that, following this sieve, part (2) will hold with \( c = 1 \) and it only rests to show that it also respects (1). To do so we observe that for a rejected rectangle \( R \) the negation of the inequality (2.1) implies

\[
3 < \sum_{k=0}^{\infty} \frac{A_k e^k}{m(R)}
\]

holds, where we are using the notation \( A_0 = 1 \) and

\[
A_k = \frac{m(\{x \in R : \sum_j \chi_{R^*_j}(x) = k\})}{m(R)}
\]

for \( k > 0 \). Notice that \( A_k \) is the proportion of points in \( R \) that belong to exactly \( k \) rectangles. Let us denote by \( R^1_j \) those rectangles previous to \( R \) in
the selection process whose first and third side lengths are greater to those of $R$. Analogously, from the remaining rectangles, we denote by $R_j^2$ those with second and third lengths exceeding those of $R$. Decomposing $A_k$ in different cases (namely, the $k = r + s$ intersections being the result of the intersection of $r$ rectangles from the first class and $s$ from the second) the above inequality is equivalent to

$$3 < \sum_{k=0}^{\infty} \sum_{r+s=k} A_{r,s} e^k$$

where

$$A_{r,s} = \frac{m\left(\{x \in R : \sum_j \chi_{R_j^1}(x) = r \text{ and } \sum_j \chi_{R_j^2}(x) = s\}\right)}{m(R)}.$$
Let us introduce a related piece of notation now. Let \( a_0 = 1 \) and in general
\[
a_r = \frac{m(\{x \in R : \sum_j \chi_{R^1_j}(x) = r \})}{m(R)}
\]
for \( r > 0 \). Similarly, let \( b_0 = 1 \) and
\[
b_s = \frac{m(\{x \in R : \sum_j \chi_{R^2_j}(x) = s \})}{m(R)}
\]
for \( s > 0 \). It is now obvious from the clean intersections of \( R \) and \( R^\ell \), \( \ell = 1, 2 \), (see Figure 2.1) that \( A_{r,s} \leq a_r b_s \) holds from which it follows that
\[
3 < \left( \sum_{r=0}^\infty a_r e^r \right) \left( \sum_{s=0}^\infty b_s e^s \right).
\]
(At this point the proof breaks down in higher dimensions.) Reading back what this means it implies
\[
\max_{\ell=1,2} \left\{ \frac{1}{m_{x_\ell}(R)} \int_R \exp \left( \sum_{i=1}^k \chi_{R^\ell_i} \right) \, dm_{x_\ell} \right\} > \sqrt{3} - 1
\]
where \( m_{x_\ell} \) is the length in the \( \ell \)th direction. The integral mean is a maximal function of the exponential restricted to any line intersecting \( R \) and parallel to the \( x_\ell \) axis. We will denote such a (one dimensional) maximal operator by \( M_\ell \). The proof concludes estimating the size of the set covered by rejected rectangles. For this purpose one observes that it is included in
\[
\left\{ x : M_1 \exp \left( \sum_{i=1}^k \chi_{R^1_i} \right)(x) > \sqrt{3} - 1 \text{ or } M_2 \exp \left( \sum_{i=1}^k \chi_{R^2_i} \right)(x) > \sqrt{3} - 1 \right\}
\]
whose measure can be bounded appropriately by the weak \( L^1 \) boundedness of the Hardy-Littlewood maximal function. Indeed, the maximal functions appearing above are one dimensional means in the first and second coordinates alone to which the weak \( L^1 \) bound applies linewise. Integrating this \( L^1 \) bounds on the rest of variables and using Theorem 1.1 for \( n = 1 \) one gets
\[
m \left( \bigcup_\beta R_\beta \right) \leq \frac{5}{\sqrt{3} - 1} \int_{R^1} \exp \left( \sum_{i=1}^k \chi_{R^1_i} \right) \, dm
\]
where \( \beta \) extends over the indices of rejected rectangles. This can be bounded using equation (2.2) to conclude (1).

\[
\text{Remark. — It is easy to show that this argument also works for a family satisfying that in some order any given } R \text{ has two sidelengths smaller than any previous rectangle.}
\]
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