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SECOND COHOMOLOGY GROUPS OF THE
HOPF∗-ALGEBRAS ASSOCIATED TO UNIVERSAL

UNITARY QUANTUM GROUPS

by Biswarup DAS, Uwe FRANZ,
Anna KULA & Adam SKALSKI (*)

Abstract. — We compute the second (and the first) cohomology groups of ∗-
algebras associated with the universal quantum unitary groups of not necessarily
Kac type, extending our earlier results for the free unitary group U+

d
. The extended

setup forces us to use infinite-dimensional representations to construct the cocycles.
Résumé. — Nous calculons les deuxièmes (et premiers) groupes de cohomologi

des algèbres involutives associées aux groupes quantiques unitaires universels pas
nécessairement du type Kac, étendant ainsi nos résultats précédents pour le groupe
unitaire libre U+

d
. Dans ce cadre nous sommes obligés d’utiliser des représentations

de dimension infinie pour la construction des cocycles.

1. Introduction

The problem of computing Hochschild cohomology groups related to
Hopf algebras associated to compact quantum groups was given a strong
initial impetus in the work of Collins, Härtel and Thom [7], who considered
free orthogonal quantum groups, and since then has seen a lot of progress,
mainly due to Bichon (see [4] and references therein). The original motiva-
tion of [7] was related to trying to understand whether the von Neumann
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algebras of free orthogonal groups might be isomorphic to free group fac-
tors, which was only very recently disproved by Brannan and Vergnioux [6].
Since then computing the relevant cohomology groups were seen to have
many connections to other parts of cohomological algebra, but also for ex-
ample to the classification of quantum Lévy processes: for these we refer
to [3] and to [8].

In this article we compute the first and the second Hochschild cohomol-
ogy of the universal unitary quantum groups of Wang and Van Daele [13],
denoted U+

Q , for almost all choices of a positive invertible matrix Q ∈ Md

(with one exception appearing in the case of the matrix Q with three dis-
tinct eigenvalues), extending the methods from [8], where only the free case,
i.e. Q = I, was treated. Therein, we showed among other things that

H2(U+
Id

) ∼= sl(d) ∼= Cd
2−1,

where sl(d) denotes the space of d × d complex matrices with trace zero.
We have also studied in that paper the free orthogonal quantum groups,
although for them the result had already been known due to [7, 2]. Our
method was in a sense much more elementary than those applied in the
papers cited above; in particular it allowed us to produce in each case
a concrete minimal set of cocycles which generate the second cohomology
groups, each of which was built as the cup-product of 1-cocycles with values
in certain finite-dimensional modules.

The study in this paper follows first a similar line of reasoning: given
a general universal unitary quantum group U+

Q computing the first coho-
mology group is easy (see Proposition 3.2), and then we can define what
we call the defect map, whose image (a certain subspace of Md(C)) can be
shown to be isomorphic to the second cohomology group. Once we identify
natural restrictions that the matrices in the subspace satisfy, it remains to
construct cocycles for which the defect map would attain the desired values.
Here the generality with which we work in this paper makes a significant
difference in comparison to [8]. We show that it is in general impossible to
produce sufficiently many 2-cocycles as cup products of finite-dimensional
1-cocycles. However it turns out that in most cases we can use a concrete
infinite-dimensional representation to solve the problem, which leads us to
the main result of this paper.
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Theorem. — Let d ∈ N and let Q ∈ Md(C) be a strictly positive ma-
trix, whose eigenvalue list is not of the form (p, pq, pq2) with p > 0, q ∈
(0,∞) \ {1}. Then

H2(U+
Q ) ≃ slQ(d),

where slQ(d) = {A ∈ Md(C) : AQ = QA, Tr(AQ) = Tr(AQ−1) = 0}.

The detailed plan of the paper is as follows: after we conclude this in-
troduction, in Section 2 we recall basic facts concerning on one hand the
universal unitary quantum groups and the representations of the associ-
ated ∗-algebras, and on the other abstract Hochshild cohomology of unital
∗-algebras. In Section 3 we discuss 1-cocycles, including those related to
not-necessarily trivial bimodules. Finally Section 4 contains the main re-
sults of the paper: we first introduce the defect map, and then compute its
image, leading to the final theorem.

Acknowledgements

We are very grateful to Ryszard Szwarc for his help regarding the lemma
in the appendix.

2. Preliminaries

Throughout we will work with complex unital ∗-algebras, and by a repre-
sentation of such an algebra A we will understand a unital ∗-homomorphism
from A to B(H), where H is a Hilbert space. We write N0 for N ∪ {0}.

If d ∈ N and Q ∈ Md(C) is a strictly positive matrix, we will call another
matrix A ∈ Md(C) a Q-matrix if it commutes with A; once we find a basis
with respect to which Q is diagonal, so that Q =

∑n
i=1 qiPi, with qi > 0,

qi ̸= qj for i ̸= j, i, j = 1, . . . n, and (P1, . . . , Pn) orthogonal projections
summing up to 1, the Q-matrices are those which are block-diagonal with
respect to the decomposition given by (P1, . . . , Pn). We will also use this
terminology for matrices in Md(X) when X is an arbitrary vector space.
Recall that for every d ∈ N we denote the set of all matrices in Md of trace
0 by sl(d). By analogy we denote by slQ(d) the set of all Q-matrices in Md

of the “Q-trace” and “Q−1-trace” equal 0:

(2.1) slQ(d) = {A ∈ Md(C) : AQ = QA,Tr(AQ) = Tr(AQ−1) = 0}.

Note that for Q with eigenspaces of dimensions (d1, . . . , dn) we have a
natural inclusion

sl(d1) ⊕ · · · ⊕ sl(dn) ⊂ slQ(d).

TOME 73 (2023), FASCICULE 2
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2.1. Universal unitary quantum groups

For a matrix F ∈ GLd(C) (d ∈ N) the universal unitary quantum group
(in the sense of Banica, cf. [1]) was defined via the universal unital ∗-algebra
generated by d2 elements ujk (j, k = 1, 2, . . . , d) such that the matrix u :=
(ujk)dj,k=1 is unitary and its conjugate, u, is similar to a unitary via F .
More specifically, the following conditions hold:

uu∗ = I = u∗u;(R1)

FuF−1(FuF−1)∗ = I = (FuF−1)∗FuF−1.(R2)

Let us observe that the relation (R2) is equivalent to the equality

(R3) utQuQ−1 = I = QuQ−1ut

with the positive matrix Q = F ∗F . Thus the algebra above is isomorphic
to the ∗-algebra canonically associated with the universal unitary quantum
group U+

Q in the sense of Wang and Van Daele, cf. [13], i.e. the universal
unital ∗-algebra Au(Q) generated by the coefficients of u := (ujk)dj,k=1
satisfying (R1) and (R3). It follows from Proposition 6.4.7 in [12] that up
to an isomorphism of ∗-algebras (of compact matrix type) without loss of
generality we can (and will) assume that the matrix Q is diagonal and write
for short Qj = Qjj , j = 1, . . . , d. In that case, the relation (R3) reads

(2.2)
d∑
p=1

Qp
Qk

upju
∗
pk = δjk1,

d∑
p=1

Qj
Qp

u∗
jpukp = δjk1, j, k = 1, . . . , d.

The algebra Au(Q) is naturally equipped with the standard comultiplica-
tion (which will not play a role in this paper). We will also write Au(d) :=
Au(Id), U+

d := U+
Id

and call U+
d the free unitary quantum group. Note

that we have a distinguished character (one-dimensional representation)
ϵ : Au(Q) → C given by the formula

ϵ(ujk) = δjk, j, k = 1, . . . , d.

Given a positive diagonal matrix Q with eigenspaces of dimensions
(d1, . . . , dn) one has natural inclusions of quantum groups U+

d1
, . . . , U+

dn

into U+
Q , manifesting themselves as surjective unital ∗-homomorphisms

πi : Au(Q) → Au(di), with i = 1, . . . , n, with the respective algebras viewed
as the algebras of “polynomials” on respective quantum groups. The homo-
morphisms πi are given by mapping generators in the appropriate matrix
block to generators of the smaller algebra, and other generators to 0 or 1,
depending on whether they lie on the diagonal or not.

ANNALES DE L’INSTITUT FOURIER
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By the universality property there is a one-to-one correspondence be-
tween representations π of A on a Hilbert space H and unitary matrices
R ∈ Md(B(H)) such that

(2.3) RtQRQ−1 = I = QRQ−1Rt,

with Rjk = π(ujk), j, k = 1, . . . , d. In fact all finite-dimensional represen-
tations of Au(Q) have a particular, “block-diagonal” form: for such repre-
sentations R is a Q-matrix in the sense discussed above. This follows for
example from [11, Theorem 4.9]; we refer for the details to the note [9].
Note that for a unitary Q-matrix R ∈ Md(B(H)) the condition (2.3) re-
duces to RtR = I = RRt. For brevity, we will further call representations
π for which the matrix R is a Q-matrix simply Q-representations.

Here we record the existence of certain infinite-dimensional represen-
tations, which will be of use later. Let q ∈ (0, 1) and let α, γ denote
the standard generators of the algebra Pol(SUq(2)), as introduced in [14],
i.e. elements satisfying the commutation relations:

αγ = qγα, αγ∗ = qγ∗α, γ∗γ = γγ∗,

α∗α+ γ∗γ = 1, αα∗ + q2γ∗γ = 1,

so that

U :=
(
α −qγ∗

γ α∗

)
is a unitary matrix (the fundamental representation of SUq(2)). It is then
well-known, and checkable via a direct computation, that U satisfies the
defining relations of Au(Q) for Q = diag(1, q2). In other words, SUq(2) is
a quantum subgroup of the corresponding U+

Q .
This means that when we consider a concrete realisation of Pol(SUq(2))

on the Hilbert space ℓ2(N0) given by the formulas (for simplicity we just
use the same symbols for the relevant operators)

αe0 = 0, αek =
√

1 − q2kek−1, k ∈ N, γel = qlel, l ∈ N0,

we immediately obtain a representation of Au(Q), with Q as above. Simi-
larly the matrix

(2.4) R =

Iℓ2(N0) 0 0
0 α −qγ∗

0 γ α∗


determines a representation of Au(Q) on ℓ2(N0) for Q = diag(p2, 1, q2),
p > 0. Note that none of the above representations is a Q-representation.

TOME 73 (2023), FASCICULE 2
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2.2. Cohomology groups for CQG algebras

Let A be a unital ∗-algebra with character ε : A → C. We will be inter-
ested in the Hochschild cohomology of A with trivial coefficients (i.e. with
the bimodule in question being C with left and right action given by ε),
and we are going to use the following notations (m ∈ N and ∂ denotes
the standard boundary operator, so that for each ψ ∈ L(A⊗(m−1);C) and
a1, . . . , am ∈ A we have (∂ψ)(a1 ⊗ · · · ⊗ am) = ε(a1)ψ(a2 ⊗ · · · ⊗ am) +∑n
j=0(−1)jψ(a1 ⊗ · · · ⊗ (ajaj+1) ⊗ · · · ⊗ am) + ψ(a1 ⊗ · · · ⊗ am−1)ε(am)):

Cm(A) = Cm(A, εCε) = {c : A⊗m → C, linear} (m-cochains);
Zm(A) = Zm(A, εCε) = {c ∈ Cm(A) : ∂c = 0} (m-cocycles);
Bm(A) = Bm(A, εCε)

= {c ∈ Zm(A) : ∃ψ∈Cm−1(A) c = ∂ψ} (m-coboundaries);
Hm(A) = Zm(A)/Bm(A) (m-th cohomology).

In the case when A = Au(Q) with the standard character we will also
use the notation Hm(U+

Q ) for Hm(Au(Q)) and speak simply of the m-th
cohomology group of the quantum group U+

Q . Note that if we are given two
algebras A1, A2 as above, with respective characters ε1, ε2, and a surjective
∗-homomorphism π : A1 → A2 such that ε1 = ε2 ◦ π, then any cocycle in
Zm(A2) gives rise to a cocycle in Zm(A1) simply by composing with an
appropriate tensor power of π. Taking into account the comments in the
last subsection this means that given a positive diagonal matrix Q with
eigenspaces of dimensions (d1, . . . , dn) we have a natural map from Zm(U+

di
)

to Zm(U+
Q ) for each m ∈ N, i = 1, . . . , n.

Naturally the explicit computation of the second cohomology group of a
given algebra formally amounts to first obtaining a criterion which allows
one to decide when a given 2-cocycle is a coboundary, and then finding
means to construct sufficiently many “non-trivial” cocycles. We will now
recall two results which will assist us in that matter; they also formed the
key abstract tools in [8].

Given linear maps ψ : A → C and c : A ⊗ A → C such that ψ(1) = 0,
c(1 ⊗ 1) = 0, we define Tc,ψ : A → End(C ⊕ ker ε⊕ C) by

Tc,ψ(a) =

ε(a) c(a⊗ −) −ψ(a)
0 a · − a− ε(a)1
0 0 ε(a)

 , a ∈ A.

The following result is [5, Lemma 5.4].

ANNALES DE L’INSTITUT FOURIER
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Lemma 2.1. — Let c be a 2-cocycle on A, i.e. c ∈ Z2(A,εCε), and let
ψ : A → C be linear, with ψ(1) = 0, c(1 ⊗ 1) = 0. The mapping Tc,ψ is a
homomorphism if and only if c ∈ B2(A,C) and c = −∂ψ.

Although we are primarily interested in cohomology with trivial coef-
ficients, as is well-known, 2-cocycles can be constructed by combining 1-
cocycles with values in suitable bimodules via the so-called cup product.

Lemma 2.2. — Let π : A → B(H) be a representation of A on a Hilbert
spaceH, so that we can viewH as an A-bimodule with a left action given by
π and the right action given by ε. For η1, η2 ∈ Z1(A, πHε) define c(x⊗y) =
⟨η1(x∗), η2(y)⟩H for x, y ∈ A and extend the resulting map linearly to A⊗2.
Then c ∈ Z2(A).

Proof. — Direct computation; see also for example [10, Proposition 3.1].
□

An element η ∈ Z1(A,πHϵ) will be called a π − ϵ-cocycle. Any such
element satisfies the cocycle property η(ab) = π(a)η(b)+η(a)ϵ(b), a, b ∈ A,
and the normalization condition η(1) = 0.

3. One-cocycles and the first cohomology group for U+
Q

From now on we assume that d ∈ N and Q ∈ Md(C) is a strictly positive
diagonal matrix.

In this section we will consider 1-cocycles on Au(Q). Anticipating the
use of Lemma 2.2 we will first look at 1-cocycles with respect to arbitrary
Hilbert space representations.

Lemma 3.1. — Let π : Au(Q) → B(H) be a representation (on a Hilbert
space H), with the associated matrix R ∈ Md(B(H)). Then there is a one-
to-one correspondence between cocycles η ∈ Z1(Au(Q),πHε) and matrices
V ∈ Md(H) such that

(3.1) (R∗V )t = RQ−1V tQ.

The correspondence is given by

η(ujk) = Vjk, j, k = 1, . . . , d.

Proof. — Consider a π-ε-cocycle η : Au(Q) → H. The cocycle property
implies that η is uniquely determined by two matrices with entries in H,
V = [η(ujk)]dj,k=1 and W = [η(u∗

jk)]dj,k=1. A direct computation using the

TOME 73 (2023), FASCICULE 2
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cocycle property and the defining relations of Au(Q) shows that

(3.2)
RW t = −V, R∗V = −W t,

V t = −RtQWQ−1, QWQ−1 = −QRQ−1V t.

For example the first equality follows from the fact that

0 = η(δjk1) =
d∑
p=1

η(ujpu∗
kp) =

d∑
p=1

(
π(ujp)η(u∗

kp) + η(ujp)ε(ukp)∗)
=

d∑
p=1

(RjpWkp + Vjpδkp)

for all j, k = 1, . . . , d. Comparing the second and the fourth displayed
equalities and using the fact that R is unitary we get precisely (3.1).

Hence the condition (3.1) is necessary for a matrix V to define a cocycle.
To see that it is also sufficient, given such a V define W = −RQ−1V tQ.
Then the pair V,W satisfies the relations (3.2). Indeed, the fourth equality
is just the definition of W ; for the third we multiply the fourth equation
by Rt (from the left) getting

RtQWQ−1 = −RtQRQ−1︸ ︷︷ ︸
=I by (2.3)

V t = −V t;

the second equality follows from (3.1); composing both sides of the second
equality with R leads to the first one.

Therefore the mapping η : Au(Q) → C defined as

η(ujk) = Vjk, η(u∗
jk) = Wjk, j, k = 1, . . . , d

extends, via the linearity and the cocycle property, to the whole Au(Q). □

The lemma naturally applies to the case of π = ε and immediately yields
the first cohomology groups for Au(Q).

Proposition 3.2. — Let Q be a positive matrix with eigenspaces of
dimensions (d1, . . . , dn). Then

H1(U+
Q ) = H1(U+

d1
) ⊕ · · · ⊕H1(U+

dn
) ∼= Md1 ⊕ · · · ⊕Mdn .
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Proof. — The space H1(U+
Q ) consists simply of 1-cocycles in Z1(U+

Q ).
As for π = ε the matrix R is just the identity, Lemma 3.1 implies that any
such cocycle corresponds to a Q-block matrix. □

We finish the section with another lemma which says that the matrices
corresponding to cocycles with respect to Q-representations always take a
special form (recall that finite-dimensional representations are automati-
cally Q-representations).

Lemma 3.3. — Let H be a Hilbert space, let π : Au(Q) → B(H) be a Q-
representation and let η ∈ Z1(Au(Q),πHε). Then the matrix V ∈ Md(H)
associated with η is a Q-matrix.

Proof. — Assume as usual that Q is diagonal, with eigenspaces of dimen-
sions (d1, . . . , dn) and corresponding (distinct) eigenvalues (q1, . . . , qn). Let
R ∈ Md(B(H)) be the matrix associated with π.

Begin by expressing the formula (3.1) in the block-diagonal form. Let
j, k = 1, . . . , n be indices describing blocks of our d by d matrices; recall
that off-diagonal blocks of R and Q vanish. Thus on one hand

((R∗V )t)jk = [(R∗V )kj ]t = [R∗
kkVkj ]t,

and on the other

(RQ−1V tQ)jk = Rjjq
−1
j (V t)jkqk = Rjjq

−1
j [Vkj ]tqk.

For simplicity we denote thus by Z the H-valued matrix Vk,j (a submatrix
of V ), and write X := R∗

kk, Y := Rjj , with both of these being unitary
matrices corresponding respectively to the k-th and j-th block of R. We
thus obtain the following formula:

(XZ)t = qk
qj
Y Zt.

The operation denoted above by t is interpreted as follows: if we view Z

as an operator from Cdj to Cdk ⊗H, then Zt is the obvious operator from
Cdk to Cdj ⊗ H; thus both sides are interpreted as an operator from Cdk

to Cdj ⊗H.
We will now deduce from the above equality and the fact that λ := qk

qj
̸= 1

whenever k ̸= j that for such a choice of k and j we must have Z = 0.
Indeed, let us rewrite the above formula once again in the form

XZ = λ(Y Zt)t,

TOME 73 (2023), FASCICULE 2
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or, for every p = 1, . . . , dk, r = 1, . . . , dj ,

(3.3)
dk∑
l=1

XplZlr = λ

dj∑
m=1

YrmZpm.

Introduce now two vectors ξ ∈ Cdk ⊗Cdj ⊗H and η ∈ Cdj ⊗Cdk ⊗H, and
two new unitary operators X̃ ∈ B(Cdk ⊗Cdj ⊗H) and Ỹ ∈ B(Cdj ⊗Cdk ⊗H)
by the formulas

ξ(p,r) = Zpr = η(r,p), p = 1, . . . , dk and r = 1, . . . , dj ,

X̃(p,r),(s,t) = Xpsδrt, p, s = 1, . . . , dk and r, t = 1, . . . , dj ,

Ỹ(r,p),(t,s) = Yrtδps, p, s = 1, . . . , dk and r, t = 1, . . . , dj

(of course X̃ = X⊗ I, Ỹ = Y ⊗ I, ∥ξ∥ = ∥η∥). Then we check the following
equalities (p = 1, . . . , dk and r = 1, . . . , dj):

(X̃ξ)p,r =
dk∑
s=1

dj∑
t=1

X̃(p,r),(s,t)ξ(s,t) =
dk∑
s=1

dj∑
t=1

XpsδrtZst =
dk∑
s=1

XpsZsr,

(Ỹ η)r,p =
dk∑
s=1

dj∑
t=1

Ỹ(r,p),(s,t)η(s,t) =
dk∑
s=1

dj∑
t=1

YrtδpsZts =
dj∑
t=1

YrtZtp.

Thus equality (3.3) can be rephrased as (p = 1, . . . , dk and r = 1, . . . , dj)

(X̃ξ)p,r = λ(Ỹ η)r,p,

so further

∥X̃ξ∥ = λ∥Ỹ η∥.

The latter is equivalent (by the comments following the definitions of ξ, η, X̃
and Ỹ ) to the equality

∥ξ∥ = λ∥ξ∥,

so that in the end ξ = 0, and thus Z = 0, and V must have a Q-matrix
form, as initially claimed. □
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4. The second cohomology group for Au(Q)

In this, central, section of the paper, we will compute the second co-
homology groups of U+

Q for most matrices Q. Once again, Q ∈ Md(C)
(d ∈ N) will be a strictly positive diagonal matrix. Note that as the rela-
tions in Au(Q) do not change when Q is multiplied by a positive scalar, we
can – and sometimes will – use a suitable normalisation. By the number of
blocks of Q we will understand the number of its distinct eigenvalues.

4.1. The defect map

We will begin from generalities concerning the 2-cocycles. An element
c ∈ Z2(U+

Q ) will be called normalised if c(1 ⊗ 1) = 0; then also c(1 ⊗ a) =
c(a ⊗ 1) = 0 for all a ∈ Au(Q). Note that all 2-cocycles arising as cup
products via Lemma 2.2 are normalised. Lemma 2.1 implies that the fact
whether a normalised cocycle c ∈ Z2(U+

Q ) is a coboundary is determined
by the values the cocycle takes on elements of the form u+

kj ⊗ u+
rl, with

+ ∈ {∅, ∗}, k, j, r, l = 1, . . . d. Thus we shall now analyse the properties
these values must satisfy.

Lemma 4.1. — Let c ∈ Z2(U+
Q ) be a normalised 2-cocycle and define

for each j, k = 1, . . . , d

Ajk :=
d∑
p=1

c(u∗
pj ⊗ upk)(4.1)

Bjk :=
d∑
p=1

Qj
Qp

c(u∗
jp ⊗ ukp).(4.2)

Then we also have (again for j, k = 1, . . . , d)

Ajk =
d∑
p=1

c(ujp ⊗ u∗
kp),(4.3)

Bjk =
d∑
p=1

Qp
Qk

c(upj ⊗ u∗
pk).(4.4)

Proof. — The equalities follow from computing the expression for ∂c on∑d
p,r=1 ujp ⊗ u∗

rp ⊗ urk and
∑d
p,r=1

Qp

Qr
upj ⊗ u∗

pr ⊗ ukr and using the fact
that ∂c = 0. The first one was shown in [8, Lemma 4.3].

TOME 73 (2023), FASCICULE 2



490 Biswarup DAS, Uwe FRANZ, Anna KULA & Adam SKALSKI

Fix then j, k = 1, . . . , d. To see that the two prescriptions for Bjk agree,
we use the relations (2.2) and the normalization of c:

0 =
d∑

p,r=1

Qp
Qr

∂c(upj ⊗ u∗
pr ⊗ ukr)

=
d∑

p,r=1

Qp
Qr

[
ε(upj)c(u∗

pr ⊗ ukr) − c(upju∗
pr ⊗ ukr) + c(upj ⊗ u∗

prukr)

− c(upj ⊗ u∗
pr)ε(ukr)

]
=

d∑
r=1

Qj
Qr

c(u∗
jr ⊗ ukr) −

d∑
r=1

c

(
d∑
p=1

Qp
Qr

upju
∗
pr︸ ︷︷ ︸

=δjr1

⊗ukr

)

+
d∑
p=1

c

(
upj ⊗

d∑
r=1

Qp
Qr

u∗
prukr︸ ︷︷ ︸

=δpk1

)
−

d∑
p=1

Qp
Qr

c(upj ⊗ u∗
pk)

=
d∑
r=1

Qj
Qr

c(u∗
jr ⊗ ukr) −

d∑
r=1

c(1 ⊗ ukr)︸ ︷︷ ︸
=0

+
d∑
p=1

c(upj ⊗ 1)︸ ︷︷ ︸
=0

−
d∑
p=1

Qp
Qk

c(upj ⊗ u∗
pk)

=
d∑
r=1

Qj
Qr

c(u∗
jr ⊗ ukr) −

d∑
p=1

Qp
Qk

c(upj ⊗ u∗
pk). □

The next proposition allows us to identify the coboundaries, using
Lemma 2.1.

Proposition 4.2. — Let c ∈ Z2(U+
Q ) be a normalised 2-cocycle. Then

the following conditions are equivalent:

(i) c is a coboundary;
(ii) for any j, k = 1, . . . , d such that Qj = Qk we have Ajk = Bkj ,

where the latter numbers were defined in the previous lemma – in
particular Akk = Bkk.

Proof.

(⇒). — Assume that c is a coboundary, i.e. there exists a functional
ψ : A → C such that c = ∂(−ψ) and ψ(1) = 0. Fix j, k = 1, . . . , d and let
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us denote for short

(4.5) λjk := ψ(ujk), µjk := ψ(u∗
jk).

Then

Ajk =
d∑
p=1

c(u∗
pj ⊗ upk) =

d∑
p=1

∂(−ψ)(u∗
pj ⊗ upk)

=
d∑
p=1

[−δpjψ(upk) − ψ(u∗
pj)δpk + ψ(u∗

pjupk)]

= −λjk − µkj + ψ

(
d∑
p=1

u∗
pjupk

)
= −λjk − µkj ,

Bjk =
d∑
p=1

Qj
Qp

c(u∗
jp ⊗ ukp) =

d∑
p=1

Qj
Qp

∂(−ψ)(u∗
jp ⊗ ukp)

=
d∑
p=1

Qj
Qp

[−δjpψ(ukp) − ψ(u∗
jp)δkp + ψ(u∗

jpukp)]

= −Qj
Qj

ψ(ukj) − Qj
Qk

ψ(u∗
jk) + ψ

(
d∑
p=1

Qj
Qp

u∗
jpukp

)

= −λkj − Qj
Qk

µjk.

This implies that

Ajk + λjk + µkj = 0,(4.6)

Bkj + λjk + Qk
Qj

µkj = 0.(4.7)

Hence

µkj = −Ajk − λjk,

Bkj =
(
Qk
Qj

− 1
)
λjk + Qk

Qj
Ajk.

From the last line we compute that

(4.8)
(

1 − Qk
Qj

)
λjk = Qk

Qj
Ajk −Bkj .

We see that if Qk = Qj , then the left hand side vanishes and hence we
must have Bkj = Ajk. Thus this condition is necessary.
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(⇐). — Assume that (ii) holds. Motivated by the calculations from the
first part of the theorem we set for arbitrary j, k = 1, . . . , d

ψ(ujk) :=

−
(

1 − Qk

Qj

)−1 (
Bkj − Qk

Qj
Ajk

)
, if Qk ̸= Qj ,

− 1
2Ajk, if Qk = Qj ;

(4.9)

ψ(u∗
kj) :=


(

1 − Qk

Qj

)−1
(Bkj −Ajk) , if Qk ̸= Qj ,

− 1
2Ajk, if Qk = Qj .

(4.10)

Note that (4.6) and (4.7) are then satisfied.
It remains to show that T = Tc,ψ as defined before Lemma 2.1 extends to

a homomorphism. For that, we need to check that elements tjk = Tc,ψ(ujk)
satisfy the defining relations of Au(Q). Then Lemma 2.1 will allow us to
conclude that −∂ψ = c.

We first check that T preserves the isometry relation, i.e. for all j, k =
1, . . . , d we have

∑d
p=1 t

∗
pjtpk = δjkI. Indeed,

d∑
p=1

t∗pjtpk =
d∑
p=1

T (u∗
pj)T (upk)

=
d∑
p=1

ε(u∗
pj) c(u∗

pj ⊗ −) ψ(u∗
pj)

0 u∗
pj · − u∗

pj − ϵ(u∗
pj)1

0 0 ε(u∗
pj)


ε(upk) c(upk ⊗ −) ψ(upk)

0 upk · − upk − ϵ(upk)1
0 0 ε(upk)



=


∑d
p=1 ε(u∗

pj)ε(upk) (⋆) (⋆⋆)
0

∑d
p=1 u

∗
pjupk · − (⋆ ⋆ ⋆)

0 0
∑d
p=1 ε(u∗

pj)ε(upk)


=

ε(
∑d
p=1 u

∗
pjupk) (⋆) (⋆⋆)

0
∑d
p=1 u

∗
pjupk · − (⋆ ⋆ ⋆)

0 0 ε(
∑d
p=1 u

∗
pjupk)


=

δjk (⋆) (⋆⋆)
0 δjk1 · − (⋆ ⋆ ⋆)
0 0 δjk

 .

We are left to check that (⋆) = 0, (⋆⋆) = 0 and (⋆ ⋆ ⋆) = 0 . The first fact
holds due to the cocycle property, the normalization c(1 ⊗ a) = 0, and the

ANNALES DE L’INSTITUT FOURIER



COHOMOLOGY OF UNITARY QUANTUM GROUPS 493

fact that arguments are taken from ker ε, since

(⋆) =
d∑
p=1

(
ε(u∗

pj)c(upk ⊗ −) + c(u∗
pj ⊗ upk · −)

)
=

d∑
p=1

(
c(u∗

pjupk ⊗ −) + c(u∗
pj ⊗ upk)ε(−)

)
= 0.

The second formula is also true, because of (4.9):

(⋆⋆) =
d∑
p=1

(
ε(u∗

pj)ψ(upk) + c(u∗
pj ⊗ [upk − ε(upk)1]) + ψ(u∗

pj)ε(upk)
)

= ψ(ujk) +
d∑
p=1

c(u∗
pj ⊗ upk) + ψ(u∗

kj) = λjk +Ajk + µkj
(4.6)= 0.

Finally

(⋆ ⋆ ⋆) =
d∑
p=1

(
u∗
pj [upk − ε(upk)1] + [u∗

pj − ε(u∗
pj)1]ε(upk)

)
=

d∑
p=1

(
u∗
pj [upk − ε(u∗

pj)1]ε(upk)
)

= 0.

Next, we verify that T preserves utQuQ−1 = I, i.e.
∑d
p=1

Qp

Qk
tpjt

∗
pk =

δjkI for all j, k = 1, . . . , d. We have
d∑
p=1

Qp
Qk

tpjt
∗
pk =

d∑
p=1

Qp
Qk

T (upj)T (u∗
pk)

=
d∑
p=1

Qp
Qk

ε(upj) c(upj ⊗ −) ψ(upj)
0 upj · − upj − ε(upj)1
0 0 ε(upj)


ε(u∗

pk) c(u∗
pk ⊗ −) ψ(u∗

pk)
0 u∗

pk · − u∗
pk − ε(u∗

pk)1
0 0 ε(u∗

pk)



=

ε(
∑d
p=1

Qp

Qk
upju

∗
pk) (⋄) (⋄⋄)

0
∑d
p=1

Qp

Qk
upju

∗
pk · − (⋄ ⋄ ⋄)

0 0 ε(
∑d
p=1

Qp

Qk
upju

∗
pk)


=

δjk (⋄) (⋄⋄)
0 δjk1 · − (⋄ ⋄ ⋄)
0 0 δjk


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and, as above,

(⋄) =
d∑
p=1

Qp
Qk

(
ε(upj)c(u∗

pk ⊗ −) + c(upj ⊗ u∗
pk · −)

)
=

d∑
p=1

(
c

(
Qp
Qk

upju
∗
pk ⊗ −

)
+ Qp
Qk

c(upj ⊗ u∗
pk)ε(−)

)
= 0,

(⋄⋄) =
d∑
p=1

Qp
Qk

(
ε(upj)ψ(u∗

pk) + c(upj ⊗ [u∗
pk − ε(u∗

pk)1]) + ψ(upj)ε(u∗
pk)
)

= Qj
Qk

ψ(u∗
jk) +

d∑
p=1

Qp
Qk

c(upj ⊗ u∗
pk) + Qk

Qk
ψ(ukj)

= Qj
Qk

µjk +Bjk + λkj

(4.7)= 0,

and

(⋄ ⋄ ⋄) =
d∑
p=1

Qp
Qk

(
upju

∗
pk − ε(upj1)ε(u∗

pk)
)

= 0.

Using the same method we check that the other relations of Au(Q) are also
satisfied; we leave the details to the reader. □

We are ready to define the defect map, following the construction in [8,
Subsection 4.1].

Definition 4.3. — Let Q be a strictly positive diagonal matrix with n
distinct eigenvalues and the corresponding decomposition Q =

∑n
i=1 qiPi.

The defect map ∆ : Z2(U+
Q ) → Md is defined as follows: first for each

c ∈ Z2(U+
Q ) consider a matrix D(c) given by the formula

D(c)jk = Ajk −Bkj , j, k = 1, . . . , d

where the coefficients Ajk and Bjk are defined as in Lemma 4.1 and then
put

∆(c) =
n∑
i=1

PiD(c)Pi.

It is easy to see that ∆ is a linear map. Its importance stems from the
next corollary (of Proposition 4.2).

Corollary 4.4. — We have the following isomorphism:

H2(U+
Q ) ≃ ∆(Z2(U+

Q )).
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Proof. — It is well-known and easy to show (see for example [8, Lem-
ma 4.4]) that when computing the second cohomology group one can con-
sider only normalised cocycles. Proposition 4.2 shows that a normalised
cocycle c ∈ Z2(U+

Q ) is a coboundary if and only if ∆(c) = 0. Then the
statement becomes a consequence of the first isomorphism theorem. □

It thus remains to understand the image of the defect map. Before we
formulate the general result, recall the formula (2.1).

Theorem 4.5. — Let Q ∈ Md(C) be a strictly positive diagonal matrix
with eigenspaces of dimensions (d1, . . . , dn). Then

sl(d1) ⊕ · · · ⊕ sl(dn) ⊂ ∆(Z2(U+
Q )) ⊂ slQ(d).

Proof. — We will first show that any matrix in ∆(Z2(U+
Q )) must belong

to slQ(d). Let then c ∈ Z2(U+
Q ). The fact that ∆(c) is a Q-matrix follows

from the definition of the defect map. It remains then to compute the
relevant deformed traces:

Tr(∆(c)Q) =
d∑
k=1

(∆(c)Q)kk =
d∑
k=1

Qk∆(c)kk

=
d∑
k=1

Qk

(
d∑
p=1

c(u∗
pk ⊗ upk) −

d∑
p=1

Qk
Qp

c(u∗
kp ⊗ ukp)

)

=
d∑
k=1

Qk

(
d∑
p=1

c(ukp ⊗ u∗
kp) −

d∑
p=1

Qp
Qk

c(upk ⊗ u∗
pk)
)

=
d∑

p,k=1
Qkc(ukp ⊗ u∗

kp) −
d∑

p,k=1
Qpc(upk ⊗ u∗

pk) = 0,

where in the fourth equality we use Lemma 4.1. Similarly

Tr(∆(c)Q−1) = Tr(Q−1∆(c)) =
d∑
k=1

(Q−1∆(c))kk

=
d∑
k=1

1
Qk

(
d∑
p=1

c(u∗
pk ⊗ upk) −

d∑
p=1

Qk
Qp

c(u∗
kp ⊗ ukp)

)

=
d∑

p,k=1

1
Qk

c(u∗
pk ⊗ upk) −

d∑
p,k=1

1
Qp

c(u∗
kp ⊗ ukp) = 0.

It remains then to prove the first inclusion. We claim that it follows from
the proof of [8, Theorem 4.6], where it was shown that H2(U+

d ) ≃ sl(d)
and explicit cocycles realising that isomorphism were constructed, and the
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remarks stated in Section 2 after the definition of the cohomology groups,
noting that we have natural embeddings of C2(U+(di)) into C2(U+(Q))
for i = 1, . . . , n. We leave verifying the details to the reader. □

Note that for n ⩾ 3 the inclusion sl(d1) ⊕ · · · ⊕ sl(dn) ⊂ slQ(d) is strict,
as the dimension of the first space equals d2

1 + . . . + d2
n − n, and of the

second d2
1 + . . .+ d2

n − 2.

4.2. “Block dimension 2” and defects arising from 1-cocycles
with respect to finite-dimensional representations

We begin the section by noting that if Q is a matrix with precisely two
different eigenvalues, the last results already yield the second cohomology
group of U+

Q .

Corollary 4.6. — Let Q ∈ Md(C) be a strictly positive diagonal ma-
trix with eigenspaces of dimensions (d1, d2). Then

H2(U+
Q ) ≃ sl(d1) ⊕ sl(d2).

Proof. — The result follows from noting that sl(d1) ⊕ sl(d2) = slQ(d)
simply because the dimensions of two spaces match, as noted after the last
theorem. Thus Corollary 4.4 and Theorem 4.5 end the proof. □

Let us then return to a general matrix Q, with the eigenspace dimen-
sions (d1, . . . , dn), n ⩾ 3. As our way of constructing explicit 2-cocycles is
based on Lemma 2.2, one might ask whether one can use the cup prod-
uct of 1-cocycles with respect to finite-dimensional representations to ob-
tain the “missing” cocycles, for which the defect map takes values outside
of sl(d1) ⊕ · · · ⊕ sl(dn). The next proposition shows that the answer is
negative: recall that finite-dimensional representations are automatically
Q-representations.

Proposition 4.7. — Let d ∈ N and let Q ∈ Md(C) be a diagonal
strictly positive matrix with the eigenspace dimensions (d1, . . . , dn). Let H
be a Hilbert space, let π : Au(Q) → B(H) be a Q-representation and let
η1, η2 ∈ Z1(Au(Q),πHε). Let c ∈ C2(U+

Q ) be the cocycle constructed out
of η1, η2 via Lemma 2.2. Then ∆(c) ∈ sl(d1) ⊕ · · · ⊕ sl(dn).

Proof. — This is essentially a consequence of Lemma 3.3 and the defini-
tion of the defect map. Indeed, let V,W ∈ Md(H) be matrices correspond-
ing to cocycles η1, η2 via Lemma 3.1. Then for each j, k = 1, . . . , d we have
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(see Definition 4.3)

D(c)jk =
d∑
p=1

(
c(u∗

pj ⊗ upk) − Qk
Qp

c(u∗
kp ⊗ ujp)

)
(4.11)

=
d∑
p=1

(
⟨Vpj ,Wpk⟩ − Qk

Qp
⟨Vkp,Wjp⟩

)
.

Due to Lemma 3.3 both V and W are Q-matrices. This means that the
above reduces to

D(c)jk =
d∑
p=1

(⟨Vpj ,Wpk⟩ − ⟨Vkp,Wjp⟩) if Qj = Qk,

and D(c)jk = 0 if Qj ̸= Qk. Thus ∆(c) = D(c), and finally if we compute
the partial trace at a given block (say corresponding to the eigenvalue ql:
we put J = {k = 1, . . . , d : Qk = ql}) we get

Trl(∆(c)) :=
∑
k∈J

∆(c)kk =
∑
k∈J

∑
p∈J

(⟨Vpk,Wpk⟩ − ⟨Vkp,Wkp⟩) = 0. □

4.3. The “non-degenerate” case in dimension 3

The considerations in the last subsection show that the next case to
study concerns a matrix Q with three distinct eigenvalues. Proposition 4.7
tells us that to produce the “missing” 2-cocycles via Lemma 2.2 we need
to consider infinite-dimensional representations.

Thus throughout this subsection we assume that d = 3, and the matrix
Q has 3 distinct eigenvalues, so that we may consider without loss of gen-
erality Q = diag(1, p2, q2) with 0 < q < p < 1. We also fix throughout the
representation π : Au(Q) → B(ℓ2(N0)) associated with the matrix

(4.12) R =

α 0 −qγ∗

0 I 0
γ 0 α∗

 ,

where α and γ denote the images of generators of the standard infinite-
dimensional representation of Pol(SUq(2)), as discussed before the for-
mula (2.4). We begin by analysing the 1-cocycles in Z1(Au(Q),π ℓ2(N0)ε).

Lemma 4.8. — A matrix V = (vij)3
i,j=1 ∈ M3(ℓ2(N0)) yields a cocycle

in Z1(Au(Q),π ℓ2(N0)ε) (via Lemma 3.1) if and only if

(4.13)


[(

1 + q3

p4

)
I − 1

p2α− q3

p2α
∗
]
v12 = 0,

γ∗v32 =
(

1
p2 − α∗

)
v12;

,
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(4.14)


[(

1 + p4

q

)
I − p2

q2α− qp2α∗
]
v23 = 0,

γ∗v21 = 1
p2

(
I − p2

q2α
)
v23;

and

(4.15)


α∗v11 − 1

qγv13 = α∗v11 + γ∗v31,

q2α∗v31 − qγv33 = −qγv11 + αv31,

γ∗v11 + 1
q2αv13 = α∗v13 + γ∗v33.

.

Proof. — According to Lemma 3.1 a matrix V as above defines a π-ε-
cocycle if and only if (R∗V )t = RQ−1V tQ. In our case this means that

RQ−1V tQ=

α∗ 0 −qγ
0 I 0
γ∗ 0 α


1 0 0

0 1
p2 0

0 0 1
q2


v11 v12 v13
v21 v22 v23
v31 v32 v33

t1 0 0
0 p2 0
0 0 q2



=

α∗ 0 −qγ
0 I 0
γ∗ 0 α


 v11 p2v21 q2v31

1
p2 v12 v22

q2

p2 v32
1
q2 v13

p2

q2 v23 v33



=

α∗v11 − 1
qγv13 p2α∗v21 − p2

q γv23 q2α∗v31 − qγv33
1
p2 v12 v22

q2

p2 v32

γ∗v11 + 1
q2αv13 p2γ∗v21 + p2

q2αv23 q2γ∗v31 + αv33


equals

(R∗V )t =

 α∗ 0 γ∗

0 I 0
−qγ 0 α

v11 v12 v13
v21 v22 v23
v31 v32 v33

t

=

α∗v11 + γ∗v31 α∗v12 + γ∗v32 α∗v13 + γ∗v33
v21 v22 v23

−qγv11 + αv31 −qγv12 + αv32 −qγv13 + αv33

t

=

α∗v11 + γ∗v31 v21 −qγv11 + αv31
α∗v12 + γ∗v32 v22 −qγv12 + αv32
α∗v13 + γ∗v33 v23 −qγv13 + αv33

 .

Comparing entries 11, 13, 31 and 33 of the matrices above yields the last
set of equalities in the formulation of the lemma. Consider then entries 21
and 23. They yield 

(
α∗ − 1

p2

)
v12 + γ∗v32 = 0,

qγv12 +
(
q2

p2 − α
)
v32 = 0.
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Using the fact that (α− q3

p2 )γ∗ = qγ∗α− q3

p2 γ
∗ = qγ∗(α− q2

p2 ) we get
(
α− q3

p2

)(
α∗ − 1

p2

)
v12 + q2γ∗γv12 = 0,

γ∗v32 =
(

1
p2 − α∗

)
v12.

Using the commutation relations in SUq(2) we simplify the first formula(αα∗ + q2γ∗γ)︸ ︷︷ ︸
=1

− 1
p2α− q3

p2α
∗ + q3

p2
1
p2

 v12 = 0.

This gives the equalities in (4.13).
If we then consider entries 12 and 32, we obtain(I − p2α∗)v21 + p2

q γv23 = 0,
p2γ∗v21 +

(
p2

q2α− I
)
v23 = 0.

Due to the relation γ∗(I−p2α∗) = γ∗ −qp2α∗γ∗ = (I−qp2α∗)γ∗, we obtainp
2 p2

q γ
∗γv23 − (I − qp2α∗)

(
p2

q2α− I
)
v23 = 0,

γ∗v21 = 1
p2

(
I − p2

q2α
)
v23.

Therefore [
p4

q
(γ∗γ + α∗α) − p2

q2α+ I − qp2α∗
]
v23 = 0.

Another use of the commutation relation, this time γ∗γ + α∗α = I, yields
the equalities in (4.14). □

We shall focus on finding non-trivial solutions to the sets of equations
appearing separately in (4.13) and (4.14). It can be quickly seen that once
we write each of these using the canonical orthonormal basis, they become
recurrence relations which admit formal solutions, and the key question is
when these solutions actually represent vectors in ℓ2(N0). Here Lemma A.1
will be of help. It turns out that we have to treat separately the case of
p < q

1
2 and of p > q

1
2 .

Proposition 4.9. — Let 0 < q < p < 1, p < q
1
2 . Then the set of

equations (4.13) admits a solution (v12, v32) with both v12, v32 non-zero
vectors in ℓ2(N0). Put

V =

0 v12 0
0 0 0
0 v32 0


and define the corresponding cocycle η ∈ Z1(Au(Q),π ℓ2(N0)ε) via
Lemma 3.1 (recall that Q = diag(1, p2, q2), and the representation π is
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defined via the matrix (4.12)). Let c ∈ Z2(U+
Q ) be the cocycle defined as

the cup product of η with itself, as in Lemma 2.2. Then

∆(c) is a invertible diagonal matrix,

where ∆ is the defect map of Definition 4.3.

Proof. — By Lemma 4.8 to find a cocycle of the form given by the matrix
V described in the proposition we need to find a non-zero solution of the
set of equations (4.13).

Suppose for the moment that we do have a solution, for which v12 =∑∞
k=0 bkek, where (bk)∞

k=0 ∈ ℓ2. Then the first of the equations in (4.13)
would yield

0 =
∞∑
k=0

(
1 + q3

p4

)
bkek −

∞∑
k=1

1
p2

√
1 − q2kbkek−1

−
∞∑
k=0

q3

p2 bk
√

1 − q2(k+1)ek+1.

=
((

1 + q3

p4

)
b0 − 1

p2

√
1 − q2b1

)
e0

+
∞∑
k=1

((
1 − q3

p4

)
bk −

√
1 − q2(k+1)

p2 bk+1 − q3

p2

√
1 − q2kbk−1

)
ek.

We thus see that the sequence (bk)∞
k=0 is determined by b0 ∈ C and the

recurrence relation

(4.16)
b1 =

p2
(

1 + q3

p4

)
√

1 − q2
b0,

bk+1 = 1√
1 − q2(k+1)

[(
p2 + q3

p2

)
bk − q3

√
1 − q2kbk−1

]
.

The last relation can be written in a more elegant way if we set κ := p2+ q3

p2 ,
µ := q3 and ck := (1 − q2k)− 1

2 , k ∈ N0. Then (4.16) takes the form

(4.17) b1 = κ1c1b0, bk+1 = κck+1bk − µ
ck+1

ck
bk−1, k ∈ N.

Let us then return to a formal argument: set b0 = 1 and define bk for
k ∈ N inductively by (4.17). We are then precisely in the situation of
Lemma A.1, with a = p2 and b = q3

p2 so that a < q, and the conclusion of
Lemma A.1 applies, so that (q−kbk)∞

k=0 ∈ ℓ2. Recall that we have 1/ck ⩽ 1
for all k ∈ N0; then the last conclusion means that we can indeed consider
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the following (non-zero!) vectors in ℓ2(N0): v12 :=
∑∞
k=0 bkek and v32 :=

1
p2 e0 +

∑∞
k=1

[
1
p2 q

−kbk − q−kbk−1
ck

]
ek.

The fact that v12 satisfies the first of the equations in (4.13) follows
essentially from the computations displayed above. As regards the second
one, it suffices to note that our choice of concrete realisation makes γ self-
adjoint, so that

γ∗v32 = 1
p2 e0 +

∞∑
k=1

[
1
p2 bk − bk−1

ck

]
ek =

(
1
p2 − α∗

)
v12.

Consider then the matrix ∆(c) ∈ M3(C), where c ∈ Z2(U+
Q ) is the cup

product of 1-cocycles associated with the matrix V . It is diagonal (recall
that ourQ has one-dimensional eigenspaces), and the formula (4.11) implies
that

(4.18) ∆(c)kk =
3∑
p=1

(
⟨vpk, vpk⟩ − Qk

Qp
⟨vkp, vkp⟩

)
, k = 1, . . . , 3.

Thus finally, taking into account the form of the matrix V , we obtain

∆(c) = diag
[
− 1
p2 ∥v12∥2, ∥v12∥2 + ∥v32∥2,−q2

p2 ∥v32∥2
]
. □

The next result is completely analogous, but deals with the case of p ∈
(q 1

2 , q).

Proposition 4.10. — Let 0 < q < p < 1, p > q
1
2 . Then the set of

equations (4.14) admits a solution (v21, v23) with both v21, v23 non-zero
vectors in ℓ2(N0). Put

V =

 0 0 0
v21 0 v23
0 0 0


and define the corresponding cocycle η ∈ Z1(Au(Q),π ℓ2(N0)ε) via
Lemma 3.1 (recall that Q = diag[1, p2, q2], and the representation π is
defined via the matrix (4.12)). Let c ∈ Z2(Au(Q)) be the cocycle defined
as the cup product of η with itself, as in Lemma 2.2. Then

∆(c) is an invertible diagonal matrix,

where ∆ is the defect map of Definition 4.3.

Proof. — As the proof follows the identical steps as that of the last
proposition, we just present key differences.
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This time we first suppose that we have a solution with v23 =
∑∞
k=0 bkek,

where (bk)∞
k=0 ∈ ℓ2. Then the first of the equations in (4.13) would yield

0 =
∞∑
k=0

(
1 + p4

q

)
bkek −

∞∑
k=1

p2

q2

√
1 − q2kbkek−1

−
∞∑
k=0

qp2bk
√

1 − q2(k+1)ek+1.

=
((

1 + p4

q

)
b0 − p2

q2

√
1 − q2b1

)
e0

+
∞∑
k=1

((
1 + p4

q

)
bk − p2

q2

√
1 − q2(k+1)bk+1 − qp2

√
1 − q2kbk−1

)
ek.

and we are led to the recurrence formula (with k ∈ N)

(4.19)
b1 = q2

p2

(
1 + p4

q

)
√

1 − q2
b0,

bk+1 = q2

p2
√

1 − q2(k+1)

[(
1 + p4

q

)
bk − qp2

√
1 − q2kbk−1

]
.

Set then κ := q2

p2 (1 + p4

q ) = q2

p2 + qp2, µ := q3 and ck (k ∈ N) as before.
Then (4.19) takes the form identical to (4.17).

Set b0 = 1 and define bk for k ∈ N inductively by (4.17). Lemma A.1,
with a = qp2 and b = q2

p2 (so that b < q), shows then that (q−kbk)∞
k=0 ∈ ℓ2.

Thus we can indeed consider the following (non-zero!) vectors in ℓ2(N0):
v23 :=

∑∞
k=0 bkek and v21 :=

∑∞
k=0

[
1
p2 q

−kbk − 1
q
q−(k+1)bk+1

ck+1

]
ek. Then we

verify that these indeed satisfy (4.13).
If now c ∈ Z2(U+

Q ) is the cup product of 1-cocycles associated with the
matrix V as in the formulation of the theorem, formula (4.18) remains valid
and we finally obtain

∆(c) = diag
[
∥v21∥2,−p2∥v21∥2 − p2

q2 ∥v23∥2, ∥v23∥2
]
. □

Remark 4.11. — One might ask whether the cocycles corresponding to
a matrix V ∈ M3(ℓ2(N0)) of the form

V =

 v11 0 v13
0 0 0
v31 0 v33


could also be used to produce non-trivial 2-cocycles. For that the vectors
v11, v13, v31, v33 would have to satisfy the equations in (4.15), and the first of
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these implies that the coefficients of v13 =
∑∞
k=0 akek and v31 =

∑∞
k=0 bkek

satisfy the equalities

−q−1ak = bk, k ∈ N0.

Therefore we would have ∥v13∥2 = q2∥v31∥2. This implies that

D11 = A11 −B11 = ∥v31∥2 − 1
q2 ∥v13∥2 = 0,

D33 = A33 −B33 = ∥v13∥2 − q2∥v31∥2 = 0,

so that we would obtain
∆(c) = 0

for the associated 2-cocycle c. In other words, the 2-cocycle produced from
such a 1-cocycle using the cup product is always a coboundary.

We are ready for the main result of this subsection; we shall use the above
constructions in dimension 3 to deal with the general case of a matrix Q of
arbitrary size with three distinct eigenvalues which do not form a geometric
progression.

Theorem 4.12. — Suppose that d ∈ N and that Q ∈ Md(C) is a strictly
positive matrix with precisely three distinct eigenvalues. If these eigenvalues
do not form a geometric progression, then

H2(U+
Q ) ≃ slQ(d).

Proof. — Consider the list of eigenvalues of Q. By rescaling we can as-
sume that it is of the form (1, p2, q2), with 0 < q < p < 1; we also assume
that Q is diagonal, and the dimensions of respective eigenspaces equal d1,
d2 and d3.

Let then Q̃ ∈ M3(C), Q̃ = diag[1, p2, q2]. It is easy to see that similarly
as in Section 2 we have the inclusion U+

Q̃
⊂ U+

Q , realised via the surjective
∗-homomorphism q : Au(Q) → Au(Q̃), mapping generators of Au(Q) either
to generators of Au(Q̃) or to 0 or to 1 (the choice here depends on fixing
a basis vector in each of the three eigenspaces of Q, thus choosing three
basis vectors in Cd). Let then c denote a cocycle on Au(Q̃) constructed
via Proposition 4.9 or Proposition 4.10, depending on whether p > q

1
2 or

p < q
1
2 . Put c′ = c ◦ (q⊗ q) : Au(Q) ⊗Au(Q) → C, so that c′ ∈ Z2(U+

Q ). It
is then easy to check, based on conclusions of Propositions 4.9 or 4.10 (and
remembering that we are dealing with normalised cocycles) that ∆(c′) is a
diagonal matrix with one non-zero entry in each eigenspace of Q. Thus in
particular ∆(c′) /∈ sl(d1) ⊕ sl(d2) ⊕ sl(d3).
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Now Theorem 4.5, Corollary 4.4 and the dimension count yield the de-
sired result. □

4.4. Higher “block” dimensions and the main result

It turns out that the techniques of the last subsection allow us to deduce
a complete result for matrices Q with more than three distinct eigenvalues.
We begin with a basic combinatorial lemma. Note that the number n − 2
is optimal, if we want conditions (i)–(iii) below to hold.

Lemma 4.13. — Let n ∈ N, n ⩾ 4, and suppose that we are given a
tuple of distinct positive numbers (q1, . . . , qn). Then one can choose n −
2 three-element subsets of {1, . . . , n} such that the elements qn1 , qn2 , qn3

corresponding to a given subset do not form (in any order) a geometric
progression. Moreover this can be done in such a way that

(i) there exists an element in {1, . . . , n}, say jn, which belongs to pre-
cisely one of the chosen triples;

(ii) after we delete from our collection of triples the one corresponding
to jn, there exists an element in {1, . . . , n} \ {jn} which belongs to
precisely one of the remaining chosen triples;

(iii) this behaviour continues until we are left with just 2 triples (con-
taining elements from a 4-element subset A of {1, . . . , n}), and also
then there exist two elements in A each of which belongs to precisely
one of the two remaining chosen triples.

Proof. — Begin with n = 4. We can assume that the sequence (q1, . . . , q4)
is increasing. We need to find two triples which do not form a geomet-
ric progression. Suppose say that (q1, q2, q3) form a geometric progression.
Then this is not the case for (q1, q2, q4) and either for (q1, q3, q4) or for
(q2, q3, q4). By symmetry we can also find two triples with the desired prop-
erty if (q2, q3, q4) form a geometric progression. And if neither (q1, q2, q3)
nor (q2, q3, q4) form a geometric progression, we have already located two
triples as desired. It is easy to see that in each case there are two elements
in {1, 2, 3, 4} each of which belongs to precisely one of the triples.

The general statement follows inductively; indeed, suppose that the result
has been proved for a given n ⩾ 4. Consider then the tuple (q1, . . . , qn+1),
which without loss of generality can be ordered so that the numbers are
increasing. We know that we can find n− 2 relevant triples of elements in
{1, . . . , n}. Then it is enough to note that there must exist a pair (k1, k2)
of distinct elements in {1, . . . , 4} such that the elements qk1 , qk2 , qn+1 do
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not form a geometric progression. This can be seen similarly as in the first
part. Obviously n+ 1 belongs to only one of the triples in the new set; and
once we remove it (together with the corresponding triple) from the list,
we are back in the case already assumed to satisfy conditions (i)–(iii), so
that the conditions (i)–(iii) hold also for the new choice. □

Recall the formula (2.1) defining slQ(d). We are ready to state and prove
the main result of the paper, stated already in the introduction. It will
essentially follow from the arguments in the proof of Theorem 4.12 and the
last lemma.

Theorem 4.14. — Let d ∈ N and let Q ∈ Md(C) be a strictly positive
matrix, whose eigenvalue list is not of the form (p, pq, pq2) with p > 0, q ∈
(0,∞) \ {1}. Then

H2(U+
Q ) ≃ slQ(d).

Proof. — Suppose that the eigenvalue list of Q is as follows: (q1, . . . , qn).
When n = 1 the result is [8, Theorem 4.6]; for n = 2 it is Corollary 4.6,
and for n = 3 (when the only exceptional case features) it is Theorem 4.12.

Assume then that n ⩾ 4. We can suppose that Q is diagonal, so that we
have split {1, . . . , d} into n parts corresponding to consecutive eigenspaces.
For each of these parts denote by Trk the corresponding partial trace, as
in the proof of Proposition 4.7: formally

Trk(A) =
∑

r∈{1,...,d :Qr=qk}

Arr, A ∈ Md(C), k = 1, . . . , n.

Choose for (Q1, . . . , Qn) a collection J of triples of elements of {1, . . . , n}
as in Lemma 4.13. For each j ∈ J , say j = (j1, j2, j3) define the matrix
Qj = diag[qj1 , qj2 , qj3 ], and as in the proof of Theorem 4.12 first use the
natural inclusion U+

Qj
⊂ U+

Q and then the cocycle constructed on Au(Qj)
either in Proposition 4.9 or in Proposition 4.10 (our choice of J guarantees
that one of these applies) to produce a cocycle cj ∈ Z2(U+

Q ) which has the
following property:

(4.20) Trk ∆(cj) ̸= 0 if and only if k ∈ j;

note that by Theorem 4.5 each ∆(cj) belongs to slQ(d).
Let B = {A1, . . . , Al} be a linear basis of sl(d1) ⊕ · · · ⊕ sl(dn); obviously

we have Trk(Ap) = 0 for each p = 1, . . . , l, k = 1, . . . , n. We claim that the
collection B∪{∆(c)j : j ∈ J } forms a linear basis in slQ(d). The dimension
count implies that it suffices to show that these vectors are linearly inde-
pendent. Consider then a matrix X =

∑l
p=1 cpAp +

∑
j∈J dj∆(c)j, with

c1, . . . , ck ∈ C, dj ∈ C for all j ∈ J and suppose that X = 0. Let then jn
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be the element of {1, . . . , n} which belongs to precisely one triple in J (as
guaranteed by condition (i) in Lemma 4.13), say jn. Then by (4.20) and
vanishing of the partial traces of all Ap we have

0 = Trjn(X) = djn Trjn jn.

As Trjn
jn ̸= 0 by (4.20), we must have djn

= 0. We can then ignore jn, dis-
card the corresponding triple jn and use condition (ii) in Lemma 4.13 to find
the next element j ∈ J for which dj = 0. We continue this until we are left
just with 2 triples, say j1 and j2 (and a four element subset of {1, . . . , n}).
Then we use condition (iii) in Lemma 4.13 to find two partial traces which
will show that also coefficients dj1 , dj2 vanish. Thus

∑l
p=1 cpAp = 0, and as

{A1, . . . , Al} was a basis, in fact all coefficients cp also vanish. This ends
the proof. □

Remark 4.15. — We believe that the conclusion of the above theorem
should hold for all matrices Q. The difficulty with the missing case lies in
the fact that we cannot decide whether for a given q ∈ (0, 1) either

[
(1 + q)I − 1

qα− q2α∗
]
v12 = 0,

γ∗v32 =
(

1
q − α∗

)
v12,

,

or 
[
(1 + q)I − 1

qα− q2α∗
]
v23 = 0,

γ∗v21 =
(

1
q − 1

q2α
)
v23,

admits a non-zero solution (a pair of vectors in ℓ2(N0)). If the answer were
positive, we would be able to argue as in the last subsection to first complete
the case of Q with three eigenspaces and then obtain the complete result
via Lemma 4.13.

Remark 4.16. — Careful analysis of the proof of Theorem 4.14, including
the earlier constructions in this section and these in [8, Subsection 4.1],
permits identifying explicit 2-cocycles which yield a linear basis in H2(U+

Q )
(excluding the exceptional case, not covered by Theorem 4.14).

Appendix

In the appendix we state and prove a lemma regarding square summabil-
ity of certain sequences defined by recurrence relations, which was kindly
provided to us by Ryszard Szwarc.
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Lemma A.1. — Let q ∈ (0, 1), let a, b > 0 and put κ = a + b and
µ = a · b. Let ck := (1 − q2k)− 1

2 , k ∈ N0. Let (bk)k∈N0 be the sequence
defined by the recurrence relation

(A.1) b0 = 1, b1 = κc1, bk+1 = κck+1bk − µ
ck+1

ck
bk−1 for k ⩾ 1.

Then
lim
k→∞

bk
bk−1

= max(a, b).

Consequently, the sequence (q−kbk)k∈N0 is square summable if and only if
max(a, b) < q.

Proof. — Write the recurrence relation as

bk = 1
κck+1

bk+1 + µ

κck
bk−1

and define

(A.2) g0 = 0, gk = µ

κck

bk−1

bk
, k ⩾ 1.

Then

1 = 1
κck+1

bk+1

bk
+ µ

κck

bk−1

bk
= 1
κck+1

µ

κck+1gk+1
+ gk,

from which we deduce

gk(1 − gk−1) = µ

κ2c2
k

, k ⩾ 1.

The sequence on the right hand side is increasing and convergent to µ/κ2.

We also have

(A.3) gk(1 − gk−1) = µ

κ2c2
k

⩽
1
4 , k ⩾ 1.

Indeed, µ
κ2c2

k

⩽ µ
κ2 = ab

(a+b)2 and 4ab ⩽ (a + b)2. The estimate (A.3) yields
gk ⩽ 1

2 . Indeed, g0 ⩽ 1/2. And if we know that gk−1 ⩽ 1/2 for some k ⩾ 1,
then

1
2gk ⩽ gk(1 − gk−1) ⩽ 1

4 ,

i.e. gk ⩽ 1/2. Furthermore the sequence (gk)∞
k=0 is increasing. Indeed, g0 =

0 ⩽ g1 = µ/(κc2
1). Fix k ∈ N and suppose we showed that gk−1 ⩽ gk. Then

gk+1(1 − gk) = µ

κ2c2
k+1

⩾
µ

κ2c2
k

= gk(1 − gk−1) ⩾ gk(1 − gk).

Hence gk+1 ⩾ gk. Thus the sequence (gk)∞
k=1 is convergent to a number

g ⩽ 1
2 such that

g(1 − g) = µ

κ2 .
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Therefore
g = 1

2

(
1 −

√
1 − 4µ/κ2

)
.

In view of (A.2) this implies

lim
k→∞

bk
bk−1

= lim
k→∞

µ

κckgk
= κ+

√
κ2 − 4µ
2 .

Using the assumption κ = a+ b, µ = a · b, a, b > 0 we get

lim
k→∞

bk
bk−1

= (a+ b) + |a− b|
2 = max(a, b).

The last conclusion follows from the d’Alembert’s ratio test. □
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