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CORONIZATIONS AND BIG PIECES IN METRIC
SPACES

by Simon BORTZ, John HOFFMAN, Steve HOFMANN,
Jose Luis LUNA-GARCIA & Kaj NYSTROM (*)

ABSTRACT. — We prove that coronizations with respect to arbitrary d-regular
sets (not necessarily graphs) imply big pieces squared of these (approximating)
sets. This is known (and due to David and Semmes in the case of sufficiently large
co-dimension, and to Azzam and Schul in general) in the (classical) setting of
Euclidean spaces with Hausdorff measure of integer dimension, where the approxi-
mating sets are Lipschitz graphs. Our result is a far reaching generalization of these
results and we prove that coronizations imply big pieces squared is a generic prop-
erty. In particular, our result applies, when suitably interpreted, in metric spaces
having a fixed positive (perhaps non-integer) dimension, equipped with a Borel
regular measure and with arbitrary approximating sets. As a novel application we
highlight how to utilize this general setting in the context of parabolic uniform
rectifiability.

RESUME. — Nous prouvons que la construction en couronnes relative & des en-
sembles d-réguliers arbitraires (non nécessairement des graphes) fournit de larges
piéces carrées de ces ensembles (approximants). Cela est connu (et di & David et
Semmes dans le cas d’une co-dimension assez grande, et & Azzam et Schul en géné-
ral) dans le cadre (classique) des espaces Euclidiens avec une mesure de Hausdorff
de dimension entiére, ou les ensembles approximants sont des graphes Lipschit-
ziens. Nos travaux sont une généralisation d’envergure de ces résultats, et nous
montrons que le fait que la construction en couronnes fournisse de larges pieces
carrées est une propriété générique. En particulier, nos résultats, convenablement
interprétés, s’appliquent dans des espaces métriques de dimension strictement posi-
tive fixée (éventuellement non entiére), munisavec une mesure de Borel réguliére et
avec des espaces approximants arbitraires. Comme application nouvelle, nous illus-
trons comment on peut utiliser ces outils généraux dans le cadre de la rectifiabilité
parabolique uniforme.
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1. Introduction

The monumental works of G. David and S. Semmes [12, 13] concern-
ing equivalent characterization of uniformly rectifiable (UR) sets E C R"
remain a source of continuous inspiration for anyone interested in ge-
ometry and analysis. Their results apply in the Euclidean metric space
(X, dist, ) = (R™,| - |2, H%), where d < n and H? is the d-dimensional
Hausdorff measure. The following three characterizations of uniformly rec-
tifiability of an Ahlfors-regular set E are proved in [12] (we refer to [12] for
definitions and precise statements):

e F admits a coronization with respect to Lipschitz graphs.
e [ has big pieces of bi-Lipschitz images.
e [ satisfies a “geometric lemma” quantified in terms of S-numbers.

In particular, in [12] it is proved that uniformly rectifiability of an Ahlfors-
regular set F' can be characterized by the property that E admits, for each
n > 0, a corona decomposition with respect to Lipschitz graphs in the class
&= 5};“’ where S,I;ip denotes the class of Lipschitz graphs with Lipschitz
constant no larger than n > 0.

This paper is primarily concerned with two notions: coronizations and
big pieces. The former notion is quite technical (see Definition 2.10), while
the latter can be summarized rather easily. The phrase “FE has big pieces of
E” means that E has a uniformly “large amount” of coincidence with a set
from &, at every location (point on E) and at every scale. This big pieces
“functor” can be iterated (see Definition 2.11) and, in classical settings, it
often preserves quantitative properties of the set such as uniform rectifia-
bility [13] or the boundedness of singular integral operators [10, 15]. Since
the developments in the study of singular integral operators on Lipschitz
graphs [5, 7, 8, 9, 10] motivated much of the early work on UR sets, it be-
came natural to ask if the big pieces functor “stabilizes” when repeatedly
applied to the collection of Lipschitz graphs. More precisely, one may ask
whether there is a j € N such that every UR set is BP/(LG) where this
notation means iterating the big pieces (BP) functor j times and LG is
the collection of Lipschitz graphs (with uniform control on the Lipschitz
constants). In fact, while it was proved by Hrycak™®, that not every UR
set is BPLG = BP*(LG), in [13] it is proved that UR sets are BP?(LG),
when n > 2d + 1. More recently, in [1] J. Azzam and R. Schul proved, via

(1) This work went unpublished. One can use the “venetian blinds” construction (see [14,
Theorem 6.9] or [28, Lemma 6.9]) to provide such an example.
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the characterization of UR sets by big pieces of bi-Lipschitz images, that
every UR set is BP?(LG).

The purpose of this paper is to give a far reaching generalization of these
results and to prove that “coronizations imply big pieces squared” is a
generic property. To give a first statement of our main result we consider,
as we do throughout the paper, a fixed triple (X, dist, ) where (X, dist)
is a metric space and p is a Borel regular measure. To limit the number
of parameters introduced in definitions and theorems we will for simplic-
ity and consistently assume that diam(X) = oco: this assumption is not
essential (see Remark 2.12 below). We also fix a “dimension” d € (0, 00).
While (X,dist, u) is fixed, all constants appearing in our results will be
independent of the particular metric measure space (X,dist, ) (while of
course depending on the quantitative parameters describing the space, e.g.,
the dimension d, the d-regularity constants, etc.). The following theorem,
of which the precise statement can be found at the beginning of Section 3,
is our main result.

THEOREM 1.1. — Let E C X be a d-regular set with respect to the
measure j (see Definition 2.1). Suppose that £ is a collection of closed
subsets of X each of which is d-regular with respect to the measure pu (with
uniform bounds on the regularity constant). If E admits a coronization
with respect to £ (see Definition 2.10) then E has big pieces squared of £
(see Definition 2.11).

We emphasize that although the formulation of Theorem 1.1 does not
require any particular quantitative restriction on the class &, in typical
applications, the class £ is subject to some specified quantitative control,
and in this case the theorem says that the big pieces squared approximation
is obtained with respect to sets having the same (uniform) quantitative
control.

In the classical Euclidean setting discussed above £ = Sf;ip and given
that a d-regular set £ C R",d < n, has a corona decomposition with
respect to E};ip, we deduce from our Theorem 1.1 that E is approximable
in the big pieces squared sense by Lipschitz graphs in the class E#ip, for the
specified n > 0. In particular, based on characterization of UR sets in [12],
we recover the result of [1] concerning big pieces squared approximability
of uniformly rectifiable sets by Lipschitz graphs.

An alternate proof of the result of J. Azzam and R. Schul [1] in the
case d = n — 1, based on corona-type constructions, was given by the first
and third author in [4]. While Theorem 1.1 applies in far more general
settings beyond the setting of UR sets in Euclidean spaces, a consequence
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of Theorem 1.1, and the characterization of UR sets by coronizations with
respect to Lipschitz graphs (see [12]), is that we here provide a “corona
analysis” type of proof of the result of J. Azzam and R. Schul [1] for d <
n. However, it should be noted that in their work [1] J. Azzam and R.
Schul also establish several other results beyond the fact that UR sets are
BP?(LG). Their work has been further expanded upon by G. C. David and
Schul [11].

Another use of Theorem 1.1 is that it allows easy passage from a coro-
nization to general “geometric lemmas” [12, 13, 24]. It is a general fact
that in the present setting (general) geometric lemmas are stable under the
“big pieces functor” (in particular when applying it twice!). This big piece
stability is just a matter of carefully checking that the proofs of David and
Semmes [13] and Rigot [30] adapt to our setting. Using Theorem 1.1 we
can prove the following theorem and we refer to the bulk of the paper for
definitions of the geometric lemmas stated in the theorem.

THEOREM 1.2. — Let E C X be a d-regular set with respect to the
measure . Suppose that £ is a collection of closed subsets of X each of
which is d-regular with respect to the measure p with uniform bounds on
the regularity constant, and that A is a collection of subsets of X (not
necessarily d-regular). Suppose E admits a coronization with respect to .
Then the following implications hold:

o Ifp e (0,00), g € (0,00] satisfy

L1 + ! >0

g p d° 7
and if every E € € satisfies the (p, q)-geometric lemma with respect
to A, with uniform control on the Carleson measure constant, then
E satisfies the (p, q)-geometric lemma with respect to A.

o [f every E € € satisfies the weak geometric lemma with parameter
€ with respect to A, with uniform control on the Carleson set con-
stant, then E satisfies the weak geometric lemma with parameter
Ce with respect to A. Here C depends only on dimension and the
d-regularity constants.

o If every E € & satisfies the bilateral weak geometric lemma with
parameter € with respect to A, with uniform control on the Carleson
set constant, then F satisfies the bilateral weak geometric lemma
with parameter Ce with respect to A. Here C depends only on
dimension and the d-regularity constants.

ANNALES DE L’INSTITUT FOURIER
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We emphasize that all implications stated in Theorem 1.2 are of a quan-
titative nature. The reader should also bear in mind that in the context of
uniform rectifiability, the collection A is the collection of all d-dimensional
affine spaces. The structure of the sets A is not important in the proofs
given by David and Semmes [13] and Rigot [30].

While Theorem 1.1 and Theorem 1.2 are, by their nature, very general
and of interest in many different contexts, one of our main motivations is
the application of these results in our ongoing project concerning a para-
bolic version of parts of [12, 13], with the goal of establishing equivalent
characterization of parabolic uniformly rectifiable sets £ C R™*1. In [19],
[20] the third and fifth author, together with John Lewis, introduced a no-
tion of parabolic uniformly rectifiable sets and proved, among other things,
the existence of big pieces of regular parabolic Lipschitz graphs under the
additional assumption that E is Reifenberg flat in the parabolic sense.
These studies were motivated by the study of parabolic or caloric measures
in rough domains, but up to now no systematic and correct study of par-
abolic uniformly rectifiable sets has appeared in the literature. It is true
that in [31, 32, 33], the author took on the ambitious challenge to develop
the theory of parabolic uniformly rectifiable sets. Unfortunately though,
in [31, 32] the author either gives no proofs of his claims or supplies proofs
which have gaps, a few of which we pinpoint in [2]. In [33] the author states
that the parabolic corona decomposition implies parabolic UR, with a proof
going through the corresponding “alpha” numbers as in [34]. On the other
hand, this result is also a corollary of our Theorem 1.2 (see Theorem 4.7),
and as our proof is based on an entirely different method, we have not
checked in detail the validity of the method claimed in [33].

In forthcoming papers, including [2], along with the present paper, we
conduct a thorough study of parabolic uniformly rectifiable sets, and in the
context of this paper we note that in [2] we prove, among other things, that
parabolic uniformly rectifiable sets (see Definition 4.1), satisfy a corona de-
composition with respect to regular Lip(1,1/2) graphs (see Definition 4.2).
Such graphs are the natural parabolic analogues of Lipschitz graphs, from
the point of view of both singular integral theory, and PDE /potential the-
ory (see [16, 17, 18, 25, 26]). In the present paper, we obtain a converse to
this result from [2], as we prove that corona decomposition with respect to
regular Lip(1,1/2) graphs implies parabolic uniformly rectifiability. This
converse is a rather straightforward consequence of the general results es-
tablished in this paper; we refer to Section 4 for details, see in particular
Theorem 4.7(i). In combination, the present paper and [2] show that, just
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as in the elliptic setting [12], we can characterize parabolic uniform rectifi-
ability in terms of the existence of a corona decomposition with respect to
an appropriate family of graphs (regular Lip(1,1/2) graphs). We further
obtain that all sufficiently “nice” parabolic singular integral operators are
L? bounded on a parabolic uniformly rectifiable set; see Theorem 4.8 and
Corollary 4.9 below.

The rest of the paper is organized as follows. Section 2 is of preliminary
nature. Theorem 1.1 is proved in Section 3 and the proof is based on an
induction argument. Theorem 1.2 is a consequence of Theorem 1.1, and
Propositions 2.23, 2.24 and 2.25 which establish stability of various “geo-
metric lemmas” in this general setting, and are stated in the bulk of the
paper. In fact, minor modifications aside, the proofs of the three proposi-
tions follow almost exactly the corresponding proofs in [13, 30]. In this sense
we claim little originality in this part and we therefore postpone the proofs
(or perhaps rather the confirmations of the validity) of Propositions 2.23,
2.24 and 2.25 to an appendix at the end of the paper, Appendix A. How-
ever, these proposition are used in Section 4 where we detail and prove our
applications to parabolic uniform rectifiability and we note that Proposi-
tions 2.23, 2.24 and 2.25 have previously not appeared in the literature in
the context of parabolic uniform rectifiability.

2. Preliminaries

Recall (X, dist, ) and d introduced in the introduction. In the sequel,
B(x,r), for x € X and r > 0, will always denote a closed metric ball
defined with respect to dist and centered at x with radius r.

As is customary, we use the letters ¢, C' to denote harmless positive con-
stants, not necessarily the same at each occurrence, which depend only
on dimension (d) and the constants appearing in the hypotheses of theo-
rems/lemmas (which we refer to as the “allowable parameters”). In some
cases, we shall simply use the letter C' to denote one of these fixed al-
lowable parameters (see, e.g., Definition 2.1 below). We shall also some-
times write a < b and a ~ b which mean, respectively, that a < Cb and
0 < ¢ < a/b < C, where the constants ¢ and C are, unless otherwise stated,
as above. When a constant is given a numerical subscript (e.g. Cy) its value
will be fixed.

DEFINITION 2.1 (d-regularity). — Let E C X. We say E is d-regular
(with respect to p) up to scale Ry € (0,00] and with constant C' > 1,

ANNALES DE L’INSTITUT FOURIER
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written E € Reg(C, Ry) if E is closed and
C™ 1l < u(B(x,r)NE) < Cr?, Va € E,rc(0,Ry).

We call the upper bound here the upper regularity condition and the lower
bound here the lower regularity condition. In the case Ry = oo we simply
write E € Reg(C).

2.1. Trading for scales

The following lemma allows us to localize any d-regular set.

LEMMA 2.2. — Let E € Reg(C). Then for every x € E and r > 0 there
exists E, , C E such that £, , € Reg(209107C, 10r) and

B(z,r)NE C Ey, C B(z,3r)NE.
In particular, diam(FE, ) = C~%/%(r/2).

Proof. — The statement about the diameter of E , immediately follows
from the regularity of E and that B(z,r) N E C E,, C B(z,3r)NE.
Indeed,

u(B(a,C2r/2) 1 E) < 2 u(B(x,7) N B),
since the the right hand side is non-zero this implies there exists y € EN
B(z,7) \ B(x,C~21r/2), which immediately gives the diameter estimate.

Now we produce the set E, ,. Let Ay = B(z,r)NE and for k =1,2,...
we defined Ay inductively by

A = U B(z,27*r)nE.
Z€EAR_1

Set A = Uy Ak Obviously B(z,r) N E C A.

Let z € A be fixed. Then z € Ay, for some ko and by definition there
exists 2o, 21, . .., 2k,—1 such that zi € Ay, dist(zg,2) < r, dist(zx,—1,2) <
2~ ko and

diSt(Zk, Zk+1) < 2 k=1y,

It immediately follows from the triangle inequality that

dist(z, ) < Z 2 Fr = 2r,
k=0

TOME 72 (2022), FASCICULE 5
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which gives that A C B(z,2r) N E. Let s € (0,2 %%57]. Using that
B(2,275s)NE C B(z,27 %~ 1r)N E C A we have
C~1270dgd L p(E N B(z,27%)) = u(B(z,27%) N A)
< W(EN B(z,5)) < Cst,

where we used the d-regularity of E in the first and last inequalities. Now
suppose that s € [27771r,2777) for some j € {0,1,...ky — 6}. Then with
{zk}ﬁ"zgl as above we have that dist(zx, z) <277, so that B(zj45,27775r)N
E C B(z,s) N A. Thus,

O 12705 < 71207179 < u(B(2545,277 57) N E)
<

7
u(B(z,5) N 4) < Cs,
where we used the regularity of E and that A C FE in the last line. If

s € [r,10r), then s’ = s/10 € (0,r), so appealing to the analysis above we
obtain

C1107% < u(B(z,5/10) N A) < u(B(z,8) N E) < Cs.
This shows that
C~1107927%s < u(B(z,s) N A) < Cs?, Vze A,se(0,10r).
Notice that no point of A is isolated. We take E, , to be the closure of A,

then since E is closed E,, C E. If w € E, ,, ¢ € (0,1/2) and s € (0,10r)
then there exists z € A such that dist(z, w) < es and hence

C71107927%4(1 — )45 < (AN B(z, (1 — €)s))

<
< p(Eyr N B(w, s)) < p(E N B(w,s)) < Cs?.

which gives that E,, € Reg(2°910¢C,10r). The fact that B(z,7) N E C
E,, C B(xz,3r) follows from the analysis above as well. O

Remark 2.3 (“Trading For Scales”). — In the proof of Lemma 2.2 we
used a technique which one might call “trading for scales”, where we sacri-
fice some portion of a structural constant in order to gain in “scale”. This
can also be done with the constants in the big pieces definition (see Def-
inition 2.11) and is demonstrated in Lemma 2.14. This idea will be used
frequently in the proof of Theorem 1.1 and, due to the focus on other tech-
nical matters, at that time we will use this technique without mentioning
it at each occurrence.

As an example of trading for scales we produce the following lemma,
which is applicable to the set constructed in Lemma 2.2.

ANNALES DE L’INSTITUT FOURIER
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LEMMA 2.4. — Suppose that E € Reg(C, R) with R > diam F. Then
E € Reg(C(R'/R)*, R)),

for all R’ > R.

Proof. — If r € (0, R) then C~1r¢ < u(ENB(x,7)) < Crd forall x € E.
If r € [R,R’) then r > diam E and hence for x € E

wWENB(x,r)) =w(ENB(z,R)) > C 'R?
= C N (R'/R)Y(R)* > C™'(R'/R)"r".
Additionally, for r € [R,R") and = € E it holds
w(ENB(z,r)) = u(ENB(z,R)) < CR < Cré.

These estimates give the lemma. O

2.2. Dyadic notation

LEmMMA 2.5 (Existence and properties of the “dyadic grid” [6, 12, 13, 23]).
Suppose that E € Reg(C) Then there exist constants ag > 0, v > 0 and
C1 < 00, depending only on d and C, such that for each k € Z, there is a
collection of pairwise disjoint Borel sets (“cubes”)

Dy :={Q} C E:j €W},
where Jj, C N denotes some index set depending on k, satisfying

(i) E=u,;Q% for each k € Z.

(ii) If m > k then either QT C Q? or Q"N Qf =g.

(iii) For each (j, k) and each m < k, there is a unique i such that Qf C

Qr.
(iv) diam (Qf) <027k
(v) Each Q? contains some “surface ball”
A(m?, aOQ*k) = B(x?,a()Q*k) NE.

A few remarks are in order concerning this lemma.

e In the setting of a general space of homogeneous type, this lemma
was proved by Christ [6], with the dyadic parameter 1/2 replaced
by some constant § € (0,1). In fact, one may always take 6 = 1/2
(see [22, Proof of Proposition 2.12]). In the presence of the Ahlfors—
David property, and in Euclidean space the result already appears
in [12, 13).

TOME 72 (2022), FASCICULE 5
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e We shall denote by D = D(E) the collection of all relevant Q?, ie.,
D := U;Dy.

e Properties (iv) and (v) imply that for each cube @ € Dy, there is a
point zg € E, a metric ball B(zg, r) and a surface ball A(zqg,r) :=
B(zg,r) N E such that r ~ 27% ~ diam(Q) and
(2.1) Azq,r) C Q C Azq,Cr),

for some uniform constant C'. We shall denote this ball and
surface ball by
(2.2) Bq = B(zq,r),  Aq:=A(zq,1),

and we shall refer to the point zg as the “center” of Q).

e For a dyadic cube Q € Dy, we shall set £(Q) = 2%, and we shall re-
fer to this quantity as the “length” of Q. Evidently, £(Q) =~ diam(Q).

e For a dyadic cube @ € D and K > 1 we define

KQ :={x € E : dist(z,Q) < (K — 1) diam(Q)}.

o If Q € Dy and Q' € Dgy; are such that Q' C Q we say Q' is a
“child” of Q.

DEFINITION 2.6 (Localized Dyadic Grids and Sawtooths). — Let C' > 1,
E € Reg(C) and D = D(E) as above. For @ € D we set Dg = {Q' € D :
Q' C Q}. If F = {Q,} is a countable collection of pairwise disjoint cubes
in D then we set Dy = D\ U;Dq,. If Q € D and F = {Q,} is a countable
collection of pairwise disjoint cubes in D then we set

Drg=DgNDg.

2.3. Carleson measures and decompositions

DEFINITION 2.7 (Discrete Measures and Discrete Carleson Norms). —
Suppose C > 1, E € Reg(C) and D = D(E) be as above. Let {ag}gen,
where ag € [0,00). We let m be the discrete measure associated to {aq }gen
be defined by

m(D') = Z agQ,
Qe
for any collection of cubes D' C D. If F = {Q,} is a countable collection of
pairwise disjoint cubes in D we define mx by

m;(JD)’) = m(]D)’ N D]:).

ANNALES DE L’INSTITUT FOURIER
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If F = {Q;} is a countable collection of pairwise disjoint cubes in D we
define the global Carleson norm of mg as

mz(Dg)
e = sup ™2 (D)
le=sw = Q)

and for Qg € D the localized Carleson norm of mz (with respect to Qq) as

mr(Dg)
mzr|c = sup ———*.
Imrlle@o = 2, “n@

Here if F = @ we write m in place of mx in the notation above.

An important ingredient in the proof of Theorem 1.1 is the following
decomposition of a discrete Carleson region.

LEMMA 2.8 ([21, Lemma 7.2]). — Suppose that C' > 1, E € Reg(C")
and let D(E) be as above. Suppose that m is a discrete measure associated
to {ag }gep. There exists C' depending on d and C' such that the following
holds. Given a > 0, b > 0, and Q € D such that m(Dg) < (a + b) pn(Q),
there is a family F = {Q;} C Dq of pairwise disjoint cubes such that

(2.3) Imzlle) < Cb,
(2.4) B) <20 L
. H S5 T2 1% ,

where B is the union of those Q; € F such that m(Dg, \ {Q;}) > au(Q;).

2.4. Corona decompositions and big pieces

Before we introduce the notion of corona decomposition we need the
following definition.

DEFINITION 2.9 ([13]). — Suppose E is d-regular with dyadic cubes
D(E). Let S C D(E). We say that S is “coherent” if the following conditions
hold:

(i) S contains a unique maximal element Q(S) which contains all other
elements of S as subsets.
(ii) If Q belongs to S, QeDandQ CQC Q(S), then QeS.
(iii) Given a cube Q € S, either all of its children belong to S, or none
of them do.

We say that S is “semi-coherent” if only conditions (a) and (b) hold.

TOME 72 (2022), FASCICULE 5
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DEFINITION 2.10 (Coronizations). — Let C,,Cy. > 1. Suppose that
E € Reg(C,) and let D(E) be as above. Let £ C Reg(Clx). Suppose 0 < n
and K > 1. We say that E admits an (n, K )-coronization with respect to
& if the following holds. There is a disjoint decomposition D(F) = G U B,
satisfying the following properties.

(i) The “Good”collection G is further subdivided into disjoint stopping
time regimes {S}secs, such that each such regime S € S is coherent
(cf. Definition 2.9).

(ii) The “Bad” cubes, as well as the maximal cubes Q(S) satisfy a
Carleson packing condition: There exists a constant C, x > 0 such

that
doow@)+ D QM) < Crrp@), YQeDE).
Q'CQ,Q'eB S:Q(S)CQ

(iii) For each S, there exists I's € € for every Q € S,

(2.5) sup dist(z,I's) < n4(Q).
rzeKQ

In the sequel, we write M = {Q(S)}ses to denote the set of maximal
cubes.

DEFINITION 2.11 (Big Pieces). — Suppose that C,C’,C" >1,6,6' > 0.
Suppose that £ C Reg(C). We say that E € Reg(C’) has big pieces of £
with constant 6, written E € BP(E)(0,C"), if for for every x € E and r > 0
there exists I' € € such that

p(TNENB(z,r)) > or'.
6,C

We say that E € Reg(C") is in BP(BP(E)(0,C"))(¢',C"), if for every x € E
and r > 0 there exists I' € Reg(C”) N BP(€)(0,C") such that

w(TNENB(z,r) >0

Remark 2.12. — It is implicit in the preceding definition that diam(E) =
oo. We shall work with unbounded sets E (except when utilizing the local-
ization Lemma 2.2), for the sake of convenience, but this is a minor matter.
In Euclidean space with p the Hausdorff measure, if the property in ques-
tion holds in particular for d-planes, then there is a standard procedure to
treat the case of bounded sets: if E is a bounded set satisfying a corona de-
composition with respect to some class of sets £, and if d-planes also enjoy
the corona property with respect to the same class £, then we may consider
the set £, = F'U P, where P is a d-plane whose distance to F is compara-
ble to the diameter of E. Then Theorem 1.1 says that E, € BP?(£), and
hence E inherits the BP? property.
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More generally, in a metric space setting one can modify our proofs mu-
tatis mutandis to the bounded setting. We leave the details to the interested
reader.

Remark 2.13. — Below we will always establish results where the values
C,c', " 0,0

are all controlled by the allowable parameters. For this reason and to ease
notation we will often simply write BP(£) in place of BP(£)(0,C") and
BP?(&) in place of BP(BP(E)(#,C"))(0',C”). We are quite sure that the
reader will appreciate this.

Trading for scales (see Remark 2.3) and using the dyadic cube construc-
tion allows us to check the big pieces condition only on dyadic cubes.

LEMMA 2.14 (Big pieces on cubes is big pieces). — Let 6§ > 0. Let
E € Reg(M) and €& C Reg(L) for some M,L > 0. There is a constant
¢ = ¢(d, M), such that if for every cube @Q € D(FE), there exists T' € £, with

w(@NT) 2 0u(Q),

then E € BP(&)(cf, M). Conversely, there is a constant ¢’ = ¢/(M,d), such
that if E € BP(€)(6, M), then for every cube Q € D(E), there existsT' € £
such that

w@NT) > ou(Q).

Proof. — Suppose that Q € D(E) there exists I' such that p(Q NT) >
O0u(Q). Let x € E and r > 0. Recall the dyadic cubes have the property
that diam(Q) ~ £(Q) ~ u(Q)Y/? and Ugep, = @ with @ € Dj, meaning
£(Q) = 27%. Then we may choose k and Q € Dy such that k ~ log,r,
z € @ and diam(Q) < r/2. Thus, Q@ C B(z,r) N E and there exists I € £
such that

p(B(z,r)NT) > w(@NT) = 0p(Q) ~ 04(Q)" ~ or.

As the implicit constants above only depend on d and M it follows that
E € BP(€)(eh, M) for some ¢ = ¢(d, M) > 0.

Now suppose that F € BP(E)(0, M). By the properties of dyadic cubes,
there exists ap > 0 depending only on d and M such that for any cube
Q € D(E), B(zg,al(Q)) N E C Q. Let Q@ € D then by hypothesis there
exists ' € E such that

u@QnNT) > pu(B(aq,aol(Q)) N E) > 8(aol(Q))?) ~ 64(Q)? ~ u(Q).

This proves the lemma. O
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2.5. f-numbers and geometric lemmas

We now state the definitions of some geometric lemmas. Here the words
“geometric lemmas” mean unilateral or bilateral closeness of a regular set
to a family of sets (which are not necessarily regular), quantified in terms
of a Carleson measure or Carleson set condition.

DEFINITION 2.15 (f-numbers for general sets). — Let A be an arbitrary
collection of (non-empty) sets. Fix E € Reg(C). For q € (0,00), Q € D(E)
we define

fual@ = jut {u@ [

and when q = co we define for () a dyadic cube

1/q
[(diam Q)" dist(y,A)]qdu(y)} .

Q) = e a(@) = f, {aiam(Q) " sup dist(y, 1)}
AcA ye2Q
DEFINITION 2.16 ((p, ¢)-general geometric lemmas). — For fixed p €

(0,00) and q € (0,00] we say that E satisfies the (p,q)-general geometric
lemma with respect to A written E € GLem(.A, p, q) if there exists M > 0
such that

> B,.4@)Pp(Q) < Mu(R), R eD(E).

QCR
At times, we shall want to stress the Carleson measure constant M and we
then write E € GLem(A, p, q, M).

DEFINITION 2.17 (The weak geometric lemma). — Given € > 0 we say
that E satisfies the weak geometric lemma with parameter € with respect
to A, written E € WGLem(A, ¢) if there exists M, > 0 such that

> wQ) < M p(R), ReD(E).
QCR
Ba(Q)>e

At times, we shall want to stress the Carleson set constant, and we then
write E € WGLem(A, €, M,).

DEFINITION 2.18 (Bilateral versions and the bilateral weak geometric

lemma). — We also define a bilateral version of S for any dyadic cube

Q as

bBA(Q) :=diam(Q) ™! inf < sup dist(y, A)+ sup dist(z, )y,
AEA | ye2Q 2€ANB(zq,2 diam(Q))
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where x¢ is the “center” of (), as in (2.1). We say E satisfies the bilateral
weak geometric lemma with parameter ¢ with respect to A, written E €
BWGLem(A,¢€) if there exists M, > 0 such that

> wl@Q) < Mcp(R), ReD(E).
Qcr
bBA(Q)>e

We shall write E € BWGLem(A, ¢, M,) when we want to stress the Car-
leson set constant.

Remark 2.19. — The “dilation parameter” 2 in the definitions of 5 and
bf could be replaced by any k > 2, i.e., with k@, kdiam(Q) in place of
2Q, 2diam(Q).

Remark 2.20. — Concerning the definition of b3(Q), if the set
(2.6) AN B(zg,2diam(Q)) = 2,

with z¢ as in (2.1), then we set SUP.¢ 4np(zg 2 diam(@)) dist(z, £) = 0. This
is not a problem in applications as € in the definition of BWGLem(A, €, M,)
is typically (very) small, and when (2.6) holds, the first term in b3 is greater
than or equal to 1. For instance, the membership £ € BWGLem(A, €, M,)
and F € WGLem(A, ¢, M,) hold vacuously for any regular set E whenever
e > 2 and A is any collection of sets such that for every z € X there
exists A € A such that z € A (e.g. X = R" and A is the collection of all
d-dimensional affine spaces).

Remark 2.21. — In the literature, the weak and bilateral weak geometric
lemmas are often stated in a “parameterless” manner. In particular, we say
the weak geometric lemma holds for E if there is a function v : (0,1] — R
such that E € WGLem(A, €,7(e)), for every e € (0, 1].

Remark 2.22. — We would like to point out that the “choice” of dyadic
grid is not important in the definitions of the geometric lemmas, provided
one is willing to lose something in the parameters (¢ and the Carleson
constants). For instance, if F € GLem(A,p,q, M) with respect to some
grid D then F € GLem(A, p, ¢, M) for any other grid D, where M’ depends
only on M, d, and the regularity of F.

2.6. Stability of geometric lemmas under the “big piece functor”

We here state three propositions concerning the stability of geometric
lemmas defined in the previous subsction under the “big piece functor”.
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The proofs of these propositions can be found in Appendix A. Concerning
the general geometric lemma, weak geometric lemma and bilateral weak
geometric lemma the following hold.

ProPOSITION 2.23. — Let A be a collection of subsets of X . Let Cy, > 1,
0,M >0 and p € (0,0), q € (0,00] satisfy
1 1 1
g - ; + E > 0.

Suppose that E € Reg(C,) and that

&€ C Reg(C,) N GLem(A, p,q, M).
If E € BP(E)(A,C) then E € GLem(A,p,q, M'), where M’ depends on
Cs,0,M,p,q and dimension.

PROPOSITION 2.24. — Let A be a collection of subsets of X. Let C, > 1,
€,0, M > 0. Suppose that E € Reg(C,) and
E C Reg(C,) NWGLem(A, e, M).

If E € BP(€)(0,C,) then E € WGLem(A, Ce, M'), where C depends only
on dimension and C, and M’ depends on C,, ¢,0, M > 0 and dimension.

PrOPOSITION 2.25. — Let A be a collection of subsets of X . Let Cy > 1,
€,0, M > 0. Suppose that E € Reg(C,) and

€ C Reg(C,) NBWGLem(A, €, M).

IfE € BP(&)(9,Cy) then E € BWGLem(A, Ce, M'), where C depends only
on dimension and C, and M’ depends on C., €,0, M > 0 and dimension.

Remark 2.26. — We remark that in the statements of the preceding
propositions, there is no loss of generality to assume that the d-regularity
constants for £ and £ are the same, as in general we may simply take the
larger of the two. This same remark applies in the sequel.

3. Proof of Theorem 1.1

In this section we prove Theorem 1.1. Using the notation introduced in
the previous section the following is the precise formulation of Theorem 1.1
and this is the statement that we will prove. We observe that Remark 2.26
applies here.

Let C. > 1. Suppose that E € Reg(C,) and let D = D(E) be the set
of dyadic cubes as Lemma 2.5. Assume that & C Reg(C,) and that F
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admits an (n, K)-coronization (see Definition 2.10) with respect to & for
some ) > 0 and K > 1. Then E € BP?*(E) with constants depending on
C.,d,n, K and C,, i (the constant in Definition 2.10).

From this point forward we assume that E € Reg(C\), £ C Reg(C.) and
that E admits an (), K)-coronization with respect to £ for some 1 > 0 and
K > 1. We define

(3.1) o {M(Q), if Qe MUB,

0, otherwise.

and we let m be the discrete measure with respect to {ag}gen. Note that
by assumption

(3.2) [mlle < C k-

Let @ € S for some S € § and let I's be the set in £ supplied by the
coronization. Let Xq € I's be such that dist(Xq, zg) < n¢(Q), where lower
case xq is the “center” of @ as in (2.1). Let I's(Q) := (I's)x,,co0(q) be
the d-regular localization of I's as in Lemma 2.2, where, by the triangle
inequality and (2.5), we can choose Cy Z4c, (K + n) such that I's(Q)
satisfies
(3.3) sup dist(z,I's(Q)) <n(Q), YQ' CQ,Q€eS

TEKQ'
and
Fs(Q) - B(IQ, 5COE(Q))

Here we use that I's N B(Xq, Col(Q)) C I's(Q) and the properties of the
dyadic cubes. Recall by construction (see Lemma 2.2) that T's(Qp) is closed,
cCol(Q) < diam(T's) < 3Cp¢(Q) for a constant ¢ depending only on d and
C. and that T's(Q) € Reg(2°9109C,, 10C/(Q)). (Note that we can always
use Lemma 2.4, to prove that I's(Q) € Reg(26?10¢M4C,, MCyl(Q)) for
any fixed M and we will do so below.)

By perhaps taking C larger (depending on d and C) we may also assume
that if @ € D(F) and Q* is the grandparent of @’ then diam(Q*) <
Col(Q"). In particular, with this extra condition on Cy and @', Q* as above

dist(zgr, xg+) < Col(Q").

3.1. Preliminary observations

We here record two important observations as lemmas.
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LEMMA 3.1. — Fixx € E and S € S. If there exists an (infinite) nested
sequence of cubes Qp 2 Q1 2 Q2..., with x € Q and Q) € S, then
z € I's(Qo)-

Proof. — The proof of this lemma is simple. Since Qxt+1 € Qk, it follows
that £(Qx) < 27%0(Qp). Then (3.3) gives that dist(z, T's(Qo)) < 27%4(Qo)
for all k € N. Since I's(Qy) is closed, = € I's(Qo). O

LEMMA 3.2. — If Qo € D(E), F is a collection of pairwise disjoint
subcubes of @y and
[mzlleQy < 1/2
then there exists S € S such that QQ € S whenever Q € Dr g, .

Proof. — This proof is also simple but requires chasing a few definitions.
We first note that we can assume that F # {Qq}, as otherwise the lemma
is vacuously true. For @ € Dr o, we have

aQ/m(@Q) S m(Q)/m@Q) < [[mzlleqy) < 1/2.

By definition ag/u(Q) € {0,1} and hence Q € Dr g, can never be a
maximal or a bad cube.

Let Sy be the stopping time regime such that Qg € Sg. Suppose, for the
sake of contradiction, that @) € Dr ¢, but @ & Sp. Since ) is not maximal
or bad, it must be the case that ) € S for some S # Sy. It can’t be the case
that Qo C Q(S) (the maximal cube for S) as by coherency of the stopping
time regimes, Qo € S, which would yield a contradiction. On the other
hand, if Q(S) C Qo then since Q@ C Q(S) we have Q(S) € Dr g,. This is
contradiction to the fact that Dz ¢, contains no maximal cubes. O

Combining the two lemmas above, we obtain the following.

LEMMA 3.3. — Let Qo € D(E) and F = {Q,},; be a collection of pair-
wise disjoint subcubes of Qo, with F # {Qo} and

Imzllcq, < 1/2.

Let Sy be the stopping time regime such that Qy € Sy, which exists by
Lemma 3.2. Set A= Qo \U;Q;. If x € A then x € I's,(Qo).

Proof. — If € A then, by properties of dyadic cubes for () € Dy, with
r € @ we have that @ is not contained in Dg; for any j since this would
imply that z € @;. Thus @ € Dr g, and it follows from Lemma 3.2 that
Q@ € So. Then let Q;,7=0,1,2... be such that Q;41 is the unique subcube
of @; such that = € @Q;11. Then x € Q; and the collection Q; satisfy the
hypothesis of Lemma 3.1 and hence z € I's, (Qo). O
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3.2. Proof of Theorem 1.1 by induction

We are now ready to prove Theorem 1.1 and the proof proceeds via
induction. We form two statements.

For a > 0, let H(a) be the following statement: There exists positive
constants c,, ¢, C., 0, such that if m(Dg,) < ap(Qo), then there exists
Fg, with the following properties:

(i) Fg, C B(zq,,20Col(Qo)) and diam(Fg,) = cal(Qo)-

(i) Fg, € Reg(C’,Col(Q)) and Fg, is in BP(E) up to the scale Col(Qo),
that is, for every = € Fg, and r € (0,Cof(Qo)) there exists I' =
I'(z,r) € € such that

o]

w(@T N Fg, N B(z,7)) = 0,

(i) p(Fa, N Qo) > c,u(Qo).

We also formulate another hypothesis. For a > 0 let H*(a) be the fol-
lowing statement: There exists positive constants ¢, ¢, C’, 0, such that If
m(Dg,) < ap(Qo) then there exists Fp, with the following properties:

(I) Fg, € Reg(C)) and Fg, € BP(E)(6,,C"). Recall this means for
every x € Fg, and r € (0,00) there exists I € £ such that

w(@T N Fg, N B(x,r)) = 0,7

(D) u(Fg, N Qo) = cou(Qo)-

Using Lemma 2.14 we see that to prove the theorem it is enough to verify
that H*(a) holds for all a € [0,C;, k], with bounds depending only on a
and allowable parameters. In particular, we want to prove that H*(C,, k)
holds as, by the definition of the coronization, m(Dg) < C, xp(Q) for all
@ € D. Notice hypothesis H(a) is a localized version of H*(a). A crucial
part of the proof below is taking unions of these constructions in a way
that does not destroy the ADR property. We will prove these statements
simultaneously as the proofs are similar.

We first verify that H(0) and H*(0) hold, which is essentially trivial.
Indeed, m(Dg,) = 0 implies that |mz|cg,) = 0 < 1/2 with F = @.
Then A = Qo in Lemma 3.3 and hence @)y € Sy for some Sy € S with
Qo C I's(Qo). To verify H(0) we take Fg, = I's,(Qo) and property (iii)
is satisfied with ¢, = 1. By construction I's,(Qg) has all the properties
necessary in H(0). To verify H*(0) we take Fg, = I's,. Since I's,(Qo) C
I's, we have that property (II) is satisfied with ¢/, = 1 and the other
properties hold trivially.
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We now fix b > 0 depending on d and C,, such that Cb < 1/2, where C
is from Lemma 2.8. We prove that if H(a) and H*(a) hold then H(a + b)
and H*(a + b) hold.

Let Qo be such that m(Dg,) < (a+b)1(Qo). We apply Lemma 2.8 to Qo
to obtain F = {Q,}, a collection of pairwise disjoint subcubes of o, with
the properties stated in Lemma 2.8. An important observation is that by
our choice of b we have

[mzlleq,) <1/2,
and this allows us to utilize Lemmas 3.2 and 3.3 (in the case F # {Qo}).

We define the following objects®: G := F\B, where B is from Lemma 2.8

and G = Ug,cgQ;. Set 7, = 1 — 2t > 0 and let A = Qo \ (Ug,crQ;).

a+2b
By Lemma 2.8 we have that pu(B) < (1 —v4)1(Qo) so that

AU G) = p(Qo N BY) = vap(Qo)-

This allows us to consider two cases.

Case 1. — pu(A) > (7a/2)11(Qo). In this case, we use Lemma 3.3 to say
that there exists Sy, a stopping time regime, such that Qy € Sy, and
x € A implies that x € I's, (Qo). To verify H(a) (in Case 1) we again take
FQO = FSO (QO) and since A C FSO (Q0> we have /’L(FQO N QO) 2 '711/2#(@0)
so that property (iii) holds. As the other properties ((i) and (ii)) hold by
construction, this takes care of this case for H(a). To verify H*(a) (in
Case 1) we take Fg, =T's,.

Case 2. — u(G) = (Va/2)11(Qo). We decompose this case further.

Case 2a. — F = {Qo}. In this case, m(Dg, \ {Qo}) < an(Qo) (otherwise
B = Qo which violates the second property in Lemma 2.8). By definition
of m (and pigeon-holing) there exists @ a child of Qg for which m(Qf) <
au(Qp). In this case we may apply the induction hypothesis® to Q5- Upon
allowing the constants to get “worse”, accommodating for the fact that
2(Qp) = (1/2)£(Qo) we have that H(a+b) and H*(a+b) hold in this case.

Case 2b. — F # {Qo}. By definition of G, for every Q; € G there exists
Q;, a child of @Q;, for which it holds that m(Q;) < au(Q;). Thus, we can
apply the induction hypothesis to any @); € G, the collection of all children

(2 Here and below for notational convenience we take B and G to be collections obtained
by using Lemma 2.8, and not the collections from the corona decomposition. When we
wish to describe a cube from the corona decomposition, we will use the words to “good”,
“bad” or “maximal” cube.

(3) Here we apply H(a) when trying to prove H(a + b) and H*(a) when we are trying
to prove H*(a +b) .
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of the cubes in G satisfying m(@j) < a,u(@j). Before we do that, we need
to work with a collection of separated éj so that later we can maintain
the upper regularity when we combine the sets F—— from the induction
hypothesis. Using a standard covering lemma argun;ent, we extract from

G a finite™® collection of cubes G/ = {Q;} < G such that
1(Ugr Q%) 2 1(UgQj) = 1(G) 2 (7a/2)1(Qo),
where the implicit constants depend on d and C, and
dist(Q}, Q) > 80Co max{£(Q}), {(Q1)},  VQ Q) € G'(j # k).

Remark 3.4. — Recall that since |mz| < Cb < 1/2 and Qo ¢ F it must
be the case that Qg € Sy for some stopping time regime Sy and, in fact,
we have, by Lemma 3.2, that every cube @ € Dr g, has the property that
Q € Sp as well. In particular, if for every @} € G" we write @} to denote
the grandparent of Q; we have Q7 € Dr g, and hence Q € So.

To proceed with Case2b we now construct the set Fi,. If we are proving
H(a+b) we set Fy :=T's,(Qo), where Sy is the stopping time regime such
that Q¢ € Sp. If we are proving H*(a + b), we take Fy = I's, (as usual).
Now, regardless of whether we are proving H(a +b) or H*(a +b), for each
Q) € G', we apply the induction hypothesis [ (a) and we let

Fj = FQ;

be the set satisfying properties (i), (ii), (iii) (adapted to the scale/size of
Q}). Finally, we set
Fo, = Uj:on-

Note that Fg, is a closed set, because it is the finite union of closed sets.
We now verify that the set Fip, has the necessary properties. When proving
H(a+b) we see that property (i) holds rather trivially, using the triangle in-
equality® . The next easiest property to verify is (iii) (or (II) when proving
H*(a+ b)) and we do that next.

Fg, has property (iii) (or (II) when proving H*(a + b)): Recall that we
have shown that 1(Ug'Q}) Z 1(Qo), where the implicit constant depends

(4) Aside from finiteness, we do not control the cardinality. This is done only to ensure
the union is also closed.

(®)Here we use that zor € B(zqQy,Col(Qo)) so that B(IQ/A,ZOCOZ(Q;))
B(wgy, 20C06(Q}) + Col(Go)) C Bl(zgg,20C04(Qo)), where we use that £(Q))
(1/2)(Q;) < (1/2)4(Qo). Thus, using property (i) for Q; we have F; C
B(JJQO,QOC()Z(Q())).

N
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on d and the regularity constant for E. Also, by property (iii) for F; we have
that u(F; N Q%) = cuu(Q}). As the Q' are pairwise disjoint it follows that

1(Qo N Fo,) Z“Q N F;) anu 1(Qo),

j=1 j=1

which yields property (iii).

It remains to verify property (ii) (or (I) when proving H*(a+b)) for Fg,
and we decompose the verification into two steps: F, satisfies the upper
regularity condition and Fg, satisfies the lower regularity condition and
Fo, € BP(€).

Fq, satisfies the upper regularity condition: Here we prove the upper
bound in the definition of Reg(C., Col(Q)) (when proving H(a + b)) or
Reg(C?) (when proving H*(a + b)). The proof is the same in either case
(H(a+b) or H*(a +b)).

Let z € Fg, and r € (0,00). We consider the contributions from Fj
and {F;};>1 separately. Notice that Fy C I's, regardless of whether we are
showing H(a + b) or H*(a + b), so that Fy satisfies the upper regularity
condition. If B(z,r) meets Fy then B(z,r) C B(y,2r) for some y € F
and hence p(B(z,r) N Fy) < p(B(y,2r) N Fy) < ™ by the upper regularity
property for Fy. We dominate the contribution from the union of the sets
{Fj}iz1 by

Zu z,7)NFj) < Z w(B(z,r) N F;) + Z w(B(z,r) N F;)

i1 G(Q})>r Q) <r
=: Tl + TQ.

We first handle the term 77 and we will see there is at most one non-
zero term in Tj7. Note that by hypothesis F; C B(xQ;,QOCOK(Q;)) SO
that (as Co > 1) if B(x,r) meets F; with £(Q}) > r, then B(z,7) C
B(mQ;,Qlc’oé(Q;)). If B(x,r) were to meet Fj, for k # j then

B(xQ; ) 21C0£(Q;)) n B(ZQ;72]-CO€(Q;)) 7£ a9,

and this contradicts the fact that dist(Q’, Q},) = 80C, max{£(Q%), {(Q},)}.
Thus, Ty = 0 or Ty = p(B(z,r) N F;) for a single F; with £(Q) > r and, in
that case, we can use the upper regularity of F; to conclude that T} < rd.

We next handle the term T5. The collection of F; with E(Q;) < ris
contained in B(z,Cr) (C = 80C, will do). Using the upper regularity
for Fj we have pu(Fj) < diam(F;)? < 0(Q))* < w(Q)) and using that

ANNALES DE L’INSTITUT FOURIER



CORONA IMPLIES BP2 2059

F; C B(xQ;,QOCO (Q})) we have Q; C B(x,2Cr). Thus

Ty = Z w(F; N B(z,r))
J(Q))<r

<Y @) <uBa.onnE) <
j:Q;.CB(x,QCr)
where we have used that E € Reg(C,). This shows that F, satisfies the
upper regularity condition.
Fg, satisfies the lower regularity condition and Fg, € BP(E): Let « €
Fg, and r > 0 with the further restriction that r < Cpl(Q) in the case we
are proving H(a + b). We decompose the proof into cases:

Case a: x € Fy.
Case B: x € F; for some j > 1 and r < (800 + n)Col(QY).
=1

Case v: « € F; for some j and r > (800 + 1)Col(Q).

Case . — x € Fp. In this case, if we are trying to prove H(a + b) we
just use that Fy € Reg(25¢C,, Col(Q) and Fy C I's, with I's, € €. Thus,
by construction Fp satisfies the lower regularity condition and is BP(E) (up
to scale £(Qo)). In particular, u(B(z,r) N Fg,) = p(B(z,7) N Fy) 2 r? and
the set B(x,r) N Fy is a subset of a set in £. This takes care of case o when
showing H(a + b). When showing H*(a + b), the proof is almost identical.

Case 8. — x € Fj for some j > 1 and r < (800 + 7)Col(Q}). In this
case, we simply use the BP(&) and lower regularity conditions for Fj. In
particular,

w(B(z,r) N Fo,) 2 w(B(x,r) N F;) 2 r"
by the lower regularity property of F; and using the BP(E) property of
F} there exists I' € £ such that p(B(z,r) N Fg, NT') > pw(B(z,r) N F; N
I') 2 r™. (Recall that these properties hold for F; up to the scale £(Q;) by
property (ii) for Fj}.) This takes care of case .

Case v. —x € Fj for some j > 1 and r > (800 + 7)Col(Q}). Re-
call by the discussion above (see Remark 3.4) that ()} the grandparent
of Q;- is in the stopping time regime Sy and hence, by choice of Cy,
dist(a:Q;,Fso(Qo)) n¢(Q}). Moreover, by the choice of Cy we have that
dist(xQ;,xQ;) < Col(Qj) and F; C B(er 40Co¢(Q7)). Thus, there exists
z € I's, (Qo) such that dist(a:Q;_,z) < nE(Q )+80C0(Q) and the condition
on r shows that B(z,7/2) C B(z,r). Now, using the arguments of case «
with r replaced by r/2 (which produces slightly worse estimates) we can
conclude that case v can be taken care of
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We have now proved property (ii) if we were trying to prove H(a + b)
(or (I) when proving H*(a + b)) and hence H(a + b) and H*(a + b) hold.

4. Applications to parabolic uniform rectifiability

In this section we use Theorem 1.1, Theorem 1.2 and results from [2]
to give a new characterization of parabolic uniformly rectifiable sets. We
consider n € Z and we will always assume that n > 1. We consider the
Euclidean (n + 1)-space R"™! where points will be denoted by (Y,t) =
(Y1,--+,Yn,t), where Y = (y1,...,y,) € R™ and ¢ represents the time-
coordinate. Let (-,-) denotes the standard inner product on R™ and let
[Y| = (Y, Y)¥/? be the Euclidean norm of Y. We let ||(Y,1)]| := |Y| + [¢|*/2.
Given (Y,t),(Z,s) € R**1 we let

d(Y.,2,5) = dp((Y.1), (Z,5)) = |V — Z| + |t — 5| /2
Throughout the section we consider the triple
(X, dist, p) : X :=R" dist :=d,, p:= H;Jrl,
and we let
d:=n+1.

Here Hg“ is the parabolic Hausdorff measure defined by

n+1 R T —+1
H)7(E) = lim H:(E),

50+ PO

where
HP3N(E) = inf {Z diam(E;)"+ : E C U; B, diam(E;) < 5}

(the diameter is taken with respect to the parabolic distance). We also let
P denote the set of hyperplanes in X containing a line parallel to the ¢
axis.

As noted in the introduction, in [19, 20] the third and fifth author, to-
gether with John Lewis, introduced a notion®) of parabolic uniformly recti-
fiable sets. Using the notation introduced the paper this notion of parabolic
uniformly rectifiable sets can be defined as follows.

() In the original works of Hofmann, Lewis and Nystrom the product measure H" ! x
H' was used. This is unnecessary restrictive as was shown in [2]. In fact, using the
methods here, one can show that the weaker notion, using Hg‘"1 implies the stronger
notion using the product measure. This is discussed in detail in [2].

ANNALES DE L’INSTITUT FOURIER



CORONA IMPLIES BP2 2061

DEFINITION 4.1. — Let E C X. E is parabolic uniformly rectifiable
set, or E is uniformly rectifiable in the parabolic sense, if E € Reg(C) N
GLem(P, 2,2), for some finite C' > 1

To introduce the Lipschitz type graphs of which we want to consider big
pieces, we first note that in [17, 18, 26, 27, 29] the authors established the
correct notion of (time-dependent) regular parabolic Lipschitz graphs from
the point of view of parabolic singular integrals and parabolic measure. To
expand a bit on this, recall that 1 : R"~! x R — R is called Lip(1,1/2), or
Lip(1,1/2) regular, with constant b, if

(4.1) (s t) = 0y, )| < (Jo =yl + [t = 52)
whenever (z,t) € R, (y,s) € R*. I' = I';, C R""! is said to be a (un-
bounded) Lip(1,1/2) graph, with constant b, if
(4.2) =Ty ={(z,2,,t) ER"'XxRxR:z, =(x,t)}
for some Lip(1,1/2) function ¢ having Lip(1,1/2) constant bounded by
b. ¢ = Y(z,t) : R" ! x R — R is called a regular parabolic Lip(1,1/2)
function with parameters by and bs, if v satisfies

(i1) 1/2%11 € BMO(R"), [D} /zl/fH < by < o0,

Here Di/2¢(x, t) denotes the 1/2 derivative in ¢ of ¢ (x, -), x fixed. This half
derivative in time can be defined by way of the Fourier transform or by

(4.4) 1/2th5 /¢ s—t\?’/z )ds

for properly chosen ¢. || - ||« denotes the norm in parabolic BMO(R™). For a
definition of the space parabolic BMO(R™) we refer to [19]. It is well known,
see [18], that if ¢ is a regular parabolic Lip(1, 1/2) function with parameters
b1 and bo, then 9 is Lip(1, 1/2) regular with constant b = b(by, ba). However,
there are examples of functions ¢ which are Lip(1,1/2) regular but not
regular parabolic Lip(1,1/2), see [27].

(4.3)

DEFINITION 4.2. — We say that T is a regular (or good) parabolic graph
with parameters by and ba, I' € GPG(by, b2) for short or simply I' € GPG
if the parameters are implicit, if after a possible rotation of the spatial
variablesT' = Ty, can be represented as in (4.2) for some a regular parabolic
Lip(1,1/2) function ¢ = ¢(z,t) : R"~! xR — R with parameters by and bs.

We next formulate the following lemma which states that good parabolic
graphs are uniformly rectifiable in the parabolic sense.
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LEMMA 4.3. — Assume that after a possible rotation of the spatial vari-
ables I' = I'y, can be represented as in (4.2) for a Lip(1,1/2) function .
Then T is uniformly rectifiable in the parabolic sense if and only if D} /Qw €
BMO(R™), in particular, if I' € GPG(by,bs) then I' € GLem(P, 2,2, M),
where M only depends on d, by, bs.

Proof. — The fact that I' € GPG(by, b) implies I' € GLem(P, 2,2, M),
with M depending on d, by,bs, is proved in [17, pp. 249-251]. In [17] a
different formulation of the half-order derivative condition was used, but
the two formulations are equivalent for Lip(1,1/2) graphs, as is proved
in [18, Section 7]. The converse implication, i.e., that if T is uniformly
rectifiable then Di/zw € BMO(R™), is proved in [19, pp. 370-373]. For
both of these implications, the proofs in the cited references are given in
terms of continuous parameter versions of 5, rather than the dyadic version,
but it is easy to see that a Carleson measure condition for the former is
equivalent to a dyadic Carleson measure condition for the latter. O

To proceed we next state the following result concerning Corona de-
compositions of parabolic uniformly rectifiable sets. The theorem is proved
in [2].

THEOREM 4.4. — Let E C X and assume that
E € Reg(Cy) N GLem(P, 2,2, M),

i.e., E is uniformly rectifiable in the parabolic sense. Suppose 0 < n and
K > 1. Then there exists by, ba, both depending at most of d,C,, M
and n, K such that E admits an (n, K)-coronization with respect to & =
GPG(by, ba).

Using Theorem 4.4 we are able to specify and apply Theorem 1.1 and
Theorem 1.2 to the parabolic setting. Theorem 1.1 yields the following.

THEOREM 4.5. — Suppose that E € Reg(C) admits a coronization with
respect to £ = GPG(by, by) for some fixed by, by. Then E € BP*(GPG(by, by))
with constants depending on d, C, by, by and the constants in the coroniza-
tion.

Theorem 4.3 says that I' € GPG(by,bs) implies I' € GLem(P, 2,2, M)
with M = M(by,ba,d). Tt is easy to deduce the weak geometric lemma
from the geometric lemma (see, e.g., [19, Section 2]), and in particular, " €
GPG(b1,be) implies that for every e € (0, 1] there exists M. depending on
d, by, by and € such that T' € WGLem(P, €, M, ). Due to the graph structure
the following lemma holds.
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LEMMA 4.6. — Assume that after a possible rotation of the spatial
variables I' = T'y, can be represented as in (4.2) for a Lip(1,1/2) func-
tion 1. Suppose that for every € € (0,1] there exists M, such that T €
WGLem(P, e, M.). Then for every € € (0,1] there exists M! depending
on the Lip(1,1/2) constant, d and the function y(¢) := M, such that
I' € BWGLem(P, ¢, M!). In particular, if ' € GPG(by,bs) then for ev-
ery € € (0,1] there exists M! depending on d,by,bs and € such that T' €
BWGLem(P, €, M).

Proof. — Given € € (0, 1] assume that I' € WGLem(P, ¢, M,). Let Q €
D(T') and let (X¢,tq) denote the center of Q. Consider

Bpr(Q):= inf {diam(Q)™* sup dist((Y,s),P) .
pPeP (Y,s)e2Q
Given @ we let
Pg:={P € P: P passes through (Xg,t0)}
and we introduce
Bpr(Q) = inf {diam(Q)"! sup dist((Y,s),P) .
PePg (Y,8)e2Q

Then
(4.5) Bpr(Q) < Bpr(Q) < cBpr(Q)

Wherg the constant ¢ > 2 is independent of @) and I". Consider an arbitrary
P € P. Then

(16) bpr(@) < diam(@)~" sup dist((Y,5). P)
(Y,s)e2Q

+ diam(Q)™* sup dist((Z,7),T).
(Z,7)ePNB((Xq,tq),2diam(Q))

Using that T' is the graph of a Lip(1,1/2) function with constant b we see
that there exists a constant K = K (b) > 1 such that

(4.7 sup dist((Z,7),I') < sup dist((Y,s), P).
(Z,7)ePNB((Xq,tqg),2diam(Q)) (Y,s)eKQ

Combining (4.5)—(4.7) we deduce that

(4.8) bBp.r(Q) < c(b)Bpr(KQ).

Using this inequality we see that for every e € (0, 1] there exists M, de-
pending only on b, d and the function v(¢) := M, such that

I' e BWGLem(P, e, M}). O
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Theorem 1.2 now yields the following where Lemma 4.6 is used in
part (iii).
THEOREM 4.7. — Suppose that E € Reg(C.) admits a coronization

with respect to &€ = GPG(by, bs) for some fixed by, bs. Then the following
hold.

(i) E € GLem(P,2,2, M) where M depends on C.,by,bs,d and the
constants in the coronization. In particular, E is uniformly rectifi-
able in the parabolic sense.

(ii) For every € € (0, 1] there exists M., depending on €, Cy, b1, bs, d and
the constants in the coronization, such that E € WGLem(P, ¢, M,).

(iii) For every € € (0, 1] there exists M/, depending on €, Cy, b1, bs, d and
the constants in the coronization, such that E € BWGLem(P, e, M!).

Specializing to the case of the Geometric Lemma, we conclude with the
following, which is an immediate corollary of previously stated results.

THEOREM 4.8. — Suppose that E C R"™ and E € Reg(C,), for some
C. > 1. Then the following are equivalent:

(i) FE is uniformly rectifiable in the parabolic sense.
(ii) E admits a coronization with respect to € = GPG(by, by) for some
b, ba.
(iii) E € BP?*(GPG(by,bs)).

Indeed, observe that (i) implies (ii) is Theorem 4.4, which is one of the
results that will appear in our forthcoming paper [2]; (ii) implies (iii) is The-
orem 4.5; finally, the implication (iii) implies (i) follows from Lemma 4.3,
and the stability result Proposition 2.23, applied with p = ¢ = 2, and with
A = P, the collection of all hyperplanes parallel to the t-axis.

We conclude this section with a corollary concerning singular integral
operators on parabolic uniformly rectifiable sets. Let d = n + 1 denote
the parabolic homogeneous dimension of R™. Given a positive integer IV,
we shall say that a singular kernel K satisfies (d-dimensional) “C-Z(N)”
estimates if K € CNV(R"*1\ {0}) and

VA OFK (Y, 1) < Cin (Y, 0)| 74772, YO<j+k<N.

COROLLARY 4.9. — Suppose that E C R™t! is uniformly rectifiable in
the parabolic sense. Let K € C™ (R"T1\ {0}) be a C-Z(N) kernel. Assume
further that K(Y,t) isodd in Y, for each fixed t, i.e., K(Y,t) = —K (=Y, t),
for every Y € R",t € R. For each € > 0, define the truncated SIO

T (Y, 1) = K(Y —Z,t—s)f(Zs)dYds.
F¥1) //HYZMIX (Y — Z,t— ) f(Z,5)dY ds
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Then for N sufficiently large, we have the uniform L? bound
(4.9) Sl>110>\|Taf||L2(E) < Ollfllz2 ey »

where C' depends only on K, n, and the constants in the parabolic uniformly
rectifiable and ADR conditions for E.

By the “good-A" method employed Guy David (and Cotlar’s inequality
for maximal singular integrals, see [10, Proposition I11.3.2]), the L? bounds
in (4.9) are stable under the “big pieces functor”. Thus, by Theorem 4.8,
the conclusion of the corollary is reduced to the case that E is a Good
Parabolic Graph in the sense of Definition 4.2. In turn, the latter case
follows essentially from [17] (using the method of [7]). The results in [17]
apply directly only to the case that K satisfies the parabolic homogeneity
condition

K(pY,p*t) = p 'K (Y,t), Yp>0,
but in fact the arguments in [17] may be adapted to treat the non-homo-
geneous case as well. Details will appear in a future publication, see the
note [3].

To conclude this section we make an observation that draws a contrast
between the study of uniformly rectifiable sets and sets which are uniformly
rectifiable in the parabolic sense.

OBSERVATION 4.10. — Let n > 2. There exists a Lip(1,1/2) graph T" in
R+ such that for every e > 0,T' € BWGLem(P, ¢, M!) with M! depending
on €, but I is not uniformly rectifiable in the parabolic sense.

This observation seems to suggest that there may be no “useful” Car-
leson set conditions which characterize sets which are uniformly rectifiable
in the parabolic sense (there are many such characterizations of uniformly
rectifiable sets). To make the observation, we simply use the Lip(1,1/2)
graph constructed at the end of [19], which is not uniformly rectifiable in
the parabolic sense (and relies on the work of Lewis and Silver [27]). The
function defining the graph is a product of a smooth compactly supported
function of the spatial variables and a function of . The modulus of conti-
nuity of the function of ¢ is bounded by w(7) = C' min{(7/log(1/7))/?,1}.
From this information we make the estimate

bBp(Q) < Cp min{(log(1/6(Q)) /%, 4(@Q)™}, VvQ eD.

Therefore if b8p(Q) > € > 0 then it must be the case that £(Q) €
[e=(Cn/9* C, /e]. Thus, for any fixed € > 0, the collection of cubes Q € D
such that bBp(Q) > € is a subset of a finite collection of generations of the
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dyadic lattice D. Using this fact, for any fixed € > 0 the packing condition
for the collection {Q € D : b5p(Q) > €} in Definition 2.18 holds.

Appendix A. Proofs of Propositions 2.23—-2.25

We here prove Propositions 2.23, 2.24 and 2.25 concerning the stability of
various “geometric lemmas” in this general setting. As previously stated, we
claim modest originality but the propositions are used in our application to
parabolic uniform rectifiability in the previous sections and the propositions
have previously not occurred in the literature in that context. While the
proofs of the propositions follow almost exactly those in [13, 30], a difference
is that we work with the dyadic versions of the ’s and I’s, rather than the
continuous parameters versions. In the generality in which we work here,
it is not clear to us whether the continuous parameter ’s are necessarily
measurable.

As the proofs of Propositions 2.23, 2.24 and 2.25 all start the same we
start out by proving them simultaneously. Recall that we are assuming
E € BP(E) where £ is a collection of regular sets satisfying a particular
geometric lemma (dependmg on which proposition we are proving).

Fix R € D(E) and let E € € be such that u(ENR) > cf (see Lemma 2.14).
Suppose that Q C R and Q N E # @. Then there exists Q = Q(Q) e D(E)
such that diam(Q) > 10diam(Q), Q N Q # @, and

diam(Q) < Cy diam(Q),

for some constant C> depending only on the d-regularity constant and
dimension. For every such cube @ we choose one such Q. Note that by
regularity of F for fixed Q' € D(E),

(A.1) #{Q € D(F) : 10diam(Q) < diam(Q’) < Cydiam(Q)} < L,

where L depends only on the d-regularity of F and dimension. Let g(y) =
dist(y, E) and By = E\ E.

In the followmg we will for simplicity write 8, 8, b8 for B4 4, 5,47 bB4. In
analogy we let ﬂq, B , bﬁ denote the B’s defined with respect to E

We next state five lemmas, Lemmas A.1-A.5. Lemma A.2, Lemma A.3
and Lemma A.4 pertain to Propositions 2.23, 2.24 and 2.25, respectively.
We postpone the proofs of Lemma A.1-A.5 for now to completed the proof
of Propositions 2.23, 2.24 and 2.25. The proofs of the lemmas given at the
end of the section.
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LEMMA A.1 ([13, LemmaIV.1.12]). — Let E € Reg(C,) and o : D(F) —
[0, 00). Suppose that there exists N > 0 and n > 0 such that

u({xeR: > a(Q)<N})>nu(R), VR e D.

Q3z, QCR
Then there exists C = C(C,,d, N,n) such that
> a(@Qu(Q) < Cu(R), VReD.

QCR
LEMMA A.2. — For q € (0,00) ifQNE # o
Ba(@) < Cla) [B(Q) + L(Q)]

1/q
.rq(Q)=(u(Q>‘1 /~ 20N E, [g(y)(diam(Q))_l]qdu(y)) .
5(y)

<2diam(Q)

LEMMA A.3. — IfQﬂE;é %]

BQ) < Cu[B(@) + 1= (@)

where

Io(@Q = sup  [8(y)(diam(Q))""].

yE2QNE;

4(y)<2diam(Q)
LEMMA A 4. — IfQ NE + 0
bB(Q) < Cb [154(Q) + 1e(Q) + T (Q) |

where

(@) = sup  [dist(z, ) (diam(Q)) "],
zE2QNE; _
dist(z,E)<2diam(Q)

LEMMA A.5 ([13, Lemma IV.1.37]). — Consider E5, E5 € Reg(C.) and
let, for Q € D(F3) and q € (0, 00),

1/q
fq(Q)=<u(Q)1 [ [dist(z,Es)(diam(Q))1]qdu(Z))

dist(z,E3)<2diam(Q)

and set

I.(Q) = 5112% [dist(z, E3)(diam(Q))'].
ze
dist(z,E3)<2diam(Q)

TOME 72 (2022), FASCICULE 5



2068 S. BORTZ et al.

Assume that p € (0,00) and ¢ € (0, 00| satisfy % — % + % > 0. Then there
exists a constant C, , depending on p, q,d and C, such that

(A2) > L(Q)Pu(Q) < Cpqp(R), VRED.
QCR

Moreover,
> ul@Q) < Cu(R),

QCR
T (Q)>e€

where C depends only on d and C,.

A.1. Completing the proofs of the main propositions

Now with Lemmas A.2, A.3 and A.4 in hand, we prove each proposi-
tion separately. To prove Proposition 2.24 is similar and easier than prov-
ing Proposition 2.25 and we therefore leave the proof of Proposition 2.24
to the interested reader. In the following we prove Proposition 2.23 and
Proposition 2.25 and we start with the proof of the latter.

Notice for z € RN E when z € @ C R the cube we associate in E
satisfies Q € B*(R) = B(xg, 10C; diam(Q)) and diam(Q) < C, diam(R).
By making Cy larger we may assume that é is contained in a cube R such

that Cy diam(R) < diam(R) < C% diam(R). Set
F={ReD(E): RN B*(R),Cydiam(R) < diam(R) < C2 diam(R)}.
By the d-regularity of E it follows that #F < L', where L' depends only

on dimension and the d-regularity of E. Moreover, by the hypothesis that
E € BWGLem(A, ¢, M) and Lemma A.5

(A3 > Yooow@+ > w@| < u®)
’ ReF \QCR, b3(Q)>e¢ QCR, Too(Q)>¢ ReF
S w(R),
where the implicit constant depends on € M., the d-regularity constant ang
dimension and we used the cardinality bound on F, the d-regularity of F

and the fact that diam(R) ~ diam(R). Moreover, directly from Lemma A.5

> ul@) S ulR),

QCR
I (Q)>e

where the implicit constant depends on ¢, d-regularity and dimension.
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Set C' = 3C, e then by Lemma A4 if 5(Q) > 3Cpe it must be the case
that either b3(Q) > €, Io(Q) > € or Io(Q) > e. Using that

/| 3 1) dute) < S #(@Q)

Q37 QCR, H(Q)>3Ce QCR, B(Q)>3Che, QNE#£D
St > w@+ )] > @+ > w@ |,
QCR, I (Q)>e ReF \QCR, bB(Q)>e QCR, I (Q)>e

and that as the expressions on the second line is bounded by < A u(R) we
can conclude that

aa [ 3 1) dpe) S AR,

Q3z, QCR, B(Q)>3Che

where A, depends on €, M., the d-regularity constant and dimension. Here

we used (A.1) and p(Q(Q)) = u(Q). Thus, using Chebyschev’s inequality,
if a(Q) defined by

)1 i B(Q) > 3Cke,
(@)= {0 otherwise,

there exists N,n > 0 depending on 6 and A, such that

plyzeR: > a@<N,|=nuR), VReD.
Q3z, QCR

Indeed, for if
Fy={z€RNE: > oaQ >Ny,
Q3z, QCR
then the estimate (A.4) above gives

In particular, N sufficiently large u(Fn) < (c8/2)u(R) < (1/2)u(RN E)
and hence

W(R\ Fy) > (1/2u(RN E) > (c6)/2u(R) = nu(R).

Applying Lemma A.1 gives Proposition 2.25.
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Now we prove Proposition 2.23, which is similar to Proposition 2.25. Let
F be as above. Since F € GLem(A,p, g, M)

> D BaQPu(@Q £ Y wR) S u(R).
ReF QCR ReF
Again, using Lemma A.5 directly we have
> L(Q)u@Q) S uR).
QCR
Then using Lemma A.2, we obtain

J

S 4@ du@m < Y Q@

NE \@se. QCR Ock. onBso
Sppa D D Ba(QPu(Q)
REFQCR
+ Z I,(Q)Pu(Q)
QCR
< A'p(Q),

where A’ depends on M, the d-regularity constant and dimension. Arguing
along the same lines as above we can conclude that there exist N’ > 0 and
n’ > 0 such that

plqzeR: Z B,(Q)P < N’ >n'u(R), VReD.

Q3
QCR

Applying Lemma A.1 gives Proposition 2.23.

A.2. Proof of Lemmas A.1-A.5

Proof of Lemma A.1. — The lemma is of John—Nirenberg type the
lemma holds in our setting with no modifications compared to proof
in [13]. a

Proof of Lemma A.2. — The proof follows almost exactly as in [13,
Lemma IV.1.20] Fix Q,@,q as in the hypotheses of the claim and n > 0.
Let A € A be such that

_ 1/q .
(A.5) (mcz)-l / (. A)qdu(®> < [diam §)3,(Q) + 1.
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By definition we also have, for this choice of A,

1/q
(A6)  [damQlA(Q) < (u(Q)_l / ) dist(y,quu(y)) .

To simplify notation, in what follows we set p(u) = dist(u, A) for u € X.
By the triangle inequality (with a constant in the case 0 < ¢ < 1) we have

1/q
(diom Q15,(Q) < C(q) (M(Q)‘l / p(y)"du(y)>

QNE

1/q
+C(q) (u(Q)‘ /mel p(y)? du(y)>
< C(q, C, d)([diam Q)B,4(Q) + 1)

o (wr | O oy "

(A7)

where we have used that F, E are d-regular with constant C to get u(Q) =~
u(@), with constants depending only on the homogeneous dimension d
and the regularity constant C, and also the fact that 2Q N E C 2@ by
the properties of @ It thus remains to estimate the last expression in the
above.

We set 6(-) = dist(-, E) and define the following “multiplicity” function
M:E x (0,00) — R given by

(A.8) M(z,s):= /weEl,E(w)gs S(w) = d p(w) = / S(w)~4d p(w).

F(z,s)

dist(z,w)<28(w)

The first basic property of M that we will need is that there exists Ky > 0
such that for every u € X and s > 0 it holds

(A.9) / _M(z,s)du(z) < Kos?.
B(u,s)NE

This is a simple application of Fubini’s Theorem:
(A.10) / M (z,s)d u(z)
B(u,s)NE

/E/E g(w)_dlp(z,s) (w)lB(u,s)mE(z) du(w) du(z)

</ Sy [ du)dutw),
B(u,3s)NE B(w,26(w))NE
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where we have used the fact that if w € F(z, s) then dist(u, w) < dist(u, z)+

dist(z,w) < s+ 2§(w) < 3s. The desired bound now follows from the

regularity of E and F.
We now define, for K7 > 0 and the set

(A.11) Gly) = {z € Bz e By, 25(y)), M(z,25(y)) < Kl} .

It follows from (A.9) and Chebyshev’s inequality that there exists K, de-
pending only on d and the regularity constant C', such that

(A.12) w(G(y)) = cd(y)?,

for some constant ¢ > 0 also depending only on d and C'. Notice also that
the reverse inequality, with a different constant, follows immediately from
the regularity of E and the fact that G(y) C B(y, 27).

We claim that, for every y € F1 N 2Q),

(A13)  p(y)? < Clg,d, C)(y)7 + Clg,d, C)d(y) /G( )p(Z)qdu(Z)

To see this we fix y as above and z € G(y) to obtain, by the triangle
inequality,

(A.14) p(y)? < C(q) dist(y, 2)? + C(q)p(2)?.

Integrating the z variable over G(y), and using (A.12), the estimate (A.13)
follows. We use this to estimate

(@)~ p(y)?d u(y)
20NE;

< C(q,d, C)u(Q)_l/ 3(y)?d ply)

2QNE;

(A.15) +Clg,d, C)u(@)’l/

2QNE;

<cx%d¢nu«w-{/ 5@Yd/£(ﬁﬂdqdu@)du@)

2QNE;

+ C(q7 d7 C) [dlam Q]qu (Q)q
=: C(q,d, C)[diam Q) (J,(Q)" + I,(Q)").

Using Fubini’s Theorem, together with the fact that for y € 2¢) we have
G(y) C B(y,26(y))NE C 2Q by definition of G(y) and @, we can estimate
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Jq as follows
[diam Q]9 J,(Q)?
(A.16) / / 5)~0(2) L) (=) 1agoms (4) d (=) d p(y)

(A <@ [ . /QE 5(y) "1 d py)p(2)7 d ().

2€G(y)

We now claim that the inner integral is bounded by the constant K, i.e.
~ 4 ~
(A.18) ONEs O0(y) “duly) < Ky, Vze F.
2€G(y)

To prove this we fix z € E and choose yo € E; N 2Q such that z € G(yo)
(if no such yo exists then the integral is zero and we’re done), with the
additional property

(A-19) 3u) > 5 5up(30) 1 € 20N By, 2 € G(w)).

By definition of G(yo) we have M (z,20(y)) < K1, ie.

(4.20) [t < K.
F(2,26(yo))

The claim now follows from noting that

(A.21) {yeE:ye2QnE zecGy)} C F(z25(y)).

This in turn follows from the fact that z € G(y) implies |z — y| < 25(y),
while d(y) < 2d(yo) by our choice of yg. This proves (A.18).
Using (A.18) in the estimate for J, we arrive at

1/q
(i Q14,(Q) < Cla.d,) (@)™ | 5p(2)qdu(2)>
< [diam Q]B,(Q) + 1,

where we used our choice of A € A for the last inequality.
Plugging this estimate into (A.15) we see

(A.22)

(A23) Q) / P du)

< C(g,d,0)[diam Q)*(5,(Q) +1,(Q)") + C(q,d, O)n°
Going back to (A.7) and letting 77 — 0 the result follows. O
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Proof of Lemma A.3. — The proof of this claim will be omitted. It
follows the same lines as Lemma A.4, and is in fact simpler. The idea
is to mimic the argument in the proof of that claim, with the obvious
modifications, up to the estimate (A.27) at which point we let n — 0. O

Proof of Lemma A.4. — Fix Q, é as in the statement of the claim and
17 > 0. Let A € A be such that

(A.24) sup dist(y, A)+ sup dist(z,E) < [diam @]b§(©)+
ye20 zeAmB(xg,zdiamé)

By definition of §(Q), for this choice of A it holds

[diam Q]bB(Q) < sup dist(y, A) + sup dist(z, E)
(A.25) ye2Q 2€ANB(zq,2 diam Q)
=:IT+1II.

To estimate IT we proceed as follows. Fix y € 2Q and let y € E such
that dlst(y y) < ( )+n. By our choice of Q, in particular since QNE # &
and dlamQ > 10diam @, we may assume ¥ € ZQ so that

dist(y, A)

< dist(y, y) + dist(y, A)
(A.26) <3

5(y) + sup. dist(y, A) 4+ n.
ye2q

Taking the supremum over all y € 2Q) we arrive at

IT = sup dist(y, A) < sup o(y) + sup_dist(y, A) +1
y€2Q y€2Q yer

= sup  O(y)+ sup dist(F, A) + 1
(A.27) _YE2QNE, 520
6(y)<2diam Q

= [diam QJI(Q) + sup dist(y, ) +n,
ve2Q

where in the second line we have used the definition of & = dist(-, E), and
again the fact that @ N E #+ .

To estimate 1] we proceed similarly. Fix z € AN B(zg,2diam @) and
let § € E be such that dist(y, ) < d(z, E) + 1. Arguing as before we see
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that we can choose ¥ such that y € 2@ and §(y) < 2diam é, so that
dist(z, E') < dist(z,y) + dist(y, E)
dist(z, E) 4 dist(7, E) + 7

<
(A.28) Ldist(z, E)+  sup  dist(3, E) + 17
yeqQ
5(y)<2diam Q

= dist(z, E) + [diam Q)I(Q) + 1.

Taking the supremum over all such z gives

(A.29) 111 < sup dist(z, E) + [diam Q]I(Q) + 1.
zGAﬂB(za,Z diam 6)

Combining the estimates for I1 and 111 we arrive at

IT+ 11T < sup dist(g, A) + sup dist(z, F)
;625 zEAﬂB(z5,2 diam (5)
(A.30)

2075

+ [diam Q11(Q) + [diam Q]I (Q) + 2n

< [diam Q1bB(Q) + [diam QI(Q) + [diam Q)I(Q) + 31,
where we used (A.24) for the last line. Plugging this last estimate

into (A.25) and letting 7 — 0 the result follows.

O

Proof of Lemma A.5. — First note that the last statement follows from
the case ¢ = oo p = 2d and Chebyshev’s inequality. In the following we give

the proof in the case p = ¢ (this case always satisfies the inequality for d, p

and ¢). Using Tonelli’s theorem

> LQWQ) = 1(QruQ)

QCR QCR

-y [ istle Eaimn(@) 7 d )

QCR zZ€2Q
dist(z,E3)<2diam(Q)

B /2R Z [dist(z, E3)(diam(Q))']?|d u(2)

2Q3z
2 diam(Q) >dist(z,E3)

¢, [ 1au) < cum.
2RNE3

Now notice that I,(Q) < Cy, so that the case ¢ < p easily reduces to the
case p = q. The question then becomes how large we can make g. Observe
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that

Lo(@"HV < G I Q)
where @ is the smallest cube containing Q for which diam(Q) > 2 diam(Q).
This follows from the fact that if z € 2Q) with 0 < dist(z, E5) < 2 diam(Q)
then by the d-regularity of E

[dist(z, F3) diam(Q) )"+

< Cp(@)™! / [dist(w, Es) diam(Q)~1]" d p(w)

B(z,dist(y,E3)/10)NE>

<CL@Q).

Notice that we can make the assumption that dist(z, E5) > 0 since the z
for which dist(z, E3) = 0 do not factor into the definition of I, (Q) unless
I(Q) = 0. The rest of the proof is just playing “the exponent game” and
we refer the reader to [13] for the details. O
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