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BMO SOLUTIONS TO QUASILINEAR EQUATIONS
OF p-LAPLACE TYPE

by Nguyen Cong PHUC & Igor E. VERBITSKY (*)

Abstract. — We give necessary and sufficient conditions for the existence of
a BMO solution to the quasilinear equation −∆pu = µ in Rn, u > 0, where µ
is a locally finite Radon measure, and ∆pu = div(|∇u|p−2∇u) is the p-Laplacian
(p > 1).

We also characterize BMO solutions to equations −∆pu = σuq +µ in Rn, u > 0,
with q > 0, where both µ and σ are locally finite Radon measures. Our main results
hold for a class of more general quasilinear operators div(A(x,∇·)) in place of ∆p.
Résumé. — Nous donnons les conditions nécessaires et suffisantes pour l’exis-

tence d’une solution BMO de l’équation quasi-linéaire −∆pu = µ dans Rn, u > 0,
où µ est une mesure de Radon localement finie, et ∆pu = div(|∇u|p−2∇u) est le
p-Laplacien (p > 1).

Nous caractérisons également les solutions BMO de l’équation −∆pu = σuq +µ
dans Rn, u > 0, avec q > 0, où µ et σ sont des mesures de Radon localement finies.
Nos principaux résultats sont valables pour la classe plus générale des opérateurs
quasi-linéaires plus généraux div(A(x,∇·)) à la place de ∆p.

1. Introduction

Let M+(Rn) denote the class of all (locally finite) positive Radon mea-
sures in Rn, n > 2. Let µ ∈M+(Rn). In this paper, the following quasilinear
equation with measure data is considered:

(1.1)

 −∆pu = µ, u > 0 in Rn,
lim inf
|x|→∞

u = 0.

Keywords: BMO spaces, Wolff potentials, p-Laplacian.
2010 Mathematics Subject Classification: 35J92, 42B37, 31B15, 42B35.
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Here ∆pu is the p-Laplacian of u defined by ∆pu := div(|∇u|p−2∇u). All
solutions to (1.1) are understood to be p-superharmonic solutions, or equiv-
alently local renormalized solutions (see [10, 12]). Since nontrivial nonneg-
ative p-superharmonic functions on Rn do not exist for p > n, it will be our
standing assumption that solutions to (1.1) are considered for 1 < p < n.
It is known that a necessary and sufficient condition for (1.1) to admit a

solution is the finiteness condition (see, e.g., [24])

(1.2)
∫ ∞

1

(
µ(B(0, ρ))
ρn−p

) 1
p−1 dρ

ρ
< +∞.

This is equivalent to the condition Wpµ(x) < +∞ for some x ∈ Rn (or
equivalently quasi-everywhere in Rn with respect to the p-capacity), where

Wpµ(x) :=
∫ ∞

0

(
µ(B(x, ρ))
ρn−p

) 1
p−1 dρ

ρ

is the Havin–Maz’ya–Wolff potential of µ, often called the Wolff potential
(see [9, 16, 17]).
By the important result of Kilpeläinen and Malý [14], any solution u

to (1.1) satisfies the pointwise estimates

(1.3) C1Wpµ(x) 6 u(x) 6 C2Wpµ(x), x ∈ Rn,

where C1, C2 are positive constants that depend only on p and n.
The p-capacity capp(·) is a natural capacity associated with the p-Laplace

operator defined for each compact set K of Rn by

capp(K) = inf
{∫

Rn
|∇h|p dx : h ∈ C∞0 (Rn), h > 1 on K

}
.

In [28, Lemma 3.1], it is shown that, for 1 < p < n, if (1.1) has a solution
u ∈ BMO(Rn) then (1.2) holds along with the following bound for µ:

(1.4) µ(B(x,R)) 6 CRn−p, ∀ x ∈ Rn, R > 0.

Here BMO(Rn) is the space of functions u of bounded mean oscillation in
Rn, i.e., u ∈ L1

loc(Rn) such that
1
|B|

∫
B

|u− ūB | dx 6 C,

for all balls B in Rn, where ūB = 1
|B|
∫
B
u dx.

It is also known that, conversely, if µ satisfies (1.2) and (1.4), then (1.1)
has a solution u ∈ BMO(Rn) provided 2 − 1

n < p < n (see [28]). A local
version of this result was established in [18] for p > 2. The linear case p = 2
is due to D. Adams [1].
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One of the main goals of this paper is to extend this existence criterion
to the full range 1 < p < n.

Theorem 1.1. — Let µ ∈M+(Rn) and 1 < p < n. Then equation (1.1)
has a solution u ∈ BMO(Rn) if and only if µ satisfies conditions (1.2)
and (1.4).
Moreover, any solution u to (1.1) lies in BMO(Rn) if and only if µ sat-

isfies (1.4).

Remark 1.2. — If µ satisfies (1.4), then actually any solution u to (1.6)
satisfies the Morrey condition∫

B(x,R)
|∇u|s dy 6 C Rn−s, ∀ x ∈ Rn, R > 0,

provided 0 < s < p, which yields u ∈ BMO(Rn) for any s > 1 by Poincaré’s
inequality.
A sharper local estimate for the end-point weak Lp norm

‖∇u‖Lp,∞(B(x,R))

in place of Morrey’s norm is obtained in Theorem 2.6 below.

We observe that Theorem 1.1 can be regarded as the end-point case
α = 0 of the corresponding criterion for u ∈ Cα(Rn) (0 6 α < 1), where
Cα(Rn) is the Campanato space of functions u ∈ L1

loc(Rn) such that
1
|B|

∫
B

|u− ūB | dx 6 C |B|
α
n ,

for all balls B in Rn. Then u ∈ Cα(Rn) if and only if u ∈ BMO(Rn) when
α = 0, and u is α-Hölder continuous when α ∈ (0, 1] (see [7, Section 2.3]).

A local version of the following result was obtained in [14, Theorem 4.18]
and [15, Theorem 1.14]:

Let 0 < α < 1. A solution u to (1.1) is in Cα(Rn) if and only if µ satisfies
the condition

(1.5) µ(B(x,R)) 6 CRn−p+α(p−1), ∀ x ∈ Rn, R > 0.

Notice that condition (1.5) combined with (1.2) is necessary and sufficient
for the existence of a solution u ∈ Cα(Rn) to (1.1). The proof is similar to
the proof of Theorem 1.1 given below for α = 0.
Using Theorem 1.1, we obtain criteria for the existence of BMO solutions

to the equation

(1.6)

 −∆pu = σuq + µ, u > 0 in Rn,
lim inf
|x|→∞

u = 0,
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1914 Nguyen Cong PHUC & Igor E. VERBITSKY

where q > 0 and µ, σ ∈ M+(Rn) (σ 6= 0). Here we assume without loss of
generality that σ 6= 0, since the case σ = 0 is covered by Theorem 1.1.
The corresponding results are more complicated due to the possible in-

teraction between the datum µ and the source term σuq on the right-hand
side, as well as competition with −∆pu on the left-hand side.
We first consider the super-natural growth case q > p− 1.

Theorem 1.3. — Let µ, σ ∈ M+(Rn) (σ 6= 0). Let q > p − 1 and 1 <
p < n. Then equation (1.6) has a solution u ∈ BMO(Rn) if µ satisfies (1.4),
and

Wp

[
(Wpµ)q dσ

]
(x) 6 cWpµ(x), ∀ x ∈ Rn,(a)

σ(B(x,R))(b)

×

[∫ ∞
R

(
µ(B(x, r))
rn−p

) 1
p−1 dr

r

]q
6 C Rn−p, ∀ x ∈ Rn, R > 0,

where c, C are positive constants, and c = c(p, q, n) is sufficiently small.
Conversely, if there exists a solution u ∈ BMO(Rn) to (1.6), then (1.4),

and conditions (a), (b) hold for some positive constants c, C.

In the sub-natural growth case 0 < q < p − 1, we denote by κ the least
constant in the weighted norm inequality for Wolff potentials (see [5]),

(1.7) ‖Wpν‖Lq(dσ) 6 κ ‖ν‖
1
p−1 , ∀ ν ∈M+ (Rn) ,

where ‖ν‖ = ν(Rn) stands for the total variation of ν.
Using (1.3), it is easy to see that κ is equivalent to the least constant κ

in the inequality

(1.8) ‖φ‖Lq(dσ) 6 κ ‖∆pφ‖
1
p−1 ,

for all positive test functions φ that are p-superharmonic in Rn such that
lim inf
|x|→∞

φ(x) = 0.

For σ ∈ M+(Rn) and a ball B in Rn, let σB = σ|B be the restriction
of σ to B. We denote by κ(B) the least constant in the localized version
of (1.7), namely,

(1.9) ‖Wpν‖Lq(dσB) 6 κ(B) ‖ν‖
1
p−1 , ∀ ν ∈M+ (Rn) .

As mentioned above, equivalent constants κ(B), associated with σB in
place of σ in (1.8), can be used in place of κ(B). Various lower and upper
estimates of κ(B) can be found in [5].
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Theorem 1.4. — Let µ, σ ∈ M+(Rn) (σ 6= 0). Let 0 < q < p − 1 and
1 < p < n. Then equation (1.6) has a nontrivial solution u ∈ BMO(Rn) if
and only if µ satisfies condition (1.4), and there exists a constant C such
that

κ(B(x,R))
q(p−1)
p−1−q 6 C Rn−p,(a)

σ(B(x,R))
[∫ ∞

R

(
µ(B(x, r))
rn−p

) 1
p−1 dr

r

]q
6 C Rn−p,(b)

σ(B(x,R))
[∫ ∞

R

(
σ(B(x, r))
rn−p

) 1
p−1 dr

r

] q(p−1)
p−1−q

6 C Rn−p,(c)

σ(B(x,R))

∫ ∞
R

(
κ(B(x, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r

q 6 C Rn−p,(d)

for all x ∈ Rn and R > 0.
Moreover, under the above conditions on µ and σ any solution u to (1.6)

lies in BMO(Rn), and satisfies the Morrey estimates of Remark 1.2.

We remark that Theorem 1.4 (except for the last statement) was proved
in [28] for 2− 1

n < p < n in the special case µ = 0. Conditions on µ and σ
in Theorem 1.4 can be simplified substantially under the assumption

(1.10) σ(K) 6 C capp(K), ∀ compact setsK ⊂ Rn.

Corollary 1.5. — Let µ, σ ∈ M+(Rn), where σ 6= 0 satisfies condi-
tion (1.10). Let 0 < q < p − 1 and 1 < p < n. Then equation (1.6) has a
nontrivial solution u ∈ BMO(Rn) if and only if µ satisfies (1.4), and, for
all x ∈ Rn, R > 0,

σ(B(x,R))
[∫ ∞

R

(
µ(B(x, r))
rn−p

) 1
p−1 dr

r

]q
6 C Rn−p,(a)

σ(B(x,R))
[∫ ∞

R

(
σ(B(x, r))
rn−p

) 1
p−1 dr

ρ

] q(p−1)
p−1−q

6 C Rn−p.(b)

Moreover, under the above conditions on µ and σ any solution u to (1.6)
lies in BMO(Rn), and satisfies the Morrey estimates of Remark 1.2.

Similar criteria for the existence of BMO solutions in the natural growth
case q = p − 1 are obtained in Section 5 below (see Theorem 5.1) under
some additional assumptions on σ stronger than (1.10), which is necessary
in that case.
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Remark 1.6. — Theorems 1.1, 1.3, 1.4 and Corollary 1.5 can be extended
to equations with more general quasilinear elliptic operators div (A(x,∇·))
in place of ∆p, as long as the nonlinearity A(x, ξ) satisfies conditions (2.28)
and (2.30) below with 1 < p < n. This remark also applies to Theorem 5.1.

2. Proof of Theorem 1.1

As mentioned above, the “only if” part of Theorem 1.1 is proved in [28,
Lemma 3.1].

To prove the “if” part, we construct a solution u ∈ BMO(Rn) to (1.1)
under conditions (1.2) and (1.4) on µ.Our construction below is based on
an a priori estimate of [4]. Alternatively, it is possible to use the gradient
estimates of [20, 21] for the construction, but that will not be implemented
in this paper.
We first observe that under (1.4),

(2.1) ‖I1µ‖
L

p
p−1 ,∞(B(x,R))

6 CMR
(n−p)(p−1)

p , ∀ x ∈ Rn, R > 0,

where C depends only on p and n, and

M = sup
x∈Rn,R> 0

µ(B(x,R))
Rn−p

.

A proof of (2.1) can be found in [1]. Here Iα, α ∈ (0, n), is the Riesz
potential of order α, defined for a measure µ ∈M+(Rn) by

(2.2) Iαµ(x) :=
∫
Rn

1
|x− y|n−α

dµ(y), x ∈ Rn.

Also, the space Lq,∞(B(x,R)), q > 0, is the weak Lq space over the ball
B(x,R) with

‖f‖Lq,∞(B(x,R)) := sup
λ> 0

λ
∣∣ {y ∈ B(x,R) : |f(y)| > λ}

∣∣ 1
q .

Let µk (k = 1, 2, . . . ) be a standard regularization of µ by the convolution

µk(x) = ρk ∗ µ(x), ρk(·) = knρ(k·),

where 0 6 ρ ∈ C∞0 (B(0, 1)),
∫
Rn ρdx = 1, and ρ is radial. Then it follows

from Fubini’s Theorem and (1.4) that

µk(B(x,R)) 6 CRn−p, ∀ x ∈ Rn, R > 0,

where C is independent of k. Thus, we also have

(2.3) ‖I1µk‖
L

p
p−1 ,∞(B(x,R))

6 CR
(n−p)(p−1)

p , ∀ x ∈ Rn, R > 0,

ANNALES DE L’INSTITUT FOURIER
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for a constant C independent of k.
Next, for each positive integer N we let µB(0,N) be the restriction of

the measure µ to the open ball B(0, N). Consider now the unique p-
superharmonic solution uN,k ∈W 1,p

0 (B(0, N)) ⊂W 1,p
0 (Rn) to the equation

(2.4) −∆puN,k = ρk ∗ µB(0,N) in B(0, N).

Note that ρk ∗µB(0,N) 6 µk and we can write ρk ∗µB(0,N) = −div∇vN,k
in the sense of distributions in B(0, N), where

vN,k(x) =
∫
B(0,N)

GN (x, y)
[
ρk ∗ µB(0,N)(y)

]
dy, x ∈ B(0, N),

with GN (x, y) being the Green function associated with −∆ in B(0, N).
Moreover, we have

(2.5) |∇vN,k| 6 C I1
(
ρk ∗ µB(0,N)

)
6 C I1µk.

Now using (2.3), (2.5) and applying [4, Theorem 1.2] we find that

(2.6) ‖∇uN,k‖Lp,∞(B(x,R)) 6 CR
n−p
p

for all x ∈ B(0, N) and 0 < R 6 2N . The constant C is independent of
x,R,N , and k. Since |∇uN,k| = 0 outside B(0, N), it is obvious that (2.6)
also holds for all x ∈ Rn and R > 0.

When restricted to the ball B(0, N + 1), µB(0,N) is a nonnegative finite
measure and thus we can write

µB(0,N) = f − divF + µs

as distributions in B(0, N + 1) (see, e.g., [6]). Here f ∈ L1(B(0, N + 1)),
F ∈ L

p
p−1 (B(0, N + 1),Rn), and µs is a nonnegative measure concentrated

on a set of zero p-capacity in B(0, N).
For any ϕ ∈ C∞0 (B(0, N)) and k > 1 we have ρk ∗ϕ ∈ C∞0 (B(0, N + 1)).

Thus it follows that∫
B(0,N)

ρk ∗ µB(0,N)ϕdx

=
∫
B(0,N+1)

ρk ∗ ϕdµB(0,N)

=
∫
B(0,N+1)

fρk ∗ ϕdx+
∫
B(0,N+1)

F · ∇ (ρk ∗ ϕ) dx

+
∫
B(0,N+1)

ρk ∗ ϕdµs

=
∫
B(0,N)

ρk ∗ fϕdx+
∫
B(0,N)

ρk ∗ F · ∇ϕdx+
∫
B(0,N)

ρk ∗ µsϕdx.

TOME 72 (2022), FASCICULE 5
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That is,

ρk ∗ µB(0,N) = ρk ∗ f − div (ρk ∗ F ) + ρk ∗ µs

pointwise everywhere and as distributions in B(0, N).
As µs(Rn\B(0, N)) = 0, by the Lebesgue Dominated Convergence Theo-

rem, we see that ρk∗µs → µs in the narrow topology of measures in B(0, N)
(see [6, Definition 2.2]). Moreover, this and the above equality yield∫

B(0,N)
|div (ρk ∗ F )| dx 6M,

where M is independent of k.
At this point, in view of (2.4), we apply [6, Theorem 3.2] (see also [23, Re-

mark 6.6]) to find a subsequence {uN,kj} of {uN,k} and a p-superharmonic
function uN in B(0, N) such that uN,kj → uN a.e., ∇uN,kj → ∇uN a.e. as
j →∞, and uN solves the equation{

−∆puN = µB(0,N) in B(0, N),
uN = 0 on ∂B(0, N),

in the renormalized sense (see [6] for the notion of renormalized solutions).
Moreover, by (2.6) we have uN ∈ W 1,s

0 (B(0, N)) ⊂ W 1,s
0 (Rn) for all

1 6 s < p and Fatou’s Lemma yields that

(2.7) ‖∇uN‖Lp,∞(B(x,R)) 6 CR
n−p
p , ∀ x ∈ Rn, R > 0.

By [23, Theorem 2.1] we have

(2.8) uN (x) 6 C Wpµ(x), ∀ x ∈ Rn.

By [13, Theorem 1.17] we can find a subsequence {uNj} of {uN} and a
p-superharmonic function u in Rn such that uNj → u a.e. and ∇uNj → ∇u
a.e. as j →∞. Note that by condition (1.2) and (2.8), u must be finite a.e.
(or q.e.) and

u(x) 6 C Wpµ(x), ∀ x ∈ Rn.
The weak continuity result of [26] yields that u is a p-superharmonic solu-

tion of (1.1). That lim inf |x|→∞ u = 0 follows from the fact that infRn u = 0
and the latter is a direct consequence of the pointwise bound (see [13, 14]):

u(x) 6 C Wpµ(x) 6 C
[
u(x)− inf

Rn
u
]
, ∀ x ∈ Rn.

Applying (2.7) with ∇uNj in place of ∇uN , and using Fatou’s Lemma
as Nj →∞, we obtain

(2.9) ‖∇u‖Lp,∞(B(x,R)) 6 CR
n−p
p , ∀ x ∈ Rn, R > 0.
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It is worth mentioning here that for p > 2 estimate (2.9) can also be
inferred from the work [19]. Thus, for any ball B = B(x,R), by Poincaré’s
inequality and Hölder’s inequality we find

1
|B|

∫
B

∣∣∣∣u(x)− 1
|B|

∫
B

u(y)dy
∣∣∣∣ dx 6 CR 1

|B|

∫
B

|∇u| dx

6 CR|B|−
1
p ‖∇u‖Lp,∞(B)

6 C.

This shows that u ∈ BMO(Rn) as desired.
It remains to show that any solution u to (1.1) lies in BMO(Rn) provided

µ satisfies condition (1.4). We will actually prove the stronger estimate (2.9)
(see Remark 1.2).

Lemma 2.1. — Let u be a nonnegative p-superharmonic solution of
−∆pu = µ with µ satisfying condition (1.4). Then |∇u| ∈ Lqloc(Rn) pro-
vided 0 < q < p. Moreover, for any 0 < q < p, 0 < ε < p− 1 and any ball
B(x,R) we have

(2.10)
(
Rq−n

∫
B(x,R)

|∇u|q dy

) 1
q

6 C

([
inf

B(x,2R)
u

] p−1−ε
p

+ inf
B(x,2R)

u

)
,

where the constant C depends on p, q, ε, n and the constant in condi-
tion (1.4). In particular,

(2.11) lim
R→+∞

Rq−n
∫
B(0,R)

|∇u|q dy = 0.

Proof. — Let uk = min{u, k}, k = 1, 2, . . . Then uk ∈ W 1,p
loc (Rn) is a

supersolution in Rn and hence the weak Harnack inequality [25] implies
that (

1
|B(x,R)|

∫
B(x,R)

uskdy

) 1
s

6 C inf
B(x,R)

uk 6 C inf
B(x,R)

u

for 0 < s < n(p−1)
n−p . Thus letting k →∞ we obtain

(2.12)
(

1
|B(x,R)|

∫
B(x,R)

usdy

) 1
s

6 C inf
B(x,R)

u.

To continue, we recall the following result for p-supersolutions from [10,
Lemma 3.57]:

TOME 72 (2022), FASCICULE 5
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For any nonnegative p-supersolution v in an open set Ω ⊂ Rn, any ε > 0,
and any function ϕ ∈ C∞0 (Ω), it holds that

(2.13)
∫

Ω
|∇v|p v−1−ε |ϕ|p dx 6 (p/ε)p

∫
Ω
v p−1−ε |∇ϕ|p dx.

Now let 0 < q < p and fix an ε such that 0 < ε < p − 1. Applying
Hölder’s inequality, and then using (2.13) with v = uk and an appropriate
cut-off function ϕ supported in B(x, 2R) such that ϕ = 1 on B(x,R) and
|∇ϕ| 6 CR−1, we estimate∫

B(x,R)
|∇uk|q dy =

∫
B(x,R)

|∇uk|q u−(1+ε)q/p
k u

(1+ε)q/p
k dy

6

(∫
B(x,R)

|∇uk|p u−1−ε
k dy

)q/p(∫
B(x,R)

u
(1+ε)q/(p−q)
k dy

)(p−q)/p

6 CR−q
(∫

B(x,2R)
up−1−εdy

)q/p(∫
B(x,R)

u(1+ε)q/(p−q)dy

)(p−q)/p

.

Thus it follows from (2.12) that

∫
B(x,R)

|∇uk|q dy 6 CR−q
(
Rn
[

inf
B(x,2R)

u

]p−1−ε
)q/p

×

(∫
B(x,R)

u(1+ε)q/(p−q)dy

)(p−q)/p

.

(2.14)

On the other hand, by [14, Theorem 1.6] we have

u(y) 6 C inf
B(y,3R)

u+ C

∫ 6R

0

(
µ(B(y, t))
tn−p

) 1
p−1 dt

t

6 C inf
B(x,2R)

u+ C

∫ 6R

0

(
µ(B(y, t))
tn−p

) 1
p−1 dt

t
,

provided y ∈ B(x,R). Thus,

(2.15)
∫
B(x,R)

u(1+ε)q/(p−q)dy 6 CRn
[

inf
B(x,2R)

u

](1+ε)q/(p−q)

+ C

∫
B(x,R)

[∫ 6R

0

(
µ(B(y, t))
tn−p

) 1
p−1 dt

t

](1+ε)q/(p−q)

dy.
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Note that for y ∈ B(x,R) by a Hedberg type inequality (see [2, Sec-
tion 3.1]) we have

∫ 6R

0

(
µ (B(y, t))
tn−p

) 1
p−1 dt

t
=
∫ 6R

0

(
µB(x,7R)(B(y, t))

tn−p

) 1
p−1 dt

t

6 Cµ (B(x, 7R))
p−α

(n−α)(p−1) Mα

(
µB(x,7R)

) n−p
(n−α)(p−1)

6 Cµ (B(x, 7R))
p−α

(n−α)(p−1) Iα
(
µB(x,7R)

) n−p
(n−α)(p−1) ,

provided 0 < α < p. Here Mα, α ∈ (0, n), is the fractional maximal function
of order α defined for a measure ν ∈M+(Rn) by

Mαν(x) := sup
r > 0

ν(B(x, r))
rn−α

, x ∈ Rn.

We now set θ = (1 + ε)q/(p− q). Then the above bound and (1.4) gives

∫
B(x,R)

[∫ 6R

0

(
µ (B(y, t))
tn−p

) 1
p−1 dt

t

]θ
dy

6 CR
(n−p)(p−α)θ
(n−α)(p−1)

∫
B(x,R)

Iα(µ)
θ(n−p)

(n−α)(p−1) dy.

We next choose 0 < α < p such that

p

p− α
>

θ(n− p)
(n− α)(p− 1) ,

and apply Hölder’s inequality to get

(2.16)
∫
B(x,R)

[∫ 6R

0

(
µ (B(y, t))
tn−p

) 1
p−1 dt

t

]θ
dy

6 CR
(n−p)(p−α)θ
(n−α)(p−1) Rn−

nθ(n−p)(p−α)
p(n−α)(p−1) ‖Iαµ‖

θ(n−p)
(p−1)(n−α)

L
p

p−α ,∞(B(x,R))

6 CRn,

where in the last bound we used a result of [1]:

‖Iαµ‖
L

p
p−α ,∞(B(x,R))

6 CR(n−p) p−αp .

At this point, we plug estimate (2.16) into (2.15) to obtain∫
B(x,R)

u(1+ε)q/(p−q)dy 6 CRn
(

1 +
[

inf
B(x,2R)

u

](1+ε)q/(p−q)
)
.
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In view of (2.14), this yields

Rq−n
∫
B(x,R)

|∇uk|q dy

6 C

[
inf

B(x,2R)
u

](p−1−ε)q/p
(

1 +
[

inf
B(x,2R)

u

](1+ε)q/p
)
.

Now letting k →∞ we obtain estimate (2.10).
Finally, to obtain the decay (2.11), we observe that estimate (2.10) also

holds if u is replaced by ũ := u− infRn u and that infRn ũ = 0. �

Remark 2.2. — For 0 < q < n(p−1)
n−1 , Lemma 2.1 holds without assuming

condition (1.4) on µ (see [10, Theorem 7.46]). Moreover, the first term on
the right-hand side of (2.10) can be dropped in this case.

The next lemma is a local interior version of an analogous result obtained
in [4, Proposition 4.4]. We use a modification of its proof based mainly
on [4, Theorem 2.3] and [4, Lemma 2.8]. Henceforth, we denote by M the
Hardy-Littlewood maximal operator.

Lemma 2.3. — There exist constants A = A(n, p) > 1 sufficiently large
and δ0 = δ0(n, p) ∈ (0, p−1) sufficiently small such that the following holds
for any T > 1, λ > 0, and δ ∈ (0, δ0). Fix a ball B0 = B(z0, R0) and let u
be a solution of −∆pu = div (|f |p−2f) in 2B0. Assume that for some ball
B(y, ρ) with ρ 6 R0/8, we have

B(y, ρ) ∩B0 ∩
{
x ∈ Rn : M

(
χ2B0 |∇u|

p−δ
) 1
p−δ (x) 6 λ

}
∩
{

M
(
χ2B0 |f |p−δ

) 1
p−δ 6 ε(T )λ

}
6= ∅,

with ε(T ) = T
−2δ0
p−δ max{1, 1

p−1}. Then∣∣∣∣{x ∈ Rn : M
(
χ2B0 |∇u|

p−δ
) 1
p−δ (x) > ATλ

}
∩B(y, ρ)

∣∣∣∣ < H |B(y, ρ)| ,

where
H = H(T, δ) = T−(p+δ0) + δ(p−δ) min{1, 1

p−1}.

With this, we can now apply [4, Lemma 4.1] and Lemma 2.3 above to
get the following result. Its proof is similar to that of [4, Lemma 4.6].

Lemma 2.4. — Let A = A(n, p) and δ0 = δ0(n, p) be as in Lemma 2.3.
The following holds for any T > 2 and δ ∈ (0, δ0). Fix a ball B0 = B(z0, R0)
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and let u be a solution of −∆pu = div (|f |p−2f) in 2B0. Suppose that there
exists N > 0 such that∣∣∣∣{x ∈ Rn : M

(
χ2B0 |∇u|

p−δ
) 1
p−δ (x) > N

}∣∣∣∣ < H

∣∣∣∣18B0

∣∣∣∣ .
Then for any integer k > 0 we have∣∣∣∣{x ∈ B0 : M

(
χ2B0 |∇u|

p−δ
) 1
p−δ (x) > N(AT )k+1

}∣∣∣∣
6 c(n)H

∣∣∣∣{x ∈ B0 : M
(
χ2B0 |∇u|

p−δ
) 1
p−δ (x) > N(AT )k

}∣∣∣∣
+ c(n)

∣∣∣{x ∈ B0 : M
(
χ2B0 |f |p−δ

) 1
p−δ (x) > ε(T )N(AT )k

}∣∣∣ .
Here ε(T ) and H = H(T, δ) are as defined in Lemma 2.3.

We are now in a position to obtain a local Lp,∞ estimate for the gradient.

Theorem 2.5. — Let µ ∈M+(Rn) and let u be a solution of −∆pu = µ

in Rn. Then for any ball B0 = B(z0, R0) ⊂ Rn we have

(2.17) ‖∇u‖Lp,∞(B0) 6 C |B0|
1
p

(
1
|2B0|

∫
2B0

|∇u|p−δ dx
) 1
p−δ

+ C
∥∥∥[I1 (χ2B0µ)]

1
p−1

∥∥∥
Lp,∞(B0)

,

with a constant C = C(n, p) > 0 and a constant δ = δ(n, p) ∈ (0, p− 1).

Proof. — Let B0 = B(z0, R0) and δ0 be as in Lemma 2.3. For T > 2 and
δ ∈ (0, δ0) to be determined, we claim that there exists N > 0 such that∣∣∣∣{x ∈ Rn : M

(
χ2B0 |∇u|

p−δ
) 1

2−δ (x) > N

}∣∣∣∣ < H

∣∣∣∣18B0

∣∣∣∣ ,
where H = H(T, δ) = T−(p−δ0) + δ(p−δ) min{1, 1

p−1} (as in Lemma 2.3).
This can be done by using the weak type (1, 1) estimate for the maximal

function and choosing N > 0 such that

(2.18) C(n)
Np−δ

∫
2B0

|∇u|p−δ dx = H

∣∣∣∣18B0

∣∣∣∣
provided the integral above is non-zero, which we may assume.
Let A > 1 and ε(T ) > 0 be as in Lemma 2.3. Set

L = sup
k> 1

(AT )k
∣∣∣∣{x ∈ B0 : M

(
χ2B0 |∇u|

p−δ
) 1
p−δ (x) > N(AT )k

}∣∣∣∣ 1
p

.
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We have

(2.19)
∥∥∥∥M

(
χ2B0 |∇u/N |

p−δ
) 1
p−δ
∥∥∥∥
Lp,∞(B0)

6 AT
(
|B0|

1
p + L

)
.

We now set, for m = 1, 2, . . . ,

Lm =

sup
16 k6m

(AT )k
∣∣∣∣{x ∈ B0 : M

(
χ2B0 |∇u|

p−δ
) 1
p−δ (x) > N(AT )k

}∣∣∣∣ 1
p

,

and note that

(2.20) lim
m→∞

Lm = L.

For any vector field f such that div (|f |p−2f) = µ in 2B0, by Lemma 2.4
we find

Lm 6 C sup
16 k6m

(AT )kH(T, δ)
1
p×

×
∣∣∣∣{x ∈ B0 : M

(
χ2B0 |∇u|

p−δ
) 1
p−δ (x) > N(AT )k−1

}∣∣∣∣ 1
p

+ C sup
16 k6m

(AT )k×

×
∣∣∣∣{x ∈ B0 :

[
M
(
χ2B0 |f |

p−δ
)] 1

p−δ
> ε(T )N(AT )k−1

}∣∣∣∣ 1
p

6 C (AT )H(T, δ)
1
p

(
Lm + |B0|

1
p

)
+ C1(T, δ)

∥∥∥∥[M(
χ2B0 (|f | /N)p−δ

)] 1
p−δ
∥∥∥∥
Lp,∞(B0)

.

By the boundedness property of M, this yields

Lm 6 C (AT )H(T, δ)
1
p

(
Lm + |B0|

1
p

)
+ CC1(T, δ) ‖f/N‖Lp,∞(2B0) .

We next choose T sufficiently large and δ sufficiently small so that

C (AT )H(T, δ)
1
p 6 1/2

and thus deduce from the above bound and (2.20) that

1
2L 6

1
2 |B0|

1
p + C ‖f/N‖Lp,∞(2B0) .
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In view of (2.19) and (2.18) this gives

(2.21) ‖∇u‖Lp,∞(B0) 6 C |B0|
1
p N + C ‖f‖Lp,∞(2B0)

6 C |B0|
1
p

(
1
|2B0|

∫
2B0

|∇u|p−δ dx
) 1
p−δ

+ C ‖f‖Lp,∞(2B0) .

Finally, we write µ = div g in 2B0, where

g = −∇
∫

2B0

G(x, y)dµ(y)

and G(x, y) is the Green function associated with −∆ in 2B0. Note then
that

|g| 6 C I1 (χ2B0µ)

and with f = g|g|
2−p
p−1 we have |f |p−2f = g. Thus div (|f |p−2f) = µ in 2B0

and

(2.22) |f | 6 C [I1 (χ2B0µ)]
1
p−1 .

By (2.21), this completes the proof of the Theorem 2.5. �

We next prove a gradient estimate for solutions of (1.1) under condi-
tion (1.4).

Theorem 2.6. — Let 1 < p < n, and let u be a nonnegative p-superhar-
monic solution of −∆pu = µ, where µ satisfies condition (1.4). Then we
have

‖∇u‖Lp,∞(B(x,R)) 6 CM
1
p−1R

n−p
p , ∀ x ∈ Rn, R > 0,

where

(2.23) M = sup
x∈Rn, R> 0

µ(B(x,R))
Rn−p

.

Proof. — Let B0 = B(z0, R0) be any fixed ball. By Theorem 2.5 we have

‖∇u‖Lp,∞(B0)) 6 C |B0|
1
p

(
1
|2B0|

∫
2B0

|∇u|p−δ dx
) 1
p−δ

+ C
∥∥∥[I1 (χ2B0µ)]

1
p−1

∥∥∥
Lp,∞(B0)

(2.24)

for a constant δ = δ(n, p) ∈ (0, p − 1) and we may assume that δ is
sufficiently small. For any r0 > 4R0 + |z0| and any r ∈ (0, r0], let w ∈
u+W 1, p−δ

0 (B(z0, r)) solve{
∆pw = 0 in B(z0, r),
w = u on ∂B(z0, r).
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By [4, Lemma 2.7] for any 0 < ρ 6 r we have∫
B(z0,ρ)

|∇w|p−δ dy 6 C(ρ/r)n+(p−δ)(β0−1)
∫
B(z0,r)

|∇w|p−δ dy,

for some β0 = β0(n, p) ∈ (0, 1/2]. Then by using (2.22) and arguing as in
the proof of [4, Equation (5.4)] we have

(2.25) φ(ρ) 6 C
[(ρ
r

)n+(p−δ)(β0−1)
+ δ(p−δ) min{1, 1

p−1} + ε

]
φ(r)

+ C(ε)
∫
B(z0,r)

I1
(
χB(z0,r0)µ

) p−δ
p−1 dx,

which holds for all ε > 0 and ρ ∈ (0, r]. In (2.25), we set

φ(ρ) =
∫
B(z0,ρ)

|∇u|p−δ dx.

Now by Hölder’s inequality and (2.1) we have∫
B(z0,r)

I1
(
χB(z0,r0)µ

) p−δ
p−1 dx 6 C ‖I1µ‖

p−δ
p−1

L
p
p−1 ,∞(B(z0,r))

r
nδ
p

6 CM
p−δ
p−1 r

(n−p)(p−δ)+nδ
p

6 CM
p−δ
p−1 rn−p+δ,

where M is defined in (2.23). Thus it follows from (2.25) that

φ(ρ) 6 C
[(ρ
r

)n+(p−δ)(β0−1)
+ δ(p−δ) min{1, 1

p−1} + ε

]
φ(r)

+ C(ε)M
p−δ
p−1 rn−p+δ,

which holds for all ε > 0 and ρ ∈ (0, r]. As n− p+ δ < n+ (p− δ)(β0 − 1),
we can apply [8, Lemma 3.4] to obtain

φ(ρ) 6 C
(ρ
r

)n−p+δ
φ(r) + CM

p−δ
p−1 ρn−p+δ

provided δ is sufficiently small. Since this estimate holds for all 0 < ρ 6
r 6 r0, we may choose ρ = 2R0 and r = r0 to deduce∫

B(z0,2R0)
|∇u|p−δ dx 6 C

(
R0

r0

)n−p+δ ∫
B(z0,r0)

|∇u|p−δ dx

+ CM
p−δ
p−1Rn−p+δ0

6 C

(
R0

r0

)n−p+δ ∫
B(0,2r0)

|∇u|p−δ dx

+ CM
p−δ
p−1Rn−p+δ0 ,

(2.26)
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where we used that B(z0, r0) ⊂ B(0, 2r0).
At this point we combine (2.24), (2.26), and (2.1) to arrive at

‖∇u‖Lp,∞(B(z0,R0))) 6 C R
n−p
p

0

(
r−n+p−δ
0

∫
B(0,2r0)

|∇u|p−δ dx

) 1
p−δ

+ CM
1
p−1R

n−p
p

0 .

Finally, letting r0 →∞ and applying Lemma 2.1 we complete the proof
of the Theorem 2.6. �

We conclude this section with the following remarks regarding quasilinear
equations with more general nonlinear structure.

Remark 2.7. — Theorems 2.5 and 2.6 also hold for more general equa-
tions of the form

(2.27) − divA (x,∇u) = µ,

where A : Rn×Rn → Rn is measurable in x for every ξ, continuous in ξ for
a.e. x, and A(x, 0) = 0 for a.e. x ∈ Rn. Moreover, A is assumed to satisfy
that 〈

A(x, ξ)−A(x, ζ), ξ − ζ
〉
> Λ0

(
|ξ|2 + |ζ|2

) p−2
2 |ξ − ζ|2(2.28)

and for some γ ∈ (0, 1),

∣∣A(x, ξ)−A(x, ζ)
∣∣ 6 Λ1 |ξ − ζ|γ

(
|ξ|2 + |ζ|2

) p−1−γ
2(2.29)

for every (ξ, ζ) ∈ Rn × Rn \ {(0, 0)} and a.e. x ∈ Rn. Here Λ0 and Λ1 are
positive constants.

Remark 2.8. — Condition (2.29) above can be replaced with the weaker
condition

(2.30) |A(x, ξ)| 6 Λ1|ξ|p−1.

Indeed, for 3n−2
2n−1 < p < n, this can be done similarly using the method

of [22] and the comparison estimate of [20, Lemma 2.2] (see also [19], where
this method was first utilized in the case p > 2). For 1 < p 6 3n−2

2n−1 , using
the method of [22] and the recent comparison estimate of [21, Lemma 2.1],
one can obtain the following version of (2.17):
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There exists ε0 = ε0(n, p,Λ0,Λ1) ∈ (0, 2(p−1)) such that for 2−p+ ε0 <

q < p+ ε0,

‖∇u‖Lq,∞(B0)) 6 C(ε) |B0|
1
q

(
1
|2B0|

∫
2B0

|∇u|2−p dx
) 1

2−p

+ C(ε)
∥∥∥[I1 (χ2B0µ)

] 1
p−1
∥∥∥
Lq,∞(B0)

+ ε ‖∇u‖Lq,∞(2B0)

(2.31)

for all balls B0 and all ε > 0.
(This estimate still holds if the weak Lq norms are replaced with the Lq

norms). The constant C(ε) is independent of q. Thus, for 2−p+ε0 < q < p,
by Lemma 2.1 and a covering/iteration argument (see, e.g., [3]) the term
ε ‖∇u‖Lq,∞(2B0) on the right-hand side can be absorbed yielding that

(2.32) ‖∇u‖Lq,∞(B0)) 6 C |B0|
1
q

(
1
|2B0|

∫
2B0

|∇u|2−p dx
) 1

2−p

+ C
∥∥∥[I1 (χ2B0µ)

] 1
p−1
∥∥∥
Lq,∞(B0)

for all balls B0. Thus letting q ↑ p we see that (2.32) holds with q = p

as well. From this we obtain analogues of Theorems 2.5 and 2.6 under the
above assumptions on A.
Using Poincaré’s inequality we deduce the following BMO estimate.

Corollary 2.9. — Let 1 < p < n, and let µ satisfy condition (1.4). Un-
der assumptions (2.28) and (2.30) on A, for any nonnegative A-superhar-
monic solution u to (2.27) we have

‖u‖BMO(Rn) 6 CM
1
p−1 ,

where M is the constant in (2.23), and C depends only on p, n,Λ0,Λ1.

Remark 2.10. — In the case 0 < q < p−1, Theorem 1.4 and Corollary 1.5
are deduced exactly as in [28] using Theorems 1.1, 2.5 and 2.6 in place of
the corresponding statements of [28, Lemma 3.1].

3. Proof of Theorem 1.3

Proof. — In this section we treat the case q > p−1 in (1.6). Let 1 < p <

n. As was shown in [24], the existence of a solution u to (1.6) is equivalent to
condition (a) of Theorem 1.3, with the small constant 0 < c 6 c(n, p, q) in
the sufficiency part, and some c > 0 in the necessity part, where Wpµ 6≡ ∞.
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Let dω = uqdσ + dµ. By Theorem 1.1, any solution u to (1.6) lies in
BMO(Rn) if and only if

(3.1) ω (B(x,R)) 6 C Rn−p, ∀ x ∈ Rn, R > 0.

In particular, µ satisfies (1.4). Also, by the lower bound in (1.3), we have
u > C Wpµ, so that by (1.4)

(3.2)
∫
B(x,R)

(
Wpµ

)q
dσ 6 C Rn−p, ∀ x ∈ Rn, R > 0.

This yields the necessity of condition (b) in Theorem 1.3, since for all
y ∈ B(x,R) and r > R, we have B(x, r) ⊂ B(y, 2r), and consequently

Wpµ(y) = 2−
n−p
p−1

∫ ∞
0

(
µ (B(y, 2r))

rn−p

) 1
p−1 dr

r

> 2−
n−p
p−1

∫ ∞
R

(
µ (B(x, r))
rn−p

) 1
p−1 dr

r
.

Conversely, suppose that (1.4), and both condition (a) with the small
constant c 6 c(n, p, q), and condition (b) of Theorem 1.3 hold. Then the
solution u constructed in [24, Theorem 3.10] admits the upper bound u 6
C Wpµ. Hence, to verify (3.1), it remains to show that (3.2) holds.

For B = B(x,R), we write µ = µ2B + µ(2B)c . Then clearly

Wpµ 6 c
(

Wpµ2B + Wpµ(2B)c
)
,

where c depends only on p. Arguing as above, for all y ∈ B(x,R), we have
B(y, r)∩(2B)c = ∅ if 0 < r < R, and B(y, r)∩(2B)c ⊂ B(x, 2r)) for r > R,
so that

Wpµ(2B)c(y) 6 C
∫ ∞
R

(
µ(B(x, r))
rn−p

) 1
p−1 dr

r
.

Hence by condition (b) of Theorem 1.3, we see that (3.2) holds for µ(2B)c

in place of µ. Also, as was shown in [24, Theorem 3.1] (with g = χ2B),
condition (a) of Theorem 1.3 yields∫

B

(
Wpµ2B

)q
dσ 6 C µ(2B).

Since µ(2B) 6 C Rn−p by (1.4), combining the preceding estimates we
deduce (3.2). This completes the proof of Theorem 1.3. �
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4. Proof of Theorem 1.4

In this section we treat the case 0 < q < p − 1 in (1.6). Let 1 < p < n.
It was proved in [5] (see also [27]) that a nontrivial solution to (1.6) exists
if and only if (1.2) holds, i.e., Wpµ 6≡ ∞, and

(4.1)
∫ ∞

1

(
κ (B(0, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r
<∞.

Condition (4.1) ensures that Kp,qσ 6≡ ∞, where Kp,q is the so-called
intrinsic nonlinear potential introduced in [5],

Kp,qσ(x) =
∫ ∞

0

(
κ (B(x, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r
, x ∈ Rn.

Moreover, as was proved recently in [27], any nontrivial solution u to (1.6)
satisfies the bilateral estimates

(4.2) c−1
[(

Wpσ(x)
) p−1
p−1−q + Kp,qσ(x) + Wpµ(x)

]
6 u(x)

6 c

[(
Wpσ(x)

) p−1
p−1−q + Kp,qσ(x) + Wpµ(x)

]
, x ∈ Rn,

where c > 0 is a constant which depends only on p, q, and n.
As in the case q > p − 1, by Theorem 1.1, any solution u to (1.6) lies

in BMO(Rn) if and only if (3.1) holds, where dω = uqdσ + dµ. In view
of (4.2), u ∈ BMO(Rn) if and only if both conditions (1.4) and (3.2) hold,
and also the following two conditions hold for all x ∈ Rn and R > 0:∫

B(x,R)

(
Wpσ

) q(p−1)
p−1−q dσ 6 C Rn−p,(4.3) ∫

B(x,R)

(
Kp,qσ

)q
dσ 6 C Rn−p.(4.4)

We first show that (1.4) together with conditions (a)–(d) of Theorem 1.4
yield (3.2), (4.3), and (4.4).
As in the case q > p − 1 above, (3.2) splits into two parts: condition(b)

of Theorem 1.4, and

(4.5)
∫
B

(
Wpµ2B

)q
dσ 6 C Rn−p,

where B = B(x,R). To prove the preceding estimate, notice that by (1.9)
applied to ν = µ2B , we have∫

B

(
Wpµ2B

)q
dσ 6 κ(B)q µ(2B)

q
p−1 .
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By (1.4), it follows that µ(2B) 6 C Rn−p, and by condition (a), we have

κ(B)q 6 C R
(n−p)(p−1−q)

p−1 .

Hence, (4.5) follows from (1.4)& (a), and consequently (3.2) follows from (a)
& (b) & (1.4).

To prove (4.3), for B = B(x,R), we write σ = σ2B +σ(2B)c . Again, (4.3)
splits into two parts. Arguing as above in the case q > p− 1 we have∫

B

(
Wpσ(2B)c

) q(p−1)
p−1−q dσ

6 C σ(B)

∫ ∞
R

(
σ (B(x, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r


q(p−1)
p−1−q

6 C Rn−p,

by condition (c) of Theorem 1.4.
Next, denote by v2B ∈ Lq(σ2B) the nontrivial solution to the equation

(4.6) v2B = Wp (vq2Bσ2B) in Rn

constructed in [5], which exists since κ(2B) <∞ by condition (a) of The-
orem 1.4. By [5, Corollary 4.3],

(4.7)
∫

2B
(v2B)q dσ 6 κ(2B)

q(p−1)
p−1−q .

On the other hand, v2B > C Wpσ2B)
p−1
p−1−q by the lower estimate in (4.2).

Combining these estimates yields∫
B

(
Wpσ2B

) q(p−1)
p−1−q dσ 6 Cκ(2B)

q(p−1)
p−1−q 6 CRn−p

by condition (a).
We now prove (4.4). For y ∈ B = B(x,R), we split Kp,qσ(y) into two

parts,

Kp,qσ(y)
= I + II

=
∫ R

0

(
κ(B(y, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r
+
∫ ∞
R

(
κ(B(y, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r
.

To estimate the term involving I, notice that B(y, r) ⊂ 2B for 0 < r 6 R.
Hence by the lower estimate in (4.2) with µ = 0 and σ2B in place of σ, we
have I 6 C v2B , where v2B is defined by (4.6). It follows that
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∫
B

Iqdσ 6 C
∫
B

vq2Bdσ.

By the preceding estimate, (4.7), and condition (a), we deduce∫
B

Iqdσ 6 C κ(2B)
q(p−1)
p−1−q 6 C Rn−p.

For r > R and y ∈ B, we obviously have B(y, r) ⊂ B(x, 2r), so that
κ(B(y, r)) 6 κ(B(x, 2r)), and consequently, for all y ∈ B,

II 6 2
n−p
p−1

∫ ∞
2R

(
κ (B(x, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r
.

It follows that

∫
B

IIqdσ 6 C σ(B)

∫ ∞
2R

(
κ(B(x, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r

q 6 C Rn−p
by condition (d) of Theorem 1.4. This proves that (4.4) follows from con-
ditions (a) & (d). Thus, (3.1) holds, so that u ∈ BMO(Rn).
Conversely, suppose that u ∈ BMO(Rn) is a solution to (1.6). Then as

was mentioned above (3.1) holds, which obviously yields (1.4). Since (3.1)
also yields ∫

B

uqdσ 6 C Rn−p,(4.8)

and by [5, Lemma 4.2],

κ(B)
q(p−1)
p−1−q 6 C

∫
B

uqdσ,(4.9)

we combine (4.8) and (4.9) to obtain (a).
Next, by (4.8) and the lower estimate in (4.2) we deduce that (3.2), (4.3),

and (4.4) hold.
Notice that condition (b) follows from (3.2) exactly as in the case q > p−1

above. Similarly, for all y ∈ B = B(x,R), we have

Wpµ(y) > 2−
n−p
p−1

∫ ∞
R

(
µ(B(x, r))
rn−p

) 1
p−1 dr

r
.
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Hence, (4.3) yields condition (c). In the same way, for all y ∈ B = B(x,R)
and r > R, we have B(y, 2r) ⊃ B(x, r), and consequently

Kp,qσ(y) = 2−
n−p
p−1

∫ ∞
0

(
κ (B(y, 2r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r

> 2−
n−p
p−1

∫ ∞
R

(
κ (B(x, r))

q(p−1)
p−1−q

rn−p

) 1
p−1

dr

r
.

This shows that (4.4) yields condition (d). The proof of Theorem 1.4 is
complete. �
The proof of Corollary 1.5 is based on the following pointwise estimate

for all solutions u to (1.6) in the case 0 < q < p− 1 [27, Corollary 1.2],

c−1
[(

Wpσ(x)
) p−1
p−1−q + Wpµ(x)

]
6 u(x)

6 c

[(
Wpσ(x)

) p−1
p−1−q + Wpσ(x) + Wpµ(x)

]
, x ∈ Rn,

provided σ satisfies condition (1.10). The argument is similar to that of [28,
Corollary 1.5] in the case µ = 0; we omit the details.

5. The natural growth case

In this section we suppose that 1 < p < n and µ, σ ∈ M+(Rn), where
both σ 6= 0 and µ 6= 0. It is well known (see, for instance, [11]) that the
capacity condition (1.10) with C = 1 is necessary for the existence of a
nontrivial solution u to the inequality

−∆pu > σ u
p−1, u > 0 in Rn.

We have to distinguish between the cases p > 2 and p 6 2. We recall that
Ip stands for the Riesz potential of order p defined by (2.2) with α = p. It
is easy to see that

Ipσ 6 C
(
Wpσ

)p−1 if p > 2,

and
(
Wpσ

)p−1
6 C Ipσ if p 6 2,

(5.1)

where C is a constant which depends only on p and n.
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Theorem 5.1. — Let 1 < p < n and q = p−1. Suppose µ, σ ∈M+(Rn),
and

Wpσ 6 C1 if p > 2,(a)
Ipσ 6 C2 if p 6 2.(b)

Then there exists a solution u ∈ BMO(Rn) to (1.6) if and only if µ satisfies
condition (1.4), and for all x ∈ Rn, R > 0,

(5.2) σ (B(x,R))
[∫ ∞

R

(
µ (B(x, r))
rn−p

) 1
p−1 dr

r

]p−1

6 C Rn−p,

where the “if” part requires the smallness of the constant c = c(p, n) in the
condition

(5.3) σ(K) 6 c capp(K), ∀ compact setsK ⊂ Rn.

Remark 5.2. — Assumptions (a) and (b) in Theorem 5.1 are stronger
than the necessary condition (5.3) for some constant c. Without these
assumptions, estimates of solutions are substantially more complicated
(see [11]).

Proof. — It is known ([11, Remark 1.3 and Section 2] that conditions (a)
& (b) of Theorem 5.1, together with (5.3) for some small constant c =
c(p, n), ensure that (1.6) has a solution u such that

(5.4) c1 Wpµ(x) 6 u(x) 6 c2 Wpµ(x), x ∈ Rn.

The lower bound obviously holds for all solutions u.
As above, by Theorem 1.1, u ∈ BMO(Rn) if and only if µ satisfies (1.4),

and (4.8) holds (with q = p − 1). By the lower estimate in (5.4), we see
that (4.8) yields

(5.5)
∫
B(x,R)

(
Wpµ

)p−1
dσ 6 C Rn−p, ∀ x ∈ Rn, R > 0.

Exactly as in the cases q > p−1 and q < p−1, this estimate yields (5.2),
which completes the proof of the “only if” part of Theorem 5.1.
To prove the “if” part, as above we split (5.5) into two parts, condi-

tion (5.2) and

(5.6)
∫
B

(
Wpµ2B

)p−1
dσ 6 C |B|

n−p
n ,

where B = B(x,R).
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We first prove (5.6) in the easier case 1 < p 6 2. It follows from (5.1)
that (Wpµ2B)p−1 6 C Ipµ2B , and by Fubini’s Theorem,∫

B

(
Wpµ2B

)p−1
dσ 6 C

∫
B

Ipµ2B dσ = C

∫
2B

IpσB dµ.

Since IpσB 6 C2 by assumption (b), we deduce∫
B

(
Wpµ2B

)p−1
dσ 6 C C2µ(2B),

and (5.6) follows in view of condition (1.4).
We now consider the case p > 2. Then (5.6) can be deduced from [11,

Lemma 4.4], but we give here a simplified proof based on the following
lemma.

Lemma 5.3. — Let 2 < p < n, and let µ, σ ∈ M+(Rn), where σ satis-
fies (5.3). Then

(5.7)
∫
Rn

(
Wpµ

)p−1
dσ 6 C c

p−2
p−1

∫
Rn

(
Wpσ

)
dµ,

where c is the constant in (5.3), and C is a constant which depends only
on p, n.

Proof. — It is more convenient to use dyadic Wolff potentials introduced
originally in [9], in place of Wpµ,

Wd
pµ(x) =

∑
Q∈D

(
µ(Q)

`(Q)n−p

) 1
p−1

χQ(x), x ∈ Rn,

where D = {Q} is the family of all dyadic cubes in Rn, and `(Q) stands
for the side length of Q.

ForQ ∈ D, we denote byQ∗ the concentric cube with side length `(Q∗) =
3 `(Q). Clearly, the family of cubes {Q∗}Q∈D has the finite intersection
property

(5.8)
∑

`(Q) = 2k
χQ∗(x) 6 β(n), x ∈ Rn, k ∈ Z,

where β(n) is a constant which depends only on n. We will actually need
a modified version of Wd

p defined by

W̃d
pµ =

∑
Q∈D

(
µ(Q∗)
`(Q)n−p

) 1
p−1

χQ(x), x ∈ Rn.

It is easy to verify (see [9, p. 170]) that

(5.9) aWd
pµ 6Wpµ 6 AW̃d

pµ,
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where the constants a,A depend only on p and n.
In view of (5.9), it is enough to prove the following version of (5.7),

(5.10)
∫
Rn

(
W̃d

pµ
)p−1

dσ 6 C c
p−2
p−1

∫
Rn

(
Wpσ

)
dµ.

Since p > 2, we can use duality to rewrite (5.10) in the equivalent form

(5.11)
∫
Rn

(
W̃d

pµ
)
g dσ 6 C c

p−2
(p−1)2

[∫
Rn

(
Wpσ

)
dµ

] 1
p−1

,

for all
g ∈ L

p−1
p−2 (Rn, σ) such that ‖g‖

L
p−1
p−2 (Rn,σ)

6 1.

Interchanging the order of integration and summation on the left-hand side
of (5.11), we see that (5.10) is equivalent to

I =
∑
Q∈D

(
µ (Q∗)
`(Q)n−p

) 1
p−1

∫
Q

g dσ 6 C c
p−2

(p−1)2

[∫
Rn

(
Wpσ

)
dµ

] 1
p−1

.

Using Hölder’s inequality with exponents p− 1 and p−1
p−2 , we estimate

(5.12) I 6

 ∑
Q∈D

(
σ(Q)

`(Q)n−p

) 1
p−1

µ(Q∗)

 1
p−1

×

 ∑
Q∈D

σ(Q)p′

`(Q)
n−p
p−1

(
1

σ(Q)

∫
Q

g dσ

) p−1
p−2


p−2
p−1

,

where p′ = p
p−1 . Notice that

∑
Q∈D

(
σ(Q)

`(Q)n−p

) 1
p−1

µ (Q∗) =
∫
Rn

∑
Q∈D

(
σ(Q)

`(Q)n−p

) 1
p−1

χQ∗ dµ.

If x ∈ Q∗, then obviously Q ⊂ B(x, α(n) `(Q)), where α(n) is a constant
which depends only on n. We estimate

∑
Q∈D

(
σ(Q)

`(Q)n−p

) 1
p−1

χQ∗(x) =
∑
k∈Z

∑
`(Q)=2k

(
σ(Q)

`(Q)n−p

) 1
p−1

χQ∗(x)

6
∑
k∈Z

(
σ
(
B(x, α(n)2k)

)
2k(n−p)

) 1
p−1 ∑
`(Q)=2k

χQ∗(x).
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Clearly,

∑
k∈Z

(
σ
(
B
(
x, α(n)2k

))
2k(n−p)

) 1
p−1

6 C
∫ ∞

0

(
σ(B(x, α(n)r)

rn−p

) 1
p−1 dr

r

= C α(n)
n−p
p−1 Wpσ(x),

where C depends only on p and n. Hence, by the finite intersection prop-
erty (5.8),∑

Q∈D

(
σ(Q)

`(Q)n−p

) 1
p−1

χQ∗(x) 6 C α(n)
n−p
p−1 β(n)Wpσ(x).

Integration of both sides of the preceding inequality with respect to dµ

gives ∑
Q∈D

(
σ(Q)

`(Q)n−p

) 1
p−1

µ (Q∗) 6 C α(n)
n−p
p−1 β(n)

∫
Rn

(
Wpσ

)
dµ.

We estimate the second factor in (5.12) using the dyadic Carleson mea-
sure theorem. We observe that Theorem 5.1(a) yields the capacity condi-
tion (5.3). It is known (see [11, Theorem 3.9]) that (5.3) is equivalent to
the dyadic Carleson measure condition∑

Q⊆P

σ(Q)p′

`(Q)
n−p
p−1
6 C cp

′−1σ(P ),

for all dyadic cubes P , where c is the constant in (5.3), and C depends only
on p, n. Hence by the dyadic Carleson measure theorem,∑
Q∈D

σ(Q)p′

`(Q)
n−p
p−1

(
1

σ(Q)

∫
Q

g dσ

) p−1
p−2

6 C cp
′−1 ‖g‖

p−1
p−2

L
p−1
p−2 (Rn,σ)

6 C cp
′−1,

since ‖g‖
L
p−1
p−2 (Rn,σ)

6 1. Combining the preceding estimates proves (5.7).
�

Applying Lemma 5.3 with µ2B and σB in place of µ and σ, respectively,
we obtain ∫

B

(
Wpµ2B

)p−1
dσ 6 C c

p−2
p−1

∫
2B

(
WpσB

)
dµ.

Invoking Theorem 5.1(a) and condition (1.4) yields∫
2B

(
WpσB

)
dµ 6 C C1 c

p−2
p−1µ(2B) 6 C |B|

n−p
n .

Thus, (5.6) holds for all 1 < p < n, and consequently u ∈ BMO(Rn). �
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