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TATE CLASSES ON SELF-PRODUCTS OF ABELIAN VARIETIES OVER FINITE FIELDS

by Yuri G. ZARHIN (*)

Abstract. — We deal with $g$-dimensional abelian varieties $X$ over finite fields. We prove that there is a universal constant (positive integer) $N = N(g)$ that depends only on $g$ that enjoys the following property. If a certain self-product of $X$ carries an exotic Tate class then the self-product $X^{2N}$ of $X$ also carries an exotic Tate class. This gives a positive answer to a question of Kiran Kedlaya.

Résumé. — Nous étudions des variétés abéliennes $X$ de dimension $g$ sur des corps finis. Nous prouvons l’existence d’une constante universelle (entièrê positive) $N = N(g)$, qui ne dépend que de $g$ et à la propriété suivante: si une certaine puissance de $X$ admet une classe de Tate exotique, la puissance $X^{2N}$ de $X$ admet une classe de Tate exotique aussi. Cela donne une réponse positive à une question de Kiran Kedlaya.

1. Introduction

Let $X$ be an abelian variety of positive dimension $g$ over a finite field $k = \mathbb{F}_q$ of characteristic $p$ (where $q$ is a power of $p$), $\text{Fr}_X$ the Frobenius endomorphism of $X$, and $\mathcal{P}_X [t] \in \mathbb{Z}[t]$ the characteristic polynomial of $\text{Fr}_X$, which is a degree $2g$ monic polynomial with integer coefficients. [8, 15]. Let $L = L_X$ be the splitting field of $\mathcal{P}_X [t]$ over the field $\mathbb{Q}$ of rational numbers and therefore is a number field. Since $\deg(\mathcal{P}_X) = 2g$, the degree $[L_X : \mathbb{Q}]$ divides $(2g)!$. (In fact, one may prove that $[L_X : \mathbb{Q}]$ divides $2^g g!$, see below). We write $R_X$ for the set of eigenvalues of $\text{Fr}_X$; clearly, $R_X$ coincides with the set of roots of $\mathcal{P}_X [t] \in \mathbb{Z}[t]$ and is viewed as a certain finite subset of $L_X^*$. Clearly, $R_X$ consists of algebraic integers and $\#(R_X) \leq 2g$. (The equality holds if and only if $\mathcal{P}_X [t]$ has no repeated roots.) By a classical theorem
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of A. Weil [8], all algebraic numbers $\alpha \in R_X$ have the same archimedean value $\sqrt{q}$. In addition, $\alpha \mapsto q/\alpha$ is a permutation of $R_X$. If $\alpha$ is a root of $P_X[t]$ (i.e., $\alpha \in R_X$) then we write $\text{mult}_X(\alpha)$ for its multiplicity. It is well known that if $\alpha \in R_X$ then

\begin{equation}
(1.1) \quad \text{mult}_X(\alpha) = \text{mult}_X(q/\alpha); \text{ if } \alpha = q/\alpha \text{ then } \text{mult}_X(\alpha) \text{ is even.}
\end{equation}

In particular, the constant term $\prod_{\alpha \in R_X} \alpha^{\text{mult}_X(\alpha)}$ of $P_X[t]$ is $q^g$. The Galois group $\text{Gal}(L_X/\mathbb{Q})$ of $L_X/\mathbb{Q}$ permutes elements of $R_X$ and

\begin{equation}
(1.2) \quad \text{mult}_X(\sigma(\alpha)) = \text{mult}_X(\alpha) \ \forall \ \sigma \in \text{Gal}(L_X/\mathbb{Q}), \alpha \in R_X.
\end{equation}

In this paper we continue our study of multiplicative relations between elements of $R_X$ that was started in [6, 20, 21, 22]. (In [6, 20] we concentrated on abelian varieties with rather special type of Newton polygons; in [21, 22] we studied abelian varieties of small dimension). In order to state results of the present paper, we need the following definitions.

**Definition 1.1.** — An integer-valued function $e: R_X \rightarrow \mathbb{Z}$ is called

(i) **admissible** if there exists an integer $d$ such that

\begin{equation}
(1.3) \quad \prod_{\alpha \in R_X} \alpha^{e(\alpha)} = q^d;
\end{equation}

Such a $d$ is called the **degree** of $e$ and is denoted $\text{deg}(e)$.

The nonnegative integer $\sum_{\alpha \in R_X} |e(\alpha)|$ is called the **weight** of $e$ and denoted $\text{wt}(e)$.

(ii) **trivial** if

\begin{equation}
(1.4) \quad e(\alpha) = e(q/\alpha) \ \forall \ \alpha \in R_X; \ e(\beta) \in 2\mathbb{Z} \ \forall \ \beta \in R_X \ \text{with } \beta^2 = q.
\end{equation}

**Definition 1.2.** — An admissible integer-valued function $e: R_X \rightarrow \mathbb{Z}$ is called **reduced** if it enjoys the following properties:

(i) $\text{deg}(e) \geq 1$ and all $e(\alpha) > 0$.

(ii) If $\alpha \in R_X$ and $\alpha \neq q/\alpha$ then either $e(\alpha) = 0$ or $e(q/\alpha) = 0$.

(iii) $e(\beta) = 0$ or $1 \ \forall \ \beta \in R_X$ with $\beta^2 = q$.

**Remarks 1.3.**

(i) It follows from (1.1) that $\alpha \mapsto \text{mult}_X(\alpha)$ is a trivial admissible function of degree $g$ and weight $2g$.

(ii) Every trivial function is admissible.

(iii) If $e: R_X \rightarrow \mathbb{Z}$ is admissible then it follows from Weil’s theorem that

\begin{equation}
(1.5) \quad 2 \text{deg}(e) = \sum_{\alpha \in R_X} e(\alpha).
\end{equation}
(iv) If \( e : R_X \to \mathbb{Z} \) is reduced admissible then it follows from (1.5) that

\[
\text{wt}(e) = 2 \deg(e).
\]

Our first main result is the following assertion.

**Theorem 1.4.** — Let \( g \) be a positive integer. There exists a positive integer \( N = N(g) \) that depends only on \( g \) and enjoys the following property.

Let \( X \) be a \( g \)-dimensional abelian variety over a finite field \( k \) such that there exists a nontrivial admissible function \( R_X \to \mathbb{Z} \). Then there exists a reduced admissible function of degree \( \leq N(g) \).

Our main tool in the proof of Theorem 1.4 is the multiplicative (sub)-group \( \Gamma(X, k) \subset L_X^* \) generated by \( R_X \), which was first introduced in [17, 18] (see also [6, 20, 21, 22]).

**Definition 1.5.**

(i) We say that \( k = \mathbb{F}_q \) is small with respect to \( X \) if there exist distinct \( \alpha_1, \alpha_2 \in R_X \) such that \( \alpha_1/\alpha_2 \) is a root of unity.

(ii) We say that \( k \) is sufficiently large with respect to \( X \) if \( \Gamma(X, k) \) does not contain roots of unity except 1 (see [21, 22]).

**Remarks 1.6.**

(i) If \( k \) is not small with respect to \( X \) then there is at most one \( \beta \in R_X \) with \( \beta^2 = q \).

(ii) If \( k \) is sufficiently large with respect to \( X \) then it is not small.

The role of \( \Gamma(X, k) \) is explained by the following statement.

**Lemma 1.7.** — Suppose that \( k \) is not small with respect to \( X \). Then the following three conditions are equivalent.

(i) There exists a nontrivial admissible function \( R_X \to \mathbb{Z} \).

(ii) There exists a reduced admissible function \( R_X \to \mathbb{Z} \).

(iii) The rank of \( \Gamma(X, k) \) does not exceed \( \lceil \#(R_X)/2 \rceil \).

Our second main result deals with Tate classes on abelian varieties (see [13, 14, 15, 19, 21] and Section 7.4 below for the definition of these classes and their basic properties). Recall that a Tate class is called exotic if it cannot be presented as a linear combination of products of divisor classes.

**Theorem 1.8.** — Let \( g \) be a positive integer and let \( N = N(g) \) be as in Theorem 1.4.

Let \( X \) be a \( g \)-dimensional abelian variety over a finite field \( k \) of characteristic \( p \). Assume that there exist a positive integer \( n \) and a prime \( \ell \neq p \) such
that the self-product $X^n$ of $X$ carries an exotic $\ell$-adic Tate cohomology class.

Then the self-product $X^{2N}$ of $X$ carries an exotic $l$-adic cohomology Tate class for all primes $l \neq p$.

Remark 1.9. — Theorem 1.8 gives a positive answer to a question of Kiran Kedlaya, who pointed out that this result is related to the algorithmic problem of deciding whether or not a given abelian variety (specified by its Weil polynomial) is neat in a sense of [21, Section 3], [22]).

Is it possible to get all Tate classes on all self-products of $X$, using only Tate classes of bounded dimension? In order to answer this question, we need the following result about nonnegative admissible functions.

Theorem 1.10. — Let $g$ be a positive integer. Then there exists a positive even integer $H = H(g)$ that enjoys the following property.

Let $X$ be a $g$-dimensional abelian variety over a finite field $k$. Then there exist a positive integer $d$ and $d$ nonnegative admissible functions $e_i : R_X \to \mathbb{Z}_+$ such that:

(i) the weight of each $e_i$ does not exceed $H(g)$;

(ii) each nonnegative admissible function $e : R_X \to \mathbb{Z}_+$ may be presented as a linear combination of $e_1, \ldots, e_d$ with nonnegative integer coefficients.

Theorem 1.10 implies the following assertion.

Theorem 1.11. — Let $g$ be a positive integer. Let $H = H(g)$ be as in Theorem 1.10.

Let $X$ be a $g$-dimensional abelian variety over a finite field $k$. Assume that $k$ is sufficiently large w.r.t $X$. Let $\ell$ be a prime different from $\text{char}(k)$ and $n$ be a positive integer. Then every $\ell$-adic Tate cohomology class on $X^n$ may be presented as a linear combination of products of $\ell$-adic Tate cohomology classes of dimension $\leq H(g)$.

The paper is organized as follows. In Section 2 we discuss basic useful results about $R_X$ and related objects, including the Newton polygons. In addition, we discuss roots of unity in $\Gamma(X, k)$ (Lemma 2.2) and the structure and degree of $L_X$ (Lemma 2.5). In Section 3 we study multiplicative relations between Weil numbers (i.e., admissible functions) and their weights; in particular, we prove Lemma 1.7 (see Lemma 3.7). In Sections 4 and 5 we prove Theorems 1.4 and 1.10 respectively. Section 6 contains certain constructions from multilinear algebra that we use in Section 7 in order to prove Theorems 1.8 and 1.11.
As usual, \( \ell \) and \( l \) are primes different from \( p \), and \( \mathbb{N}, \mathbb{Z}, \mathbb{Z}_\ell, \mathbb{Q}, \mathbb{R}, \mathbb{C}, \mathbb{Q}_\ell \) stand for the set of positive integers, the rings of integers and \( \ell \)-adic integers, the fields of rational, real, complex, and \( \ell \)-adic numbers respectively. We write \( \mathbb{Z}_+ \) and \( \mathbb{R}_+ \) for the additive semigroups of nonnegative integers and of nonnegative real numbers respectively. If \( z \) is a complex number then we write \( \overline{z} \) for its complex-conjugate. Similarly, if \( \phi: E \hookrightarrow \mathbb{C} \) is a field embedding then we write \( \overline{\phi} \) for the corresponding complex-conjugate field embedding

\[
\overline{\phi}: E \hookrightarrow \mathbb{C}, \; x \mapsto \overline{\phi(x)}.
\]

If \( M \) is a positive integer and \( v \) and \( w \) are two vectors in \( \mathbb{R}^M \) then we write \( v \cdot w \) for their scalar product. If \( A \) is a finite set then we write \( \#(A) \) for the number of its elements. We write \( \text{rk}(\Delta) \) for the rank of a finitely generated commutative group \( \Delta \).
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2. Preliminaries

In this section we discuss basic properties of \( L = L_X, R_X, \Gamma(X, k) \). Let us start with the formal definition of \( \mathcal{P}_X(t) \).

Throughout this paper \( k \) is a finite field of characteristic \( p \) that consists of \( q \) elements, \( \overline{k} \) an algebraic closure of \( k \) and \( \text{Gal}(k) = \text{Gal}(\overline{k}/k) \) the absolute Galois group of \( k \). It is well known that the profinite group \( \text{Gal}(k) \) is procyclic and the Frobenius automorphism

\[
\sigma_k: \overline{k} \to \overline{k}, \; x \mapsto x^q
\]

is a topological generator of \( \text{Gal}(k) \). If \( \ell \neq p \) is a prime then we write

\[
\chi_\ell: \text{Gal}(k) \to \mathbb{Z}_\ell^*
\]

for the \( \ell \)-adic cyclotomic character that defines the Galois action on all \( \ell \)-power roots of unity in \( \overline{k} \). By definition,

\[
\chi_\ell(\sigma_k) = q \in \mathbb{Z}_\ell^*.
\]
Let $X$ be an abelian variety of positive dimension over $k$. We write $\text{End}(X)$ for the ring of its $k$-endomorphisms and $\text{End}^0(X)$ for the corresponding (finite-dimensional semisimple) $\mathbb{Q}$-algebra $\text{End}(X) \otimes \mathbb{Q}$. We write $\text{Fr}_X = \text{Fr}_{X,k}$ for the Frobenius endomorphism of $X$. We have

$$\text{Fr}_X \in \text{End}(X) \subset \text{End}^0(X).$$

It is well known that

$$\sigma_k(x) = \text{Fr}_X(x) \quad \forall \ x \in X(\bar{k}). \tag{2.1}$$

By a theorem of Tate [15, Section 3, Theorem 2 on p. 140], the $\mathbb{Q}$-subalgebra $\mathbb{Q}[\text{Fr}_X]$ of $\text{End}^0(X)$ generated by $\text{Fr}_X$ coincides with the center of $\text{End}^0(X)$. In particular, if $\text{End}^0(X)$ is a field then $\text{End}^0(X) = \mathbb{Q}[\text{Fr}_X]$.

If $\ell$ is a prime different from $p$ then we write $T_\ell(X)$ for the $\mathbb{Z}_\ell$-Tate module of $X$ and $V_\ell(X)$ for the corresponding $\mathbb{Q}_\ell$-vector space

$$V_\ell(X) = T_\ell(X) \otimes_{\mathbb{Z}_\ell} \mathbb{Q}_\ell.$$

It is well known [8, Section 18] that $T_\ell(X)$ is a free $\mathbb{Z}_\ell$-module of rank $2\dim(X)$ that may be viewed as a $\mathbb{Z}_\ell$-lattice in the $\mathbb{Q}_\ell$-vector space $V_\ell(X)$ of dimension $2\dim(X)$. The Galois action on $X(\bar{k})$ induces the continuous group homomorphism [10, 11]

$$\rho_\ell = \rho_{\ell,X} : \text{Gal}(K) \to \text{Aut}_{\mathbb{Z}_\ell}(T_\ell(X)) \subset \text{Aut}_{\mathbb{Q}_\ell}(V_\ell(X)).$$

In addition, there is a canonical isomorphism of $\text{Gal}(k)$-modules $X[\ell] \cong T_\ell(X)/\ell$ where $X[\ell]$ is the kernel of multiplication by $\ell$ in $X(\bar{k})$.

By functoriality, $\text{End}(X)$ and $\text{Fr}_X$ acts on $(T_\ell(X)$ and $V_\ell(X)$; it is well known that the action of $\text{Fr}_X$ coincides with the action of $\rho_\ell(\sigma_k)$. By a theorem of A. Weil [8, Section 19 and Section 21], $\text{Fr}_X$ acts on $V_\ell(X)$ as a semisimple linear operator, its characteristic polynomial

$$\mathbb{P}_X(t) = \mathbb{P}_{X,k}(t) = \text{det}(t \text{Id} - \text{Fr}_X, V_\ell(X)) \in \mathbb{Z}_\ell[t]$$

lies in $\mathbb{Z}[t]$ and does not depend on a choice of $\ell$. In addition, all eigenvalues of $\text{Fr}_X$ (which are algebraic integers) have archimedean absolute value equal to $q^{1/2}$, and if an eigenvalue of $\text{Fr}_X$ is a square root of $q$ then its multiplicity is even (see [20, p. 267]). This implies that the constant term of $\mathbb{P}_{X,k}(t)$ is $q^{\dim(X)}$. In particular, $\text{Fr}_X$ acts as an automorphism of the free $\mathbb{Z}_\ell$-module $T_\ell(X)$.

This means that if

$$L = L_X \subset \mathbb{C}$$

is the splitting field of $\mathbb{P}_X(t)$ and

$$R_X = R_{X,k} \subset L$$
is the set of roots of $P(t)$ then $L$ is a finite Galois extension of $\mathbb{Q}$ such that for every field embedding $L \hookrightarrow \mathbb{C}$ we have $|\alpha| = q^{1/2}$ for all $\alpha \in R_X$. Let $\text{Gal}(L/\mathbb{Q})$ be the Galois group of $L/\mathbb{Q}$. Clearly, $R_X$ is a $\text{Gal}(L/\mathbb{Q})$-invariant (finite) subset of $L^*$. It follows easily that if $\alpha \in R_X$ then $q/\alpha \in R_X$. Indeed, $q/\alpha$ is the complex-conjugate $\bar{\alpha}$ of $\alpha$. We have

$$q^{-1}\alpha^2 = \frac{\alpha}{q/\alpha}.$$  

**Definition 2.1.** — Let $\ell$ be a prime and $n$ a positive integer. We write $e_\ell(n)$ for the largest order of elements of the general linear group $\text{GL}(n, \mathbb{F}_\ell)$. We write $\text{exp}_\ell(n)$ for the exponent of $\text{GL}(n, \mathbb{F}_\ell)$.

Recall that $\Gamma(X, k)$ is the multiplicative subgroup of $L$ generated by $R_X$.

**Lemma 2.2.** — If $\gamma \in \Gamma(X, k)$ is a root of unity then there is a positive integer $m \leq \max(2e_2(2g), e_3(2g))$ such that $\gamma^m = 1$. In addition, $\gamma^{D(g)} = 1$ where

$$D(g) := \text{LCM}(2\text{exp}_2(2g), \text{exp}_3(2g)),$$

and $m|D(g)$.

**Proof.** — In what follows we choose a prime $\ell \neq p$ and view $\text{Fr}_X$ as the automorphism of free $\mathbb{Z}_\ell$-module $T_\ell(X)$ of rank $2g$. Then $\text{Fr}_X$ induces the automorphism $\text{Fr}_X \mod \ell$ of the $2g$-dimensional $\mathbb{F}_\ell$-vector space

$$T_\ell(X)/\ell = X[\ell].$$

Let $r$ be the order of

$$\text{Fr}_X \mod \ell \in \text{Aut}_{\mathbb{F}_\ell}(X[\ell]) \cong \text{GL}(2g, \mathbb{F}_\ell).$$

Clearly,

$$r \leq e_\ell(2g) \quad \text{and} \quad r | \text{exp}_\ell(2g).$$

In addition,

$$\text{Fr}_X^r \in \text{Id} + \ell \text{End}_{\mathbb{Z}_\ell}(T_\ell(X)).$$

Let $\Delta$ be the multiplicative group generated by all the eigenvalues of $\text{Fr}_X^r$. Clearly, $\delta = \gamma^r \in \Delta$. Applying a variant of Minkowski’s Lemma [12, Lemma 2.4], we obtain that $\delta = 1$ if $\ell > 2$ and $\delta^2 = 1$ if $\ell = 2$. This implies that $\gamma^r = 1$ if $\ell > 2$ and $\gamma^{2r} = 1$ if $\ell = 2$. Now let us put $\ell = 2$ if $p \neq 2$ and $\ell = 3$ if $p = 2$. The rest is clear. \qed

Let $\mathcal{O}_L$ be the ring of integers in $L$. Clearly, $R_X \subseteq \mathcal{O}_L$. By a classical theorem of A. Weil (Riemann’s hypothesis) [8], if $j: L_X = L \hookrightarrow \mathbb{C}$ is a field embedding then $j(\alpha)\overline{j(\alpha)} = q$. This implies that if $\mathfrak{B}$ is a maximal ideal in $\mathcal{O}_L$ such that $\text{char}(\mathcal{O}_L/\mathfrak{B}) \neq p$ then all elements of $R_X$ are $\mathfrak{B}$-adic units. The $p$-adic behaviour of $R_X$ is described in terms of the set $\text{Slp}_X$ of slopes of the Newton polygon of $X$ [9] (see also [22, Section 4]). Recall that
Slp\(_X\) is a finite nonempty set of rational numbers that enjoys the following properties.

(i) \(0 \leq c \leq 1\) for all \(c \in \text{Slp}_X\).

(ii) \(c \in \text{Slp}_X\) if and only if \(1 - c \in \text{Slp}_X\).

(iii) If \(c \in \text{Slp}_X\) then either \(c = 1/2\) or there is a positive integer \(h \leq g = \dim(X)\) such that \(c \in \frac{1}{h}\mathbb{Z}\).

(iv) Let \(\mathfrak{P}\) be any maximal ideal in \(\mathcal{O}_L\) such that \(\text{char}(\mathcal{O}_L/\mathfrak{P}) = p\) and let

\[
\text{ord}_{\mathfrak{P}} : L^* \to \mathbb{Q}
\]

be the discrete valuation map attached to \(\mathfrak{P}\) that is normalized by the condition

\[
\text{ord}_{\mathfrak{P}}(q) = 1.
\]

Then

\[
\text{ord}_{\mathfrak{P}}(R_X) = \text{Slp}_X.
\]

(v) If \(\alpha \in R_X\) then

\[
\text{ord}_{\mathfrak{P}}(q/\alpha) = 1 - \text{ord}_{\mathfrak{P}}(\alpha).
\]

(vi) Let \(\mu_L\) the multiplicative group of all roots of unity in \(L\). Then its image \(\text{ord}_{\mathfrak{P}}(\mu_L) = \{0\}\).

Properties (i)-(vi) imply readily the following assertion.

**Lemma 2.3.** — Let \(g\) be a positive integer. Let us consider the set \(\text{Slp}(g)\) of all rational numbers \(c\) that enjoy the following properties.

1. \(0 \leq c \leq 1\).
2. Either \(c = 1/2\) or there exists a positive integer \(h \leq g\) such that \(c \in \frac{1}{h}\mathbb{Z}\).

Then \(\text{Slp}(g)\) is a finite nonempty set that enjoys the following property.

If \(X\) is a \(g\)-dimensional abelian variety over a finite field then \(\text{Slp}_X\) lies in \(\text{Slp}(g)\).

**Remarks 2.4.** — Let \(S(p)\) be the set of all maximal ideals in \(\mathcal{O}_L\) such that \(\text{char}(\mathcal{O}_L/\mathfrak{P}) = p\). Since \(L/\mathbb{Q}\) is Galois, \(#(S(p))\) divides \([L : \mathbb{Q}]\); in particular, \(#(S(p))\) divides \(g!2^g\) (see Lemma 2.5(ii) below). Let us define a group homomorphism

\[
w_X : \Gamma(X, K) \to \mathbb{Q}^{S(p)}, \gamma \mapsto \{\text{ord}_{\mathfrak{P}}(\gamma)\}_{\mathfrak{P} \in S(p)}.
\]

(a) Clearly, \(w_X(q)\) is the vector \(1 \in \mathbb{Q}^{S(p)}\), all whose coordinates equal 1, hence

\[
w_X \left( \frac{q}{\alpha} \right) = 1 - w_X(\alpha) \quad \forall \alpha \in R_X.
\]
(b) By Property (iv) and Lemma 2.3, 
\[ w_X(R_X) \subset \text{Slp}^{S(p)}_X \subset \text{Slp}(g)^{S(p)} \subset \mathbb{Q}^{S(p)}. \]

(c) It follows from Property (v) that a vector \( \tilde{c} \in \mathbb{Q}^{S(p)} \) lies in \( w_X(R_X) \) if and only if \( 1 - \tilde{c} \in w_X(R_X) \).

(d) In light of Property (vi), \( w_X(\gamma) = 0 \) if \( \gamma \) is a root of unity. The converse is also true: it is proven in [19, Proposition 2.1 on p. 249] (see also [17, Proposition 3.1.5]) that \( \ker(w_X) \) consists of roots of unity.

(e) It follows readily from (d) that:

1. none of elements in \( R_X \) lies in \( \ker(w_X) \);
2. if \( k \) is not small w.r.t \( X \) and \( \alpha_1, \alpha_2 \) are distinct elements of \( R_X \) then
   \[ w_X(\alpha_1) \neq w_X(\alpha_2). \]

Lemma 2.5.

(i) The field \( L_X \) is either \( \mathbb{Q} \) or \( \mathbb{Q}(\sqrt{p}) \) or a CM field.

(ii) The field \( L_X \) is a finite Galois extension of \( \mathbb{Q} \) and its degree \( [L_X : \mathbb{Q}] \) divides \( g!2^g \).

(iii) \( #(S(p)) \) divides \( g!2^g \).

Proof. — Let us prove ((i),(ii)). By definition of the splitting field, \( L_X/\mathbb{Q} \) is Galois.

Suppose that \( X \) is simple. According to [15, 16], \( \mathcal{P}_X(t) \) is a power \( \mathcal{P}_{\text{irr}}(t)^a \) of a \( \mathbb{Q} \)-irreducible monic polynomial \( \mathcal{P}_{\text{irr}}(t) \) where \( a \) is a positive integer dividing \( 2g \) and
\[ \text{deg}(\mathcal{P}_{\text{irr}}) = \frac{2g}{a}. \]

Clearly, \( L_X \) is the normal closure of the degree \( 2g/a \) number field \( E_X := \mathbb{Q}[t]/\mathcal{P}_{\text{irr}}(t) \). According to [16, Exemples], \( E_X \) is either \( \mathbb{Q} \) or \( \mathbb{Q}(\sqrt{p}) \) or a CM field.

In the first two cases \( L_X = \mathbb{Q} \) or \( \mathbb{Q}(\sqrt{p}) \); in particular, it is a totally real number field, whose degree divides \( 2g = 2\dim(X) \).

In the third case let \( E_X^+ \) be the maximal totally real subfield of \( E_X; [E_X^+ : \mathbb{Q}] = g/a \) and \( E_X \) is a purely imaginary quadratic extension \( E_X^+(\sqrt{-\delta}) \) of \( E_X^+ \). Here \( \delta \) is a totally positive element of \( E_X^+ \). Let \( L_X^+ \) be the normal closure of \( E_X^+ \). Since \( E_X^+ \) is totally real, \( L_X^+ \) is totally real as well, and its degree \( [L_X^+ : \mathbb{Q}] \) divides \( [E_X^+ : \mathbb{Q}]! = (g/a)! \). Since \( -\delta \in E_X^+ \subset L_X^+ \), its Galois orbit in \( L_X^+ \) consists at most of \( [E_X^+ : \mathbb{Q}] = g/a \) elements. This implies that \( [L_X : L_X^+] \) divides \( 2a/a \), since \( L_X \) is obtained from \( L_X^+ \) by adjoining square roots of all the (totally negative) Galois conjugates \( -\delta \). This implies that
\(L_X\) is a CM field and \([L_X : \mathbb{Q}]\) divides \((g/a)! \cdot 2^{g/a}\), which in turn, divides \(g! \cdot 2^g\).

Now let us consider the general case when \(X\) is isogenous to a product \(\prod_{i=1}^m X_i\) of \(m\) nonzero simple abelian varieties \(X_i\). It is well known that if we put
\[
  g_i := \dim(X_i), \quad \text{and} \quad L_i := L_{X_i}
\]
then
\[
g = \dim(X) = \sum_{i=1}^m g_i, \quad \mathcal{P}_X(t) = \prod_{i=1}^m \mathcal{P}_{X_i}(t).
\]
Let \(\overline{\mathbb{Q}}\) be an algebraic closure of \(\mathbb{Q}\). We may and will view all \(L_i\) as subfields of \(\overline{\mathbb{Q}}\). Then \(L_X\) is the compositum of \(m\) number fields \(L_{X_i} = L_i\) in \(\overline{\mathbb{Q}}\). Applying ((i),(ii)) to simple \(X_i\)'s, we obtain that \(L_X\) is either \(\mathbb{Q}\) or \(\mathbb{Q}(\sqrt{p})\) or a CM field, which proves (i).

In order to prove (ii), recall that all \(L_i/\mathbb{Q}\) and \(L_X/\mathbb{Q}\) are finite Galois extensions. Let \(\text{Gal}(L_i/\mathbb{Q})\) and \(\text{Gal}(L_X/\mathbb{Q})\) be the corresponding (finite) Galois groups. Clearly, each \(L_i\) is a \(\text{Gal}(L_X/\mathbb{Q})\)-invariant subfield of \(L_X\), and the corresponding restriction map
\[
  \text{Gal}(L_X/\mathbb{Q}) \to \text{Gal}(L_i/\mathbb{Q}), \quad s \mapsto s_i
\]
is a surjective group homomorphism. On the other hand, since all the \(L_i\)'s generate \(L_X\) as a field, the product-map
\[
  \text{Gal}(L_X/\mathbb{Q}) \to \prod_{i=1}^m \text{Gal}(L_i/\mathbb{Q}), \quad s \mapsto \{s_i\}_{i=1}^m
\]
is a group embedding. By Lagrange’s theorem, \(#(\text{Gal}(L_X/\mathbb{Q}))\) divides \(\prod_{i=1}^m #(\text{Gal}(L_i/\mathbb{Q}))\). In other words, \([L_X : \mathbb{Q}]\) divides \(\prod_{i=1}^m [L_i : \mathbb{Q}]\), which, in turn, divides
\[
  \prod_{i=1}^m g_i! \cdot 2^{g_i} = 2^g \prod_{i=1}^m g_i!.
\]
Since \(\sum_{i=1}^m g_i = g\), the product \(\prod_{i=1}^m g_i!\) divides \(g!\). This implies that \([L_X : \mathbb{Q}]\) divides \(2^g g!\), which ends the proof of (ii).

Let us prove (iii). Since \(L_X/\mathbb{Q}\) is Galois, \(#(S(p))\) divides \([L_X : \mathbb{Q}]\). Now (iii) follows readily from (ii).

\[\square\]

3. Multiplicative relations between Weil numbers

This section contains auxiliary results that will be used in Section 4 in the proof of Theorem 1.4.

Annales de l'Institut Fourier
3.1. The involution

Recall that there is an involution map
\[ \iota : R_X \to R_X, \alpha \mapsto \frac{q}{\alpha} = \bar{\alpha}. \]

Let \( R_\iota^X \) be the subset of fixed points of \( \iota \). Its elements (if there are any) are square roots of \( q \); hence,
\[ \#(R_\iota^X) \leq 2. \]

In addition, if \( k \) is not small with respect to \( X \) then at most one square root of \( q \) lies in \( R_X \), hence,
\[ \#(R_\iota^X) \leq 1. \]

Remark 3.1. — Suppose that \( k \) is not small w.r.t \( X \). If \( \beta \) is an element of \( R_X \) such that \( \beta^2/q \) is a root of unity then \( q/\beta \in R_X \) and the ratio
\[ \frac{\beta}{q/\beta} = \frac{q}{\beta^2} \]
is a root of unity. This implies that \( \beta = q/\beta \), i.e., \( \beta \in R_\iota^X \).

Let us consider the free abelian group \( \mathbb{Z}^{R_X} \) of functions \( e : R_X \to \mathbb{Z} \). The involution \( \iota \) induces an automorphism (also an involution)
\[ \iota^* : \mathbb{Z}^{R_X} \to \mathbb{Z}^{R_X}, \iota^* e(\alpha) := e(\iota \alpha) = e(q/\alpha). \]

Let us consider the group homomorphism
\[ \Pi : \mathbb{Z}^{R_X} \to \Gamma(X,k) \subset L_X^*, e \mapsto \prod_{\alpha \in R_X} \alpha^{e(\alpha)}. \]

We have
\[ \Pi(\iota^* e) = \overline{\Pi(e)}. \]

Remarks 3.2.

(i) If \( \iota^* e = e \) then \( \Pi(e) = \overline{\Pi(e)} \) is (totally) real; it follows from Weil’s theorem that \( \Pi(e)^2 \) is an integral power of \( q \). In particular, if \( \sum_{\alpha \in R_X} e(\alpha) \) is even then it follows from Weil’s theorem that \( \Pi(e) \) is \( \pm \) integral power of \( q \).

(ii) If \( f \) is a function \( R_X \to \mathbb{Z} \) then the function \( e := f + \iota^* f \) is obviously trivial.

Conversely, one may easily check that a function \( e : R_X \to \mathbb{Z} \) is trivial if and only if there exists \( f : R_X \to \mathbb{Z} \) such that \( e = f + \iota^* f \).

(iii) Clearly, \( e \) is admissible if and only if \( \Pi(e) \) lies in the cyclic multiplicative subgroup \( q^\mathbb{Z} \) generated by \( q \).
3.2. Ranks and Orbits

The complement $R_X \setminus R_X'$ splits (if it is not empty) into a disjoint union of 2-element orbits of $\iota$ say $\{\alpha, q/\alpha\}$. Let $r_X$ be the number of such orbits, which is a nonnegative integer that vanishes if and only if $R_X = R_X'$. We have

$$\# (R_X \setminus R_X') = 2r_X; \quad r_X \leq \frac{\#(R_X)}{2} \leq \frac{2g}{2} = g.$$  

(3.4)

If $r_X \geq 1$ (i.e., $R_X \neq R_X'$) then we have $r_X$ 2-elements $\iota$-orbits $O_1, \ldots, O_{r_X}$ in $R_X \setminus R_X'$. By choosing arbitrarily an element $\alpha_i \in O_i$ for all $i = 1, \ldots, r_X$, we get

$$O_i = \{\alpha_i, q/\alpha_i\} \quad \forall i = 1, \ldots, r_X;$$

$$R_X \setminus R_X' = \{\alpha_1, q/\alpha_1, \ldots, \alpha_{r_X}, q/\alpha_{r_X}\}.$$  

(3.5)

Recall [21], that $\Gamma(X, k)$ always contains $q$. Since $\beta^2 = q$ for all $\beta \in R_X'$, the subgroup $\Gamma_1(X, k)$ of $\Gamma(X, k)$ generated by $q$ and all elements of $R_X \setminus R_X'$ has finite index in $\Gamma(X, k)$. In particular,

$$\operatorname{rk} (\Gamma_1(X, k)) = \operatorname{rk} (\Gamma(X, k)).$$  

(3.6)

Clearly, if $r_X = 0$ then $\Gamma_1(X, k) = q\mathbb{Z}$ has rank 1, hence $\operatorname{rk}(\Gamma(X, k)) = 1$. It follows from (3.5) that if $r_X \geq 1$ then $\Gamma_1(X, k)$ is generated by $\{\alpha_1, \ldots, \alpha_{r_X}; q\}$. In particular,

$$\operatorname{rk} (\Gamma_1(X, k)) \leq r_X + 1.$$  

(3.7)

Remark 3.3. — Suppose that $k$ is not small w.r.t $X$. Then $\#(R_X') = 0$ or 1 and therefore $\#(R_X) = 2r_X$ or $2r_X + 1$ respectively. In both cases

$$r_X = \left\lfloor \frac{\#(R_X)}{2} \right\rfloor.$$  

(3.8)

Combining (3.8) with (3.7) and (3.6), we obtain that

$$\operatorname{rk} (\Gamma(X, k)) = \operatorname{rk} (\Gamma_1(X, k)) \leq r_X + 1 = \left\lfloor \frac{\#(R_X)}{2} \right\rfloor + 1.$$  

(3.9)

3.3. Nontrivial and reduced admissible functions

The existence of a nontrivial admissible function implies certain restrictions on $R_X$.

Lemma 3.4. — Suppose that there exists a nontrivial admissible function $e: R_X \to \mathbb{Z}$ of degree, say, $d$.

Then the following conditions hold.

\[\text{\textbf{ANNALES DE L'INSTITUT FOURIER}}\]
(i) \( R_X \neq R_X^1 \), i.e., \( R_X \setminus R_X^1 \) is a nonempty subset of \( R_X \).

(ii) For each nonzero integer \( m \) the function \( m \cdot e : R_X \to \mathbb{Z}, \ \alpha \mapsto m \cdot e(\alpha) \) is also nontrivial admissible.

(iii) Let us consider the function \( e_0 : R_X \to \mathbb{Z} \) that vanishes identically on \( R_X^1 \) (if this subset is nonempty) and coincides with \( e \) on \( R_X \setminus R_X^1 \). Then \( e_0 \) is nontrivial. In addition, for each nonzero even integer \( m \) the function

\[
m \cdot e_0 : R_X \to \mathbb{Z}, \ \alpha \mapsto m \cdot e_0(\alpha)
\]

is nontrivial admissible, and its weight

\[
\text{wt}(m \cdot e_0) = |m|\text{wt}(e_0) \leq |m|\text{wt}(e).
\]

Proof. — If \( R_X^1 = \emptyset \) then all three assertions of Lemma are obviously true. So, let us assume that \( R_X^1 \neq \emptyset \).

(i) Suppose that \( R_X = R_X^1 \). Then

\[
\prod_{\alpha \in R_X^1} \alpha^{e(\alpha)} = q^d \quad \text{and} \quad \sum_{\alpha \in R_X^1} e(\alpha) = 2d
\]

is an even integer. Since \( R_X^1 \) consists of one or two elements and \( e \) is nontrivial, there is \( \beta \in R_X^1 \) such the \( e(\beta) \) is odd. This implies that \( R_X^1 \) consists of two elements, say, \( \beta \) and \( -\beta \),

\[
e(\beta) + e(-\beta) = 2d
\]

and both integers \( e(\beta) \) and \( e(-\beta) \) are odd. This implies that (recall that \( \beta^2 = q \))

\[
q^d = \beta^{e(\beta)} \cdot (-\beta)^{e(-\beta)} = \beta^{e(\beta)} \cdot (-1) \cdot \beta^{e(-\beta)}
\]

\[
= -\beta^{e(\beta)+e(-\beta)} = -\beta^{2d} = -q^d.
\]

So, \( q^d = -q^d \), which is absurd. The obtained contradiction proves (i).

(ii) The admissibility of \( m \cdot e \) is obvious. The nontriviality is also clear if there exists \( \alpha \in R_X \setminus R_X^1 \) with

\[
e(\alpha) \neq e(q/\alpha).
\]

So, we may assume that \( m \cdot e \) is trivial (we are going to arrive to a contradiction), and

\[
e(\alpha) = e(q/\alpha) \ \forall \ \alpha \in R_X \setminus R_X^1.
\]
This implies that there is an integer \( n \) such that
\[
\prod_{\alpha \in R_X^i} \alpha^{e(\alpha)} = q^n.
\]

It follows that the sum
\[(3.12) \quad \sum_{\alpha \in R_X^i} e(\alpha) = 2n \in 2\mathbb{Z}
\]
is an even integer. On the other hand, the nontriviality of \( e \) combined with (3.11) implies that there is \( \beta \in R_X^i \) with odd \( e(\beta) \). Since \( \#(R_X^i) \leq 2 \), it follows from (3.12) that integer \( e(\alpha) \) is odd for all \( \alpha \in R_X^i \). It follows that \( \prod_{\alpha \in R_X^i} \alpha = q^d \) for some integer \( d \). Therefore \( \#(R_X^i) = 2d \) is a positive even integer, i.e., \( R_X^i \) consists of two elements \( \beta, -\beta \) with \( \beta^2 = q \); in addition, both integers \( e(\beta) \) and \( e(-\beta) \) are odd. The same computations as in the proof of (i) give us that
\[ q^d = \beta^{e(\beta)}(-\beta)^{e(-\beta)} = -q^d, \]
hence, \( q^d = -q^d \). The obtained contradiction proves the nontriviality of \( m \cdot e \).

(iii) Suppose that \( e_0 \) is trivial, i.e.,
\[ e(\alpha) = e(q/\alpha) \quad \forall \alpha \in R_X \setminus R_X^i. \]
Then it is admissible and therefore there is an integer \( h \) such that
\[
\prod_{\alpha \in R_X \setminus R_X^i} \alpha^{e_0(\alpha)} = \prod_{\alpha \in R_X \setminus R_X^i} \alpha^{e(\alpha)} = q^h.
\]
Since \( e \) is admissible of degree \( d \),
\[
\prod_{\beta \in R_X^i} \beta^{e(\beta)} = q^{d-h}.
\]
The nontriviality of \( e \) implies that there is \( \beta \in R_X^i \) such that integer \( e(\beta) \) is odd. Now the same computations as in the proof of (i) give us that \( R_X^i \) consists of two elements \( \beta \) and \( -\beta \), both integers \( e(\beta) \) and \( e(-\beta) \) are odd and eventually, \( q^{d-h} = -q^{d-h} \). The obtained contradiction proves that \( e \) is nontrivial, which is the first assertion of (iii).
Let us prove the second assertion of (iii). Since \( m \) is even, there is an integer \( n \) such that \( m = 2n \). We have

\[
q^{md} = \left( \prod_{\alpha \in R_X} \alpha^{e(\alpha)} \right)^m = \left( \prod_{\alpha \in R_X \setminus R_X^\alpha} \alpha^{e(\alpha)} \right)^m \times \left( \prod_{\beta \in R_X^\alpha} \beta^{e(\beta)} \right)^m
\]

This implies that \( \prod_{\alpha \in R_X} \alpha^{m \cdot e_0(\alpha)} \) is an integral power of \( q \), i.e., \( m \cdot e_0 \) is admissible. The nontriviality of \( m \cdot e_0 \) follows from the nontriviality of \( e_0 \), because \( e_0 \) vanishes identically on \( R_X^\alpha \). This ends the proof of (iii). The last assertion of (iii) about weights follows readily from obvious inequality \( \text{wt}(e_0) \leq \text{wt}(e) \).

It turns out that one may easily construct a reduced admissible function when \( k \) is small w.r.t \( X \).

Lemma 3.5. — Assume that there are distinct \( \alpha_1, \alpha_2 \in R_X \) such that \( \gamma := \alpha_2/\alpha_1 \) is a root of unity. Then there is a reduced admissible function \( e: R_X \to \mathbb{Z} \), whose weight \( w \) enjoys the following properties.

\[
w \leq 4e_2(2g) \text{ if } p \neq 2; \quad w \leq 2e_3(2g) \text{ if } p = 2.
\]

Proof. — Clearly, \( \gamma \in \Gamma(X, k) \). By Lemma 2.2, there is a positive integer \( m \) such that

\[
\gamma^m = 1; \quad m \leq 2e_2(2g) \text{ if } p \neq 2; \quad m \leq e_3(2g) \text{ if } p = 2.
\]

Hence, it suffices to produce a reduced multiplicative relation of weight \( 2m \). To this end, notice that \( q/\alpha_1 \in R_X \) and

\[
\alpha_2^m (q/\alpha_1)^m = q^m.
\]

If \( \alpha_2 \neq q/\alpha_1 \) then we may define

\[
e: R_X \to \mathbb{Z}, \quad e(\alpha_2) := m, e(q/\alpha_1) := m; \quad e(\alpha) := 0 \quad \text{for all other } \alpha.
\]

Clearly, \( e \) is a reduced admissible function of weight \( 2m \).

Suppose that \( \alpha_2 = q/\alpha_1 \). Since \( \alpha_1 \neq \alpha_2 \),

\[
\alpha_1 \neq q/\alpha_1, \quad \alpha_1^2 \neq q.
\]
Then we have
\[ q^m = (\alpha_1 \alpha_2)^m = \alpha_1^{2m}, \quad \text{i.e., } \alpha_1^{2m} = q^m. \]
Now let us consider
\[ e : R_X \to \mathbb{Z}, \quad e(\alpha_1) := 2m; \quad e(\alpha) := 0 \quad \text{for all other } \alpha. \]
Clearly, \( e \) is a reduced admissible function of weight \( 2m \).

The next Lemma 3.6 asserts that the existence of a nontrivial admissible function implies the existence of a reduced admissible function, whose weight we can control.

**Lemma 3.6.** — Let \( w \) be a positive integer. Suppose that \( k \) is not small w.r.t \( X \) and there exists a nontrivial admissible function of weight \( \leq w \). Then there exist a nonempty subset \( A_1 \subset R_X \), an integer-valued function \( \tilde{e} : A_1 \to \mathbb{Z} \), and a positive integer \( s \leq w \) that enjoy the following properties.

1. \( \forall \alpha \in A_1 \) we have \( \frac{q}{\alpha} \notin A_1, \quad \tilde{e}(\alpha) > 0. \)
2. \( \prod_{\alpha \in A_1} \alpha^{\tilde{e}(\alpha)} = q^s. \)

In particular, if we define
\( f : R_X \to \mathbb{Z}, \quad f(\alpha) := \tilde{e}(\alpha) \forall \alpha \in A_1; \quad f(\alpha) := 0 \forall \alpha \notin A_1 \)
then \( f \) is a reduced admissible function of weight \( 2s \leq 2w \) that vanishes identically on \( R_X^c \).

**Proof.** — By Lemma 3.4, \( R_X \setminus R_X^c \) is not empty. Let \( e : R_X \to \mathbb{Z} \) be a nontrivial admissible function \( e \) of weight \( \leq w \). Let us consider (in the notation of Lemma 3.4) the function
\[ h_2 = 2 \cdot e_0 : R_X \to \mathbb{Z}. \]
It follows from Lemma 3.4 that \( h_2 \) is nontrivial admissible, it vanishes identically on \( R_X^c \) and its weight does not exceed \( 2w \). This implies that

\[ \prod_{\alpha \in R_X \setminus R_X^c} \alpha^{h_2(\alpha)} = q^d, \quad 2w \geq \sum_{\alpha \in R_X} |h_2(\alpha)| \]
where \( d \) is an integer such that
\[ |d| \leq \text{wt}(h_2) \leq 2w. \]

The nontriviality and vanishing everywhere at \( R_X^c \) of \( h_2 \) imply that the subset \( A \) of \( R_X \) defined by
\[ A := \{ \alpha \in R_X \mid h_2(\alpha) = h_2(q/\alpha) \} \]
is *nonempty*. It follows from the very definition that $A$ is $\iota$-invariant and does not meet $R_X^\iota$. Let us define the subset $A_1$ of $A$ by

$$A_1 := \{ \alpha \in A \mid h_2(\alpha) > h_2(q/\alpha) \} \subset A \subset R_X.$$  

Clearly, if $\alpha \in A$ then $\alpha \in A_1$ if and only if $\bar{\alpha} = q/\alpha \notin A_1$. This implies that $A_1$ is *nonempty* and $A$ is the disjoint union of $A_1$ and $\iota(A_1)$. In particular, $\#(A) = 2\#(A_1)$.

On the other hand, if

$$B := \{ \beta \in R_X \setminus R_X^\iota \mid h_2(\beta) = h_2(q/\beta) \} \subset \{ R_X \setminus R_X^\iota \}$$

then $B$ is $\iota$-invariant, $R_X \setminus R_X^\iota$ is a disjoint union of $A$ and $B$, and

$$\prod_{\beta \in B} \beta^{h_2(\beta)} = q^n$$

for some integer $n$ with

$$|n| \leq \text{wt}(h_2) \leq 2w.$$  

Since $R_X \setminus R_X^\iota$ is a disjoint union of $A$ and $B$, it follows from (3.14) that

$$\prod_{\alpha \in A} \alpha^{h_2(\alpha)} = \frac{q^d}{q^m} = q^{d-n}.$$  

Since $A$ is a disjoint union of $A_1$ and $\iota(A_1)$, we get

$$q^{d-n} = \left( \prod_{\alpha \in A_1} \alpha^{h_2(\alpha)} \right) \times \left( \prod_{\alpha \in A_1} \iota(\alpha)^{h_2(\alpha)} \right)$$

$$= \left( \prod_{\alpha \in A_1} \alpha^{h_2(\alpha)} \right) \times \left( \prod_{\alpha \in A_1} (q/\alpha)^{h_2(\alpha)} \right)$$

$$= \left( \prod_{\alpha \in A_1} \alpha^{h_2(\alpha) - h_2(q/\alpha)} \right) \times q^m$$

where $m := \sum_{\alpha \in A_1} h_2(q/\alpha) \in \mathbb{Z}$. If we define the function

$$\tilde{e} : A_1 \to \mathbb{Z}, \ \alpha \mapsto h_2(\alpha) - h_2(q/\alpha)$$

then $\tilde{e}(\alpha) > 0 \ \forall \ \alpha \in A_1$,

$$\sum_{\alpha \in A_1} \tilde{e}(\alpha) \leq \sum_{\alpha \in A_1} (|h_2(\alpha)| + |h_2(q/\alpha)|) = \sum_{\alpha \in A} |h_2(\alpha)| \leq \text{wt}(h_2) \leq 2w,$$

and

$$q^{d-n} = \left( \prod_{\alpha \in A_1} \alpha^{\tilde{e}(\alpha)} \right) \times q^m.$$
It remains to put $s := d - n - m$. This ends the proof of Lemma 3.6. □

The following assertion contains Lemma 1.7. (Recall that $\Gamma_1(X, k)$ is defined in Subsection 3.2.)

**Lemma 3.7.** — Suppose that $k$ is not small w.r.t $X$.
Then the following conditions are equivalent.

1a) There is a nontrivial admissible function on $R_X$.
1b) There is a nontrivial admissible function on $R_X$ that vanishes at $R_X^t$.

2a) There is a reduced admissible function on $R_X$.
2b) There is a reduced admissible function on $R_X$ that vanishes at $R_X^t$.

3a) $\text{rk}(\Gamma(X, k)) \leq \lfloor \#(R_X)/2 \rfloor$.
3b) $\text{rk}(\Gamma_1(X, k)) \leq \lfloor \#(R_X)/2 \rfloor$.

**Proof.** — Obviously, (1b) implies (1a), (2b) implies (2a), (2a) implies (1a), and (2b) implies (1b). By Lemma 3.6, (1a) implies (2b). This implies that (1a), (1b), (2a), (2b) are equivalent.

In light of (3.6), conditions (3a) and (3b) are equivalent.

In order to handle conditions (3), let us discuss the parity of $\#(R_X)$, using the observations and notation of Subsection 3.1.

In order to check the equivalence of (1) and (3), let us start with the “degenerate” case $r_X = 0$, i.e., $R_X = R_X^t = \{\alpha\}$. Then $\Gamma(X, k)$ is an infinite cyclic group generated by $\alpha$ containing the index 2 subgroup generated by $\alpha^2 = q$. Therefore $\text{rk}(\Gamma(X, k)) = 1 > 0$, i.e., (3a) does not hold. On the other hand, we have already seen (Lemma 3.4) that if $R_X = \{\alpha\} = R_X^t$ then (1a) does not hold.

So, we may assume that $R_X \neq R_X^t$. Then the positive integer $r_X = \lfloor \#(R_X)/2 \rfloor$ is the number of all $\iota$-orbits $O_1, \ldots, O_{r_X}$ in $R_X \setminus R_X^t$, see Subsection 3.2. If we choose any element $\alpha_i$ of $O_i$ for all $i$ then the $2r_X$-element set

$$R_X \setminus R_X^t = \{\alpha_1, q/\alpha_1, \ldots, \alpha_{r_X}, q/\alpha_{r_X}\}$$

and $\Gamma_1(X, k)$ is generated by $q$ and $\{\alpha_1, \ldots, \alpha_{r_X}\}$, see Subsection 3.2.

Suppose that (3b) holds. This means that $\text{rk}(\Gamma_1(X, k)) \leq r_X$. Hence, there are $(r_X + 1)$ integers $f_1, \ldots, f_{r_X}; d$ not all zeros, such that

$$\prod_{i=1}^{r_X} \alpha_i^{f_i} = q^d.$$
Clearly, not all $f_1, \ldots, f_{r_X}$ are zeros. Let us define the function

$$e: R_X \to \mathbb{Z}, \quad e(\alpha_i) = f_i \quad \forall i = 1, \ldots, r_X; \quad f(\alpha) = 0 \quad \text{for all other } \alpha.$$ 

In light of (3.15) and (3.16), $e$ is a nontrivial admissible function. Hence, (1a) holds.

Now assume that (1a) holds. Then (2b) holds, i.e., there is a nonempty subset $A_1 \subset R_X$, a function $\tilde{e}: A_1 \to \mathbb{Z}$ and a positive integer $s$ that enjoy the following properties.

(i) $A_1$ and $\iota(A_1)$ do not meet each other;
(ii) $\tilde{e}(\alpha) > 0 \quad \forall \alpha \in A_1$;
(iii) $\prod_{\alpha \in A_1} \alpha^{\tilde{e}(\alpha)} = q^s$.

Let us put $n := \#(A_1)$ and let $A_1 = \{\alpha_1, \ldots, \alpha_n\}$. Then all $O_i = \{\alpha_i, q/\alpha_i\}$ are disjoint 2-element orbits in $R_X \setminus R_X$. In particular, $n \leq r_X$.

If $n = r_X$ then $\{\alpha_1, \ldots, \alpha_{r_X}; q\}$ generate $\Gamma_1(X,k)$. The property (iii) implies that the rank of this group does not exceed $r_X$, i.e., (3b) holds.

Now assume that $n < r_X$. Then there are precisely $(r_X - n)$ other two-element $\iota$-orbits $O_j$ in $R_X$ ($j = n + 1, \ldots, r_X$). If we pick for all $j$ an element $\delta_j \in O_j$ then $O_j = \{\delta_j, q/\delta_j\}$ $(n + 1 \leq j \leq r_X)$. Then $\{\alpha_1, \ldots, \alpha_n; \delta_{n+1}, \ldots, \delta_{r_X}; q\}$ generate a subgroup of finite index in $\Gamma_1(X,k)$. The property (iii) implies that the rank of this group does not exceed $r_X$, i.e., (3b) holds. This ends the proof of Lemma 3.7.

\[\square\]

4. Frames and Skeletons of Abelian Varieties over Finite Fields

In the course of our proof of Theorem 1.4 we will need the following notion.

**Definition 4.1.** — Let $g$ be a positive integer. A $g$-frame is a triple $(M, r, U)$ that consists of positive integers $M$ and $r$, and a finite subset

$$U \subset \mathbb{Q}^M$$

of nonzero vectors that enjoy the following properties.

(i) $M$ divides $2^g g!$, $r \leq g$, and $\#(U) = 2r$.
(ii) $U \subset \text{Slp}(g)^M \subset \mathbb{Q}^M$ (see Lemma 2.3 for the definition of the finite subset $\text{Slp}(g) \subset \mathbb{Q}$).
(iii) A vector $u \in \mathbb{Q}^M$ lies in $U$ if and only if $1 - u$ lies in $U$. Here $1 = (1, \ldots, 1) \in \mathbb{Q}^M$ is the vector, all whose coordinates are 1.
(iv) Let $\Delta(U)$ be the additive subgroup of $\mathbb{Q}^M$ generated by $1$ and all elements of $U$. Then the rank of $\Delta(U)$ does not exceed $r$. 
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Remark 4.2. — The finiteness of $\text{Slp}(g)$ implies that the set of all frames (for a given $g$) is finite.

4.1. Properties of frames

The map

\[
\iota_F : \mathbb{Q}^M \rightarrow \mathbb{Q}^M, \ u \mapsto 1 - u
\]

is an involution, whose only fixed point is

\[
\frac{1}{2} \cdot 1 = (1/2, \ldots, 1/2).
\]

Notice that

\[
\iota_F(U) = U.
\]

Since $\#(U)$ is even, $U$ does not contain the fixed point $\frac{1}{2} \cdot 1$ and therefore splits into a disjoint union of 2-element $\iota_F$-orbits $O_1, \ldots, O_r$. If we choose in each $O_i$ a vector $u_i \in O_i$ then

\[
O_i = \{u_i, 1 - u_i\} \quad \forall \ i = 1, \ldots, r;
\]

\[
U = \{u_1, 1 - u_1, \ldots, u_i, 1 - u_i, \ldots, 1 - u_r\}
\]

Definition 4.1(iv) combined with (4.2) implies that there exist integers $a_1, \ldots, a_r$ not all zeros and an integer $d$ such that

\[
\sum_{i=1}^r a_i u_i = d \cdot 1 = (d, \ldots, d).
\]

**Lemma 4.3.** — Let $g$ be a positive integer. Then there is a positive integer $C(g)$ that depends only on $g$ and enjoys the following property.

Let $(M, r, U)$ be a $g$-frame. Then there are exist $r$ integers $a_1, \ldots, a_r$ not all zeros, an integer $d$, and $r$ distinct vectors $u_1, \ldots, u_r$ in $U$ such that:

(i) the $2r$-element set $U = \{u_1, 1 - u_1, \ldots, u_i, 1 - u_r\}$;

(ii) $\sum_{i=1}^r a_i u_i = d \cdot 1 = (d, \ldots, d)$;

(iii) $\sum_{i=1}^r |a_i| \leq C(g)$.

**Proof.** — The assertions follow readily from the construction of Subsection 4.1 combined with Remark 4.2. \(\Box\)
4.2. Skeletons of abelian varieties

Let \( X \) be a \( g \)-dimensional abelian variety over a finite field \( k \) of characteristic \( p \). Suppose that \( k \) is not small with respect to \( X \) and there exists a nontrivial admissible function \( R_X \to \mathbb{Z} \) where \( S(p) \) is the set of maximal ideals in \( \mathcal{O}_{L_X} \) that lie above \( p \) (see Remark 2.4). It follows from Lemma 2.5 that \( M \) divides \( 2^g \cdot g! \). By Lemma 3.4, the existence of a nontrivial admissible function implies that \( R_X \neq R_X^\iota \) and \( r = r_X \) is a positive integer. In addition (see (3.4)),

\[
r < g, \quad 2r = \#(R_X \setminus R_X^\iota).
\]

Let us choose an order on the \( M \)-element set \( S(p) \). This allows us to identify \( S(p) \) with \( \{1, \ldots, M\} \) and \( \mathbb{Q}^{S(p)} \) with \( \mathbb{Q}^M \). Let us put

\[
U = U_X := w_X (R_X \setminus R_X^\iota) \subset \mathbb{Q}^{S(p)} = \mathbb{Q}^M
\]

(where homomorphism \( w_X \) is defined in Remark 2.4). It follows from Remark 2.4(d) that the map

\[
R_X \setminus R_X^\iota \to U_X, \quad \alpha \mapsto w_X(\alpha)
\]

is injective; in particular,

\[
2r = 2r_X = \#(R_X \setminus R_X^\iota) = \#(U_X).
\]

Since \( \ker(w_X) \) consists of roots of unity (see Remark 2.4(d)), the rank of \( \Delta(U_X) \) coincides with the rank of multiplicative \( \Gamma_1(X, k) \) generated by \( R_X \setminus R_X^\iota \). The existence of a nontrivial admissible function implies (thanks to Lemma 3.7) that

\[
\text{rk}(\Delta(U_X)) = \text{rk}(\Gamma_1(X, k)) \leq r_X.
\]

I claim that \((M_X, r_X, U_X)\) is a \( g \)-frame. Indeed, it follows from Remarks 2.4 that

\[
w_X(q) = 1; w_X(\alpha) \neq 0, \quad w_X(q/\alpha) = 1 - w_X(\alpha) \quad \forall \alpha \in R_X \setminus R_X^\iota.
\]

This implies that \((M_X, r_X, U_X)\) enjoys the properties (i)-(iii). As for (iv), its validity follows from (4.5).

**Proof of Theorem 1.4.** — Let \( g \) be a positive integer. In light of Lemma 3.5, we may and will assume that \( k \) is not small w.r.t. \( X \). In light of Lemma 3.6, it suffices to prove the following assertion.
Claim 4.4. — There exists a positive integer $E(g)$ that depends only on $g$ and enjoys the following property. Suppose that $X$ is a $g$-dimensional abelian variety over a finite field $k$ such that $k$ is not small w.r.t. $X$ and there exists a nontrivial admissible function $R_X \to \mathbb{Z}$.

Then there exists a nontrivial admissible function $R_X \to \mathbb{Z}$ of weight $\leq E(g)$.

Proof of Claim. — Let $X$ be an $g$-dimensional abelian variety over a finite field $k$ such that $k$ is not small w.r.t. $X$ and there exists a nontrivial admissible function $R_X \to \mathbb{Z}$. Let us consider the corresponding $g$-frame $(M_X, r_X, U_X)$. It follows from the injectiveness of the map (4.4) combined with Lemma 4.3 that there exist $r_X$ distinct elements $\alpha_1, \ldots, \alpha_{r_X} \in R_X \setminus R_\iota$, $r_X$ integers $a_1, \ldots, a_{r_X}$, and an integer $d$ that enjoys the following properties.

1. $R_X \setminus R_X^d = \{\alpha_1, q/\alpha_1, \ldots, \alpha_{r_X}, q/\alpha_{r_X}\}$.
2. Not all $a_1, \ldots, a_{r_X}$ are zero.
3. $\sum_{i=1}^{r_X} a_i w_X(\alpha_i) = d \cdot 1 = (d, \ldots, d)$.
4. $\sum_{i=1}^{r_X} |a_i| \leq C(g)$. (Here $C(g)$ is as in Lemma 4.3.)

It follows from Remark 2.4(d) that there exists a root of unity $\gamma \in \Gamma(X, k)$ such that

$$\prod_{i=1}^{r_X} \alpha_i^{a_i} = q^d \gamma.$$ 

According to Lemma 2.2, there exists a positive integer $m \leq D(g)$ such that $\gamma^m = 1$. (See Lemma 2.2 for the explicit formula of $D(g)$.) This implies that

$$\prod_{i=1}^{r_X} \alpha_i^{ma_i} = q^{md}.$$ 

This implies that the function

$$e: R_X \to \mathbb{Z}, \quad e(\alpha_i) = m \cdot a_i \quad \forall \alpha_i, \quad e(\alpha) = 0 \quad \text{for all other } \alpha$$

is admissible. On the other hand, it follows from properties (1) and (2) that $e$ is nontrivial. In order to finish the proof of Claim, one has only to notice that

$$\text{wt}(e) = \sum_{i=1}^{r_X} |a_i| = m \sum_{i=1}^{r_X} |a_i| \leq D(g) \cdot C(g) =: E(g). \quad \square$$

This ends the proof of Theorem 1.4. \quad \square
5. Applications of Gordan’s Lemma

In order to prove Theorem 1.10, we need the following variant of a classical result of P. Gordan.

**Lemma 5.1.** — Let \( m \) and \( s \) be positive integers and \( v_1, \ldots, v_s \) be elements of \( \mathbb{Q}^m \). Let us consider the additive semigroup

\[
W = \{ u \in \mathbb{Z}_+^m \mid u \cdot v_j = 0 \quad \forall \ j = 1, \ldots, s \} \subset \mathbb{Z}_+^m.
\]

Then \( W \) is a finitely generated semigroup of \( \mathbb{Z}_+^m \).

**Proof.** — Replacing all \( v_j \) by \( Nv_j \), where \( N \) is a sufficiently divisible positive integer, we may and will assume that \( v_j \in \mathbb{Z}^m \) for all \( j = 1, \ldots, s \).

Let us consider the rational polyhedral cone \( \sigma \subset \mathbb{R}^m \) that is generated by the standard basis of \( \mathbb{R}^m \) and all the vectors \( \{v_1, \ldots, v_s\} \). Then the dual cone is

\[
\sigma^\vee = \{ u \in \mathbb{R}_+^m \mid u \cdot v_j \geq 0 \quad \forall \ j = 1, \ldots, s \}.
\]

By Gordan’s Lemma [3, Chapter 1, Proposition 1.2.17], \( \sigma^\vee \cap \mathbb{Z}^m \) is a finitely generated additive semigroup. Let \( G \) be a finite subset of \( \sigma^\vee \cap \mathbb{Z}^m \) that contains 0 and generates \( \sigma^\vee \cap \mathbb{Z}^m \). Then the intersection \( G \cap W \) is a finite subset of \( W \) that contains 0. I claim that \( G \cap W \) generates \( W \) as a semigroup. Indeed, if \( w \in W \) then \( w \in \sigma^\vee \cap \mathbb{Z}^m \) and therefore there exists a positive integer \( r \) and (not necessarily distinct) \( r \) elements \( g_1, \ldots, g_r \in G \) such that \( w = \sum_{i=1}^{r} g_i \). We have for all \( j = 1, \ldots, s \)

\[
0 = w \cdot v_j = \sum_{i=1}^{r} g_i \cdot v_j, \quad g_i \cdot v_j \geq 0 \quad \forall \ i = 1, \ldots, s.
\]

This implies that all \( g_i \cdot v_j = 0 \) and therefore all \( g_i \in W \), i.e., \( g_i \in G \cap W \). It follows that \( G \cap W \) generates \( W \) as a semigroup. \( \Box \)

We also need the following elementary observation.

**Lemma 5.2.** — Suppose that \( X \) is an abelian variety of positive dimension \( g \) over a finite field \( k \) with \( q \) elements. Suppose that \( k \) is sufficiently large w.r.t. \( X \). Then a nonnegative integer-valued function \( e: R_X \to \mathbb{Z}_+ \) of even weight is admissible if and only if

\[
(5.1) \quad w_X \left( \prod_{\alpha \in R_X} \left( \alpha^2 / q \right)^{e(\alpha)} \right) = 0 \in \mathbb{Q}^{S(p)}.
\]

**Remark 5.3.** — Let \( e: R_X \to \mathbb{Z}_+ \) be an admissible nonnegative integer-valued function. Then its weight is twice its degree and therefore is even.
Proof of Lemma 5.2. — Since $e$ is nonnegative, its weight coincides with
\[ \sum_{\alpha \in R_X} e(\alpha) =: n. \]
Since this weight is even, there is a nonnegative integer $d$ such that $n = 2d$.

Now notice that in light of Remark 2.4(d), (5.1) holds if and only if
\[ \prod_{\alpha \in R_X} (\alpha^2/q)^{e(\alpha)} \text{ is a root of unity.} \]
This means that
\[ \prod_{\alpha \in R_X} (\alpha^2/q)^{e(\alpha)} = 1, \]
and hence, (5.1) means that
\[ \prod_{\alpha \in R_X} \alpha^{e(\alpha)} = \pm q^d. \]
This means that (5.2)
\[ \prod_{\alpha \in R_X} \alpha^{e(\alpha)} = q^d, \]
i.e., $e$ is admissible. \qed

Proof of Theorem 1.10. — Let $X$ be an abelian variety of positive dimension $g$ over a finite field $k$ of characteristic $p$. Suppose that $k$ is sufficiently large w.r.t. $X$. Let us choose an order in $S(p)$; this allows us to identify $S(p)$ with $\{1, \ldots, s\}$ and $\mathbb{Q}^{S(p)}$ with $\mathbb{Q}^s$. Let us choose an order on $R_X$; it allows us to list elements of $R_X$ as $\{\alpha_1, \ldots, \alpha_m\}$ with $m = \#(R_X)$. We have $m \leq 2g$. Let us consider an additive group homomorphism
\[ \tilde{w}_X : \mathbb{Z}^m \to \mathbb{Q}^{S(p)} = \mathbb{Q}^s, \]
\[ u = (a_1, \ldots, a_m) \mapsto w_X \left( \prod_{i=1}^m (\alpha_i^2/q)^{a_i} \right) \]
\[ = 2 \sum_{i=1}^m a_i w_X(\alpha_i) - \left( \sum_{i=1}^m a_i \right) \cdot 1. \]
Clearly, there is a unique collection of $s$ vectors $v_1, \ldots, v_s \in \mathbb{Q}^m$ such that
\[ \tilde{w}_X(u) = (u \cdot v_1, \ldots, u \cdot v_s) \quad \forall \ u \in \mathbb{Z}^m. \]
It is also clear that all the coordinates of all $v_i$’s lie in the same finite set
\[ 2 \cdot S(g) - 1 := \{2c - 1|c \in S(g)\} \subset \mathbb{Q}. \]
that depends only on $g$. This implies that all the $v_j$’s lie in the same finite subset
\[(2 \cdot S(g) - 1)^m \subset \mathbb{Q}^m\]
of $\mathbb{Q}^m$ that depends only on $g$ and $m$. Combining this assertion with Lemma 5.1, we obtain that for each positive integers $m \leq 2g$ and $s$ dividing $2g \cdot g!$ there is a finite subset $F_0(g, m, s) \subset \mathbb{Z}_+^m$ that depends only on $g$, $m$, and $s$.

If $\#(R_X) = m$ and $\#(S(p)) = s$ then the additive semigroup $\ker(\tilde{w}_X) \cap \mathbb{Z}_+^m$ is generated by a certain subset of $F_0(g, m, s)$.

Now let as define the weight $\text{wt}(u)$ of any $u = (a_1, \ldots, a_m) \in \mathbb{Z}_+^m$ as $\sum_{i=1}^m a_i$. It follows from Remark 5.3 combined with Lemma 5.2 that an integer-valued nonnegative function $b_u : R_X \to \mathbb{Z}_+^m$, $\alpha_i \mapsto a_i$ is admissible if and only if $u \in \ker(\tilde{w}_X) \cap \mathbb{Z}_+^m$ and $\text{wt}(u)$ is even. (It is also clear that each admissible nonnegative function $e : R_X \to \mathbb{Z}_+$ coincides with $b_u$ for exactly one vector $u \in \mathbb{Z}_+^m$.) Then such $u$ may be presented as a sum of (not necessarily distinct) elements of $F_0(g, m, s)$. It may happen that some elements of $F_0(g, m, s)$ in this sum have odd weight. Since the weight of $u$ is even, the number of such summands is even. By grouping them in pairs, we obtain that $u$ is a finite sum of some even weight elements from $F_0(g, m, s)$ and even weight elements from $F_0(g, m, s) + F_0(g, m, s) \subset \mathbb{Z}_+^m$.

Now let $F(g, m, s) \subset \mathbb{Z}_+^m$ be the (finite) set of all even weight vectors from $F_0(g, m, s)$ and from $F_0(g, m, s) + F_0(g, m, s)$. Clearly, each $u \in F(g, m, s)$ gives rise to nonnegative admissible $b_u : R_X \to \mathbb{Z}_+$ and each nonnegative admissible $e : R_X \to \mathbb{Z}_+$ may be presented as a linear combination of such $b_u$’s with nonnegative integer coefficients. Now one only has to choose as $H(g)$ the largest of the weights of $b$ among all $u$ (with even weight) in the union of all $F(g, m, s)$ where $1 \leq m \leq 2g$ and $s \mid 2g \cdot g!$.

Theorem 1.10 implies readily the following assertion.

**Corollary 5.4.** — Let $g$ be a positive integer and $H(g)$ be as in Theorem 1.10.

Let $X$ an abelian variety of positive dimension $g$ over a finite field $k$. Let $e : R_X \to \mathbb{Z}_+$ be a nonnegative admissible function. If $\text{wt}(e) > H(g)$ then $e$ may be presented as a sum $e = f_1 + f_2$ of two nonnegative admissible functions $f_1 : R_X \to \mathbb{Z}_+$, $f_2 : R_X \to \mathbb{Z}_+$ such that $2 \leq \text{wt}(f_2) \leq H(g)$.
6. Linear Algebra

Throughout this section, $V$ is a nonzero vector space of finite dimension $n$ over a field $K$ of characteristic 0, and $E$ is an overfield of $K$. We write $V_E$ for the $E$-vector space $V \otimes_K E$ of the $E$-dimension $n$. Let us put

$$V^* = \text{Hom}_K(V, K), \quad V_E^* = \text{Hom}_E(V_E, E).$$

Let $A : V \to V$ be a $K$-linear operator and

$$A^* : V^* \to V^*, \quad \phi \mapsto \phi \circ A \quad \forall \phi \in V^*.$$

As usual, let us define

$$A_E \in \text{End}(V_E), \quad A_E(v \otimes e) = Av \otimes e \quad \forall v \in V, e \in E.$$

Clearly,

$$(A_E)^* = (A^*)_E : V_E^* \to V_E^*.$$

**Remark 6.1.** — Let $a \in K \subset E$ and $V(a)$ (resp. $V_E(a)$) be the eigenspace of $A$ (resp. of $A_E$) attached to eigenvalue $a$. It is well known that the natural $E$-linear map

$$V(a) \otimes_K E \to V_E(a)$$

is an isomorphism of $E$-vector spaces; in particular,

$$\dim_K(V(a)) = \dim_E(V_E(a)) \forall a \in K \subset E.$$

There are well known natural isomorphisms [2, Chapter III, Section 7, Proposition 7] of graded $K$-algebras

$$\wedge(V^*) = \bigoplus_{j=0}^n \wedge^j_K(V^*) = \bigoplus_{j=0}^n \text{Hom}_K\left(\wedge^j_K(V), K\right)$$

and of graded $E$-algebras [2, Chapter III, Section 7, Proposition 8]

$$\wedge(V_E^*) = \bigoplus_{j=0}^n \wedge^j_E(V_E^*) = \bigoplus_{j=0}^n \text{Hom}_E\left(\wedge^j_E(V_E), E\right) = \bigoplus_{j=0}^n \text{Hom}_K\left(\wedge^j_K(V), K\right) \otimes_K E,$$

which give rise to the natural isomorphisms of $E$-vector spaces

$$\wedge^j_K(V^*)_E \cong \wedge^j_E(V_E^*).$$
6.1. Wedge products

Let \(i\) and \(j\) be nonnegative integers. The multiplication in \(\wedge (V^*)\) (resp. in \(\wedge (V^*_E)\)) gives rise to the surjective \(K\)-linear map
\[
\Lambda_{i,j,K} : \wedge^i_K (V^*) \otimes_K \wedge^j_K (V^*) \to \wedge^{i+j}_K (V^*), \quad \psi_i \otimes \psi_j \mapsto \psi_i \wedge \psi_j
\]
and to the surjective \(E\)-linear map
\[
\Lambda_{i,j,E} : \wedge^i_E (V^*_E) \otimes_E \wedge^j_E (V^*_E) \to \wedge^{i+j}_E (V^*_E), \quad \psi_i \otimes \psi_j \mapsto \psi_i \wedge \psi_j.
\]
Let \(U\) be a \(K\)-vector subspace in \(\wedge^i_K (V^*)\) and \(W\) be a \(K\)-vector subspace in \(\wedge^j_K (V^*)\). Then obviously the images \(\Lambda_{i,j,K} (U \otimes_K W) \subset \wedge^{i+j}_K (V^*)\) and \(\Lambda_{i,j,E} (U_E \otimes_E W_E) \subset \wedge^{i+j}_E (V^*_E)\) are related by
\[
\Lambda_{i,j,E} (U_E \otimes_E W_E) = \Lambda_{i,j,K} (U \otimes_K W).
\]
Here we identify \(U_E\) (resp. \(W_E\)) with its isomorphic image in \(\wedge^i_K (V^*)_E = \wedge^i_E (V^*_E)\) (resp. in \(\wedge^j_K (V^*)_E = \wedge^j_E (V^*_E)\)).

The equality (6.4) implies readily its own generalization. Namely, let \(n\) be a positive integer and suppose that for each positive integer \(r \leq n\) we are given \(K\)-vector subspaces
\[
U_r \subset \wedge^i_K (V^*), \quad W_r \subset \wedge^j_K (V^*).
\]
Then
\[
\sum_{r=1}^n \Lambda_{i,j,E} (U_r \otimes_E W_r) = \left( \sum_{r=1}^n \Lambda_{i,j,K} (U_r \otimes_K W_r) \right)_E.
\]
Here
\[
U_{r,E} = U_r \otimes_K E, \quad W_{r,E} = W_r \otimes_K E.
\]

6.2. Wedge products of eigenspaces

The operators \(A^*\) and \(A^*_E\) give rise to the graded \(K\)-algebra and graded \(E\)-algebra endomorphisms
\[
\wedge (A^*) : \wedge (V^*) \to \wedge (V^*), \quad \wedge (A^*_E) : \wedge (V^*_E) \to \wedge (V^*_E)
\]
[2, Chapter III, Section 7, Proposition 2], whose homogeneous components are \(K\)-linear and \(E\)-linear operators
\[
\wedge^j (A^*) : \wedge^j_K (V^*) \to \wedge^j_K (V^*), \quad \wedge^j (A^*_E) : \wedge^j_E (V^*_E) \to \wedge^j_E (V^*_E)
\]
respectively, such that
\[
\wedge^j (A^*_E) = \wedge^j (A^*)_E.
\]
Since $\wedge(A)$ and $\wedge(A_E^*)$ respect the multiplication in $\wedge(V^*)$ and $\wedge(V_E^*)$ respectively,

\begin{equation}
\wedge^i (A^*) (\psi_i) \wedge \wedge^j (A^*) (\psi_j) \\
= \wedge^{i+j} (A^*) (\psi_i \wedge \psi_j) \in \wedge^{i+j} (V^*) \forall \psi_i \in \wedge^i (V^*), \psi_j \in \wedge^j (V^*);
\end{equation}

\begin{equation}
\wedge^i (A_E^*) (\psi_{i,E}) \wedge \wedge^j (A_E^*) (\psi_{j,E}) \\
= \wedge^{i+j} (A_E^*) (\psi_{i,E} \wedge \psi_{j,E}) \in \wedge^{i+j} (V_E^*) \\
\forall \psi_{i,E} \in \wedge^i (V_E^*), \psi_{j,E} \in \wedge^j (V_E^*).
\end{equation}

The following assertion is an immediate corollary of (6.7) and (6.6).

**Lemma 6.2.** — Let $j_1, j_2$ be positive integers such that $j_1 + j_2 \leq \dim(V)$. Let $\lambda_1, \lambda_2$ be elements of $K$. Let $\wedge_K^j (V^*) (\lambda_r) \subset \wedge_K^j (V^*)$ be the eigenspace of $\wedge^j (A^*)$ attached to $\lambda_r$ ($r = 1, 2$). Then the image of the $K$-linear map

\begin{equation}
\wedge_K^{j_1} (V^*) (\lambda_1) \otimes_K \wedge_K^{j_2} (V^*) (\lambda_2) \to \wedge_K^{j_1+j_2} (V^*), \quad \psi_{j_1} \otimes \psi_{j_2} \mapsto \psi_{j_1} \wedge \psi_{j_2}
\end{equation}

lies in the eigenspace $\wedge_K^{j_1+j_2} (V^*) (\lambda_1 \lambda_2)$ of $\wedge^{j_1+j_2} (A^*)$ attached to $\lambda_1 \lambda_2$.

**Remark 6.3.** — The $K$-linear map in Lemma 6.2 is the restriction of $\Lambda_{j_1,j_2,K}$ defined in Subsection 6.1.

**Remark 6.4.** — Applying Remark 6.1 to $\wedge^j (A^*)$: $\wedge_K^j (V^*) \to \wedge_K^j (V^*)$ (instead of $A$: $V \to V$), we obtain that if $\lambda \in K \subset E$ and $\wedge_K^j (V^*) (\lambda)$ (resp. $\wedge_K^j (V_E^*) (\lambda)$) is the attached to $\lambda$ eigenspace of $\wedge^j (V^*)$ (resp. of $\wedge^j (V_E^*)$) then the natural $E$-linear map

\begin{equation}
\wedge_K^j (V^*) (\lambda) \otimes_K E \to \wedge^j (V_E^*) (\lambda)
\end{equation}

induced by (6.1) is an isomorphism. Combining this assertion with Lemma 6.2 applied twice (over $K$ and over $E$), we get immediately the following assertion.

**Lemma 6.5.** — Let $j_1, j_2$ be positive integers such that $j_1 + j_2 \leq \dim(V)$. Let $\lambda_1, \lambda_2 \in K \subset E$. We keep the notation and assumptions of Lemma 6.2.

The $E$-linear map

\begin{equation}
\wedge_K^{j_1} (V_E^*) (\lambda_1) \otimes_E \wedge_K^{j_2} (V_E^*) (\lambda_2) \to \wedge_E^{j_1+j_2} (V^*) (\lambda_1 \lambda_2), \quad \psi_1 \otimes \psi_2 \mapsto \psi_1 \wedge \psi_2
\end{equation}

is not surjective if and only if the $K$-linear map

\begin{equation}
\wedge_K^{j_1} (V^*) (\lambda_1) \otimes_K \wedge_K^{j_2} (V^*) (\lambda_2) \to \wedge_K^{j_1+j_2} (V^*) (\lambda_1 \lambda_2), \quad \psi_1 \otimes \psi_2 \mapsto \psi_1 \wedge \psi_2
\end{equation}

is not surjective. Here $\wedge_K^j (V_E^*) (\lambda) \subset \wedge_K^j (V_E^*)$ is the eigensubspace of $\wedge^j (A_E^*)$ attached to $\lambda$. 

**Annales de l'Institut Fourier**
6.3. Main construction

We keep the notation of Remark 6.4. Suppose that $A_E : V_E \to V_E$ is diagonalizable, $\text{spec}(A) \subset E$ is the set of its eigenvalues, and $\text{mult}_A : \text{spec}(A) \to \mathbb{Z}_+$ is the integer-valued function that assigns to each eigenvalue of $A_E$ its multiplicity.

Let $\lambda \in K$ and $j \leq \dim(V)$ be a positive integer. Let us consider an integer-valued function $e : \text{spec}(A) \to \mathbb{Z}_+$ that enjoys the following properties.

(i) $e(\alpha) \leq \text{mult}_A(\alpha) \ \forall \alpha \in \text{spec}(A)$;
(ii) $\sum_{\alpha \in \text{spec}(A)} e(\alpha) = j$;
(iii) $\prod_{\alpha \in \text{spec}(A)} \alpha^{e(\alpha)} = \lambda$.

Let us choose an eigenbasis $B$ of $E$-vector space $V_E$ w.r.t. $A_E$ and let $\pi : B \to \text{spec}(A)$ be the surjective map that assigns to each eigenvector $x \in B$ the corresponding eigenvalue of $A_E$. Clearly, for every eigenvalue $\alpha \in \text{spec}(A)$ the preimage $\pi^{-1}(\alpha)$ consists of $\text{mult}_A(\alpha)$ elements of $B$. Let $B^* = \{x^* | x \in B\}$ be the basis of $V_E^*$ that is dual to $B$. Let us choose an order on $B$ and define for each $j$-element subset $C \subset B$ an element

$$y_C := \wedge_{x \in C} x^* \in \wedge^j (V_E^*).$$

Clearly, all $y_C$’s constitute an eigenbasis of $\wedge^j (V_E^*)$ w.r.t. $\wedge^j (A^*)$. Actually,

$$\wedge^j (A^*) (y_C) = \left( \prod_{x \in C} \pi(x) \right) y_C.$$

Let us assign to $C$ the integer-valued function

$$(6.8) \quad e_C : \text{spec}(A) \to \mathbb{Z}_+, \ \alpha \mapsto \# \left( \{ x \in C | \pi(x) = \alpha \} \right).$$

Clearly, $y_C$ is an eigenvector of $\wedge^j (A^*)$ with eigenvalue $\lambda$ if and only if $e = e_C$ enjoys the properties (i)-(iii). This implies that the set of $y_C$’s such that $e_C$ satisfies (i)-(iii) is a $E$-basis of the eigenspace $\wedge^j (V_E^*) (\lambda)$.

Conversely, suppose that $e : \text{spec}(A) \to \mathbb{Z}_+$ is an integer-valued function that enjoys the properties (i)-(iii). I claim that there exists a $j$-element subset $C \subset B$ such that $e = e_C$. Indeed, let us choose a $e(\alpha)$-element subset $C_\alpha \subset \pi^{-1}(\alpha) \subset B$ for all $\alpha \in \text{spec}(A)$ with $e(\alpha) > 0$. The property (i) guarantees that such a choice is possible (but not necessarily unique). Now
define $C$ as the (disjoint) union of all these $C_\alpha$’s. Property (ii) implies that $B$ is a $j$-element subset of $B$. It follows from (iii) that $y_C \in \wedge^j(V_E^*)(\lambda)$. The following assertion will be used in the proof of Theorem 1.8 (with $K = \mathbb{Q}_\ell$, $V = V_\ell(X^n)$, $A = Fr_{X^n}$).

**Proposition 6.6.** — We keep the notation and assumptions of Subsection 6.3, Remark 6.1 and Lemma 6.5. In particular, $A_E: V_E \to V_E$ is diagonalizable. Assume additionally that $A: V \to V$ is invertible, $j_1 = j - 2$ and $j_2 = 2$. Suppose that $\lambda_1$ and $\lambda_2$ are nonzero elements of $K$ and $j > 2$, i.e., $j_1 \geq 1$. Then the following conditions are equivalent.

(a) The $K$-linear map

$$\wedge^{j-2}_K (V^*)(\lambda_1) \otimes_K \wedge^2_K (V^*)(\lambda_2) \to \wedge^j_K (V^*)(\lambda_1 \lambda_2), \psi \otimes \phi \mapsto \psi \wedge \phi$$

is not surjective.

(b) There exists a function $e: \text{spec}(A) \to \mathbb{Z}_+$ that enjoys the following properties.

(i) $e(\alpha) \leq \text{mult}_A(\alpha) \quad \forall \alpha \in \text{spec}(A)$;

(ii) $\sum_{\alpha \in \text{spec}(A)} e(\alpha) = j$;

(iii) $\prod_{\alpha \in \text{spec}(A)} \alpha^{e(\alpha)} = \lambda_1 \lambda_2$.

(iv) If $\alpha \in \text{spec}(A)$ and $e(\alpha) \neq 0$ then $e(\alpha) \geq 1$ and one of the following conditions holds.

(1) $\lambda_2/\alpha \notin \text{spec}(A)$;

(2) $\lambda_2/\alpha \in \text{spec}(A)$ but $e(\lambda_2/\alpha) = 0$.

(3) $\alpha = \lambda_2/\alpha$ (i.e., $\alpha^2 = \lambda_2$) and $e(\alpha) = 1$.

**Remark 6.7.** — The invertibility of $A$ means that $0 \notin \text{spec}(A)$.

**Remark 6.8.** — In light of Lemma 6.5, it suffices to check that condition (b) is equivalent (in the obvious notation) to the non-surjectiveness of the $E$-linear map

$$\wedge^{j-2}_E (V_E^*)(\lambda_1) \otimes_E \wedge^2_E (V_E^*)(\lambda_2) \to \wedge^j (V^*)(\lambda_1 \lambda_2), \psi \otimes \phi \mapsto \psi \wedge \phi.$$ 

**Proof of Proposition 6.6.** — We start with the following lemma that describes the image of map (6.10).

**Lemma 6.9.** — The image of map (6.10) is generated by all $y_C$’s where $C$ is any $j$-element subset of $B$ that enjoys the following properties.

The set $C$ is a disjoint union of a $(j - 2)$-element subset $S$ and a 2-element subset $T$ such that the corresponding functions

$$e_S: \text{spec}(A) \to \mathbb{Z}_+, \quad e_T: \text{spec}(A) \to \mathbb{Z}_+$$
defined by (6.8) enjoy the following properties.

\[
\prod_{\alpha \in \text{spec}(A)} \alpha^{e_S(\alpha)} = \lambda_1, \quad \prod_{\alpha \in \text{spec}(A)} \alpha^{e_T(\alpha)} = \lambda_2.
\]

**Proof of Lemma 6.9.** — It follows from arguments of Subsection 6.3 that all the \(y_S\)'s (resp. all the \(y_T\)'s) where \(S\) is any \((j - 2)\)-element subset of \(B\) (resp. where \(T\) is any 2-element subset of \(B\)) that satisfies (6.11) constitute a basis of \(\wedge^j_{\mathbb{E}} (V^*_{\mathbb{E}})(\lambda_1)\) (resp. a basis of \(\wedge^2_{\mathbb{E}} (V^*_{\mathbb{E}})(\lambda_2)\). This implies that the image of map (6.10) is generated by all \(y_S \wedge y_T\). If \(S\) meets \(T\) then it follows from the very definition of \(y_S\) and \(y_T\) and basic properties of wedge products that \(y_S \wedge y_T = 0\). On the other hand, if \(S\) does not meet \(T\) then \(\tilde{C} := S \cup T = S \sqcup T\) is a \(j\)-element subset of \(B\) and \(y_S \wedge y_T = \pm y_{\tilde{C}}\). This ends the proof. \(\square\)

Now let us start to prove Proposition 6.6. Suppose that condition (b) holds. In light of Remark 6.8, it suffices to check that map (6.10) is not surjective. To this end, choose an eigenbasis \(B\) of \(V_{\mathbb{E}}\) w.r.t. \(A_{\mathbb{E}}\), and choose an order on \(B\). Using arguments of Subsection 6.3, choose a \(j\)-element subset \(\tilde{C} \subset B\) such that the function \(e_{\tilde{C}} : \text{spec}(A) \to \mathbb{Z}_+\) coincides with \(e\) and therefore enjoys properties (bi)-(biv). Then

\[y_{\tilde{C}} \in \wedge^j(V^*) (\lambda_1 \lambda_2)\]

I claim that \(y_{\tilde{C}}\) does not lie in the image of map (6.10). Indeed, \(\wedge^j_{\mathbb{E}} (V^*_{\mathbb{E}})(\lambda_1)\) is generated as the \(E\)-vector space by elements of the form \(y_S\), where \(S\) are \((j - 2)\)-element subsets of \(B\) such that \(\prod_{b \in S} \pi(b) = \lambda_1\). On the other hand, \(\wedge^2_{\mathbb{E}} (V^*_{\mathbb{E}})(\lambda_2)\) is generated as the \(E\)-vector space by elements of the form \(y_T\), where \(T\) are 2-element subsets of \(B\) such that \(\prod_{b \in T} \pi(b) = \lambda_2\). This implies that the image of map (6.10) is generated as the \(E\)-vector space by all \(y_B \wedge y_T\). If \(S\) meets \(T\) then (as we have already seen) \(y_S \wedge y_T = 0\). If \(S\) does not meet \(T\) then \(S \cup T = S \sqcup T\) is a \(j\)-element subset of \(B\) and \(y_S \wedge y_T = \pm y_{S \cup T}\).

**Lemma 6.10.** — The \(j\)-element \(\tilde{C}\) does not coincide with any of \(S \cup T\).

**Proof of Lemma 6.10.** — Suppose \(\tilde{C} = S \cup T\). This implies that \(\tilde{C}\) contains a subset \(T\) that consists of two distinct elements say \(x_1, x_2 \subset B\) with \(\pi(x_1) \pi(x_2) = \lambda_2\). So, \(\tilde{C}\) contains these \(x_1, x_2\). It follows from the definition of \(e_{\tilde{C}}\) (6.8) that if we put

\[\alpha_1 = \pi(x_1), \quad \alpha_2 = \pi(x_2)\]
then $\alpha_1, \alpha_2 \in \text{spec}(A)$ and
$$\alpha_1\alpha_2 = \lambda_2, \ e(\alpha_1) \geq 1, e(\alpha_2) \geq 1, \ e(\alpha_1) + e(\alpha_2) \geq 2.$$ If $\alpha_1 \neq \alpha_2 = \lambda_2/\alpha_1$ then $e(\alpha_1) \geq 1, e(\lambda_2/\alpha_1) \geq 1$, which violates property (biv). If $\alpha_1 = \alpha_2$ then $\alpha_2 = \lambda_2/\alpha_1$. It follows that $\alpha_1 = \pi(x_1) = \pi(x_2)$ and therefore $e(\alpha_1) \geq 2$, which also contradicts property (biv). This ends the proof. $\square$

End of Proof of Proposition 6.6. — Taking into account that the set of all $y_C$’s where $C$ runs through all $j$-element subsets of $B$ is linearly independent, we conclude that $y_{\tilde{C}}$ cannot be presented as a $E$-linear combination of $y_{S \cup T}$’s and therefore does not lie in the image of map (6.10). Hence, (a) holds. We proved that (b) implies (a).

Suppose that map (6.10) is surjective, i.e., (a) does not hold. We need to prove that (b) does not hold as well. Let $e: \text{spec}(A) \to \mathbb{Z}_+$ be a function that enjoys the properties (i)-(iii) of Subsection 6.3. We need to check that $e$ does not enjoy property 6.6(biv). Using arguments of Subsection 6.3, choose a $j$-element subset $\tilde{C} \subset B$ such that the function $e_{\tilde{C}}: \text{spec}(A) \to \mathbb{Z}_+$ coincides with $e$ and therefore enjoys properties (bi)-(biii). This implies that
$$y_{\tilde{C}} \in \wedge^j(V^*)(\lambda_1\lambda_2).$$

Let us check that $e = e_{\tilde{C}}$ does not enjoy property (biv). Indeed, we know that $y_{\tilde{C}}$ lies in the image of map (6.10). It follows from Lemma 6.9 that there is a positive integer $m$, $m$ pairs of subsets $(S_1, T_1), \ldots, (S_m, T_m)$ in $B$, and $m$ elements $a_1, \ldots, a_m \in E$ such that each $S = S_r$ and $T = T_r$ are disjoint $(j - 2)$-element and 2-element subsets of $B$ that satisfy (6.11) for all $r = 1, \ldots, m$, and such that
$$y_{\tilde{C}} = \sum_{r=1}^{m} a_r y_{S_r \cup T_r}.$$ Let us choose such a presentation for $y_{\tilde{C}}$ with smallest possible $m$. In this case all the $j$-element subsets $S_r \cup T_r$ are distinct. Now the linear independence of all $y_C$ (where $C \subset B$ is a $j$-element subset) implies that $m = 1$ and $\tilde{C}$ coincides with $S_1 \cup T_1$.

So, $T_1$ consists of two distinct elements say, $x_1, x_2$. Let us put
$$\alpha_1 := \pi(x_1) \in \text{spec}(A), \alpha_2 = \pi(x_2) \in \text{spec}(A).$$ It follows from (6.11) that $\alpha_1\alpha_2 = \lambda_2$. This implies that
$$e(\alpha_1) = e_{\tilde{C}}(\alpha_1) \geq 1, \ e(\alpha_2) = e_{\tilde{C}}(\alpha_2) \geq 1.$$
If $\alpha_1 \neq \alpha_2$ then property (biv) does not hold for $e$. If $\alpha_1 = \alpha_2$ then

$$\pi(x_1) = \alpha_1 = \lambda/\alpha_1 = \alpha_2 = \pi(x_2)$$

and therefore $e(\alpha_1) \geq 2$, hence, property (biv) does not hold for $e$. This ends the proof of Proposition 6.6.

The following assertion will be used in the proof of Theorem 1.11 (with $K = \mathbb{Q}_\ell, V = V_\ell(X^n), A = \text{Fr}_{X^n}$).

**Proposition 6.11.** — We keep the notation and assumption of Subsection 6.3. Assume additionally that $\text{char}(K) = 0$, $\dim_K(V)$ is even, and $A : V \rightarrow V$ is invertible. Let $q$ be a nonzero element of $K$ that is not a root of unity. Let $h$ and $m$ be positive integers that enjoy the following properties.

(i) $h < m \leq \dim_K(V)/2$.

(ii) If $e : \text{spec}(A) \rightarrow \mathbb{Z}_+$ is any nonnegative integer-valued function such that

$$\sum_{\alpha \in \text{spec}(A)} e(\alpha) = 2m, \prod_{\alpha \in \text{spec}(A)} \alpha^{e(\alpha)} = q^m$$

then there exist positive integers $j_1, j_2$ and nonnegative integer-valued functions $f_1 : \text{spec}(A) \rightarrow \mathbb{Z}_+, f_2 : \text{spec}(A) \rightarrow \mathbb{Z}_+$ such that

$$m = j_1 + j_2, j_2 \leq h; \quad e(\alpha) = f_1(\alpha) + f_2(\alpha) \forall \alpha \in \text{spec}(A);$$

$$\sum_{\alpha \in \text{spec}(A)} f_1(\alpha) = 2j_1, \prod_{\alpha \in \text{spec}(A)} \alpha^{f_1(\alpha)} = q^{j_1},$$

$$\sum_{\alpha \in \text{spec}(A)} f_2(\alpha) = 2j_2, \prod_{\alpha \in \text{spec}(A)} \alpha^{f_2(\alpha)} = q^{j_2}.$$ 

Then

$$\sum_{j=1}^{h} \Lambda_{2(m-j),2j,K} \left( \wedge_{K}^{2(m-j)} (V^*) (q^{m-j}) \otimes K \wedge_{K}^{2j} (V^*) (q^j) \right) = \wedge_{K}^{2m} (V^*) (q^m).$$
Proof. — In light of Remark 6.3 and arguments of Subsection 6.1, it suffices to check that

\[
\sum_{j=1}^{h} \Lambda_{2(m-j),2j,E} \left( \wedge_{E}^{2(m-j)} (V_{E}^{*}) (q^{m-j}) \otimes E \wedge_{E}^{2j} (V_{E}^{*}) (q^{j}) \right)
\]
\[= \wedge_{E}^{2m} (V_{E}^{*}) (q^{m}).\]

Recall that (in the notation of Subsection 6.3) that \(B\) is an (ordered) eigenbasis of \(V_{E}\) and all the \(2m\)-element subsets \(C \subset \text{spec}(A)\) with \(\prod_{\alpha \in C} \alpha = q^{m}\) give rise to the base \(\{y_{C} = \wedge_{x \in C} x^{*}\}\) of \(\wedge_{E}^{2m} (V_{E}^{*})(q^{m})\). So, it suffices to prove that each such \(y_{C}\) lies in one of the summands in LHS of (6.13). To this end, let us consider the nonnegative integer-valued function

\[e_{C} : \text{spec}(A) \to \mathbb{Z}_{+}, \quad e(\alpha) = \#(C(\alpha))\]

where \(C(\alpha) := \{x \in C \subset B| \pi(x) = \alpha\}\).

(see (6.8)). Clearly,

\[
\sum_{\alpha \in \text{spec}(A)} e_{C}(\alpha) = \#(C) = 2m, \quad \prod_{\alpha \in \text{spec}(A)} \alpha^{e_{C}(\alpha)} = \prod_{\alpha \in C} \alpha = q^{m}.
\]

By property (ii), there exist positive integers \(j_{1}, j_{2}\) and nonnegative integer-valued functions

\[f_{1} : \text{spec}(A) \to \mathbb{Z}_{+}, f_{2} : \text{spec}(A) \to \mathbb{Z}_{+}\]

such that

\[
m = j_{1} + j_{2}, \quad j_{2} \leq h; \quad e(\alpha) = f_{1}(\alpha) + f_{2}(\alpha) \quad \forall \alpha \in \text{spec}(A);
\]

\[
\sum_{\alpha \in \text{spec}(A)} f_{1}(\alpha) = 2j_{1}, \quad \prod_{\alpha \in \text{spec}(A)} \alpha^{f_{1}(\alpha)} = q^{j_{1}},
\]

\[
\sum_{\alpha \in \text{spec}(A)} f_{2}(\alpha) = 2j_{2}, \quad \prod_{\alpha \in \text{spec}(A)} \alpha^{f_{2}(\alpha)} = q^{j_{2}}.
\]

Let us partition each \(C(\alpha)\) into a disjoint union of two sets

\[C(\alpha) = C(\alpha)_{1} \cup C(\alpha)_{2} \quad \text{with} \quad C(\alpha)_{1} \cap C(\alpha)_{2} = \emptyset;
\]

\[\#(C(\alpha)_{1}) = f_{1}(\alpha), \quad \#(C(\alpha)_{2}) = f_{2}(\alpha)\]

and define \(C_{1}\) (resp. \(C_{2}\)) as the (disjoint) union of all \(C(\alpha)_{1}\) (resp. of all \(C(\alpha)_{2}\)). Then \(C\) becomes a disjoint union of \(C_{1}\) and \(C_{2}\), and

\[f_{1} = e_{C_{1}}, f_{2} = e_{C_{2}}.\]
It follows that
\[
\sum_{\alpha \in \text{spec}(A)} e_{C_1}(\alpha) = 2j_1, \quad \prod_{\alpha \in \text{spec}(A)} \alpha^{e_{C_1}(\alpha)} = q^{j_1},
\]
\[
\sum_{\alpha \in \text{spec}(A)} e_{C_2}(\alpha) = 2j_2, \quad \prod_{\alpha \in \text{spec}(A)} \alpha^{e_{C_2}(\alpha)} = q^{j_2}.
\]

This implies that
\[
y_C \subset \Lambda^{2(j_1)}(V_1^*) (q^{j_1}) = \Lambda^{2(m-j_2)}(V^*_E)(q^{m-j_2}),
\]
\[
y_C \subset \Lambda^{2(j_2)}(V_2^*)(q^{j_2}).
\]

Since \(C\) is a disjoint union of \(C_1\) and \(C_2\),
\[
y_C = \pm y_{C_1} \wedge y_{C_2} \in \Lambda_2(m-j_2, 2j_2, E) \left( \Lambda^{2(m-j_2)}(V_1^*) (q^{m-j_2}) \otimes E \Lambda^{2j_2}(V_2^*)(q^{j_2}) \right).
\]

In order to finish the proof, one has only to recall that \(j \leq h_2\). \(\square\)

7. Tate forms

7.1. Tate modules and Frobenius

Recall that \(X\) is an abelian variety of positive dimension \(g\) over a finite field \(k\) with \(\text{char}(k) = p\) and \(\#(k) = q\). Let \(\ell \neq p\) be a prime and \(T_\ell(X)\) the \(\ell\)-adic Tate module of \(X\). Let us consider the corresponding \(\mathbb{Q}_\ell\)-vector space
\[V_\ell(X) = T_\ell(X) \otimes_{\mathbb{Z}_\ell} \mathbb{Q}_\ell,\]
which is a \(2g\)-dimensional vector space over \(\mathbb{Q}_\ell\). The action of \(\text{Fr}_X\) extends by \(\mathbb{Q}_\ell\)-linearity to \(V_\ell(X)\). So, we may view \(\text{Fr}_X\) as a \(\mathbb{Q}_\ell\)-linear automorphism of \(V_\ell(X)\), whose characteristic polynomial coincides with \(\mathcal{P}_X(t)\). A theorem of Weil [8, 15] asserts that \(\text{Fr}_X\) acts as a semisimple linear operator in \(V_\ell(X)\). Let \(\mathbb{Q}_\ell\) be an algebraic closure of \(\mathbb{Q}_\ell\). Let us choose a field embedding
\[L_X = \mathbb{Q}(R_X) \hookrightarrow \mathbb{Q}_\ell.\]

Further we will identify \(L_X\) with its image in \(\mathbb{Q}_\ell\). We have
\[R_X \subset L_X \subset \mathbb{Q}_\ell.\]

Let us consider the \(2\text{dim}(X)\)-dimensional \(\mathbb{Q}_\ell\)-vector space
\[\tilde{V}_\ell(X) := V_\ell(X) \otimes_{\mathbb{Q}_\ell} \mathbb{Q}_\ell.\]

Extending the action of \(\text{Fr}_X\) by \(\mathbb{Q}_\ell\)-linearity, we get a \(\mathbb{Q}_\ell\)-linear operator
\[\overline{\text{Fr}}_X : \tilde{V}_\ell(X) \rightarrow \tilde{V}_\ell(X), \quad v \otimes \lambda \mapsto \text{Fr}_X(v) \otimes \lambda \quad \forall v \in V_\ell(X), \lambda \in \mathbb{Q}_\ell.\]
In the notation of Section 6, let us put
\begin{equation}
K = \mathbb{Q}_\ell, V = \mathcal{V}_\ell(X), A = \text{Fr}_X : \mathcal{V}_\ell(X) \to \mathcal{V}_\ell(X), E = \overline{\mathbb{Q}}_\ell.
\end{equation}
Then
\begin{equation}
\mathcal{V}_E = \overline{\mathcal{V}}_\ell(X), A_E = \text{Fr}_X; \quad \text{spec}(A) = R_X, \text{mult}_A = \text{mult}_X : R_X \to \mathbb{Z}_+.
\end{equation}

**Remark 7.1.** — If \( m \) is a positive integer and \( Y = X^m \) then it is well known that there is a canonical isomorphism of \( \mathbb{Q}_\ell \)-vector spaces
\[ V_\ell(Y) = \oplus_{i=1}^m V_\ell(X) \]
such that \( \text{Fr}_Y \) acts on \( V_\ell(Y) \) as
\[ \text{Fr}_Y (x_1, \ldots, x_m) = (\text{Fr}_X x_1, \ldots, \text{Fr}_X x_m) \quad \forall \ (x_1, \ldots, x_m) \in \oplus_{i=1}^m V_\ell(X) = V_\ell(Y). \]
This implies that
\begin{equation}
P_Y(t) = P_X(t)^m, \quad R_Y = R_X, L_X = L_Y, \quad \text{mult}_Y(\alpha) = m \cdot \text{mult}_X(\alpha) \quad \forall \ \alpha \in R_X = R_Y.
\end{equation}
In particular,
\begin{equation}
\text{mult}_Y(\alpha) \geq m \quad \forall \ \alpha \in R_Y = R_X.
\end{equation}

Any invertible sheaf/divisor class \( L \) on \( X \) gives rise to (defined up to multiplication by an element of \( \mathbb{Q}_\ell^* \)) a \( \mathbb{Q}_\ell \)-bilinear alternating *Riemann form* (the first \( \ell \)-adic Chern class of \( L \)) [8]
\[ \phi = \phi_L : V_\ell(X) \times V_\ell(X) \to \mathbb{Q}_\ell \]
such that
\begin{equation}
\phi(\text{Fr}_X(x), \text{Fr}_X(y)) = q \cdot \phi(x, y) \quad \forall \ x, y \in V_\ell(X).
\end{equation}

### 7.2. Tate forms

A theorem of Tate [15] asserts that every alternating \( \mathbb{Q}_\ell \)-bilinear form \( \phi \) on \( V_\ell(X) \) that satisfies (7.5) is a \( \mathbb{Q}_\ell \)-linear combination of forms of type \( \phi_L \). We call such a form an \( \ell \)-adic Tate form of degree 2 and denote by
tate_2(X, ℓ) the subspace of all such forms in Hom_{Q_ℓ}(\Lambda^2 V_\ell(X), Q_ℓ). In other words,

\[
tate_2(X, ℓ) : = \{ \phi \in \text{Hom}_{Q_ℓ}(\Lambda^2 V_\ell(X), Q_ℓ) \mid \phi(\text{Fr}_X(x), \text{Fr}_X(y)) = q \cdot \phi(x, y) \forall x, y \in V_\ell(X) \}.
\]

More generally, let us define for each nonnegative integer \( d \leq \dim(X) = g \) the subspace \( \text{tate}_{2d}(X, ℓ) \) of all alternating \( 2d \)-forms \( \psi \in \text{Hom}_{Q_ℓ}(\Lambda^{2d} V_\ell(X), Q_ℓ) \) such that

\[
\psi(\text{Fr}_X(v_1), \ldots, \text{Fr}_X(v_{2d})) = q^d \cdot \psi(v_1, \ldots, v_{2d}) \forall x_1, \ldots, x_{2d} \in V_\ell(X).
\]

We call elements of \( \text{tate}_{2d}(X, ℓ) \) Tate forms of degree \( 2d \).

**Remark 7.2.** — Clearly, \( \text{tate}_{2d}(X, ℓ) \) consists of all \( \psi \in \text{Hom}_{Q_ℓ}(\Lambda^{2d} V_\ell(X), Q_ℓ) \) such that

\[
\psi(\text{Fr}_X^{-1}(v_1), \ldots, \text{Fr}_X^{-1}(v_{2d})) = q^{-d} \cdot \psi(v_1, \ldots, v_{2d}) \forall v_1, \ldots, v_{2d} \in V_\ell(X).
\]

Since \( \text{Fr}_X \) acts on \( V_\ell(X) \) as \( \rho_\ell(\sigma_k) \), the subspace \( \text{tate}_{2d}(X, ℓ) \) consists of all \( \psi \in \text{Hom}_{Q_ℓ}(\Lambda^{2d} V_\ell(X), Q_ℓ) \) such that

\[
\psi(\rho_\ell(\sigma_k)^{-1}(v_1), \ldots, \rho_\ell(\sigma_k)^{-1}(v_{2d})) = \chi_\ell(\sigma_k)^{-d} \cdot \psi(v_1, \ldots, v_{2d}) \forall v_1, \ldots, v_{2d} \in V_\ell(X).
\]

Since \( \sigma_k \) is a topological generator of \( \text{Gal}(k) \), the subspace \( \text{tate}_{2d}(X, ℓ) \) consists of all \( \psi \in \text{Hom}_{Q_ℓ}(\Lambda^{2d} V_\ell(X), Q_ℓ) \) such that

\[
\psi(\rho_\ell(\sigma)^{-1}(v_1), \ldots, \rho_\ell(\sigma)^{-1}(v_{2d})) = \chi_\ell(\sigma)^{-d} \cdot \psi(v_1, \ldots, v_{2d}) \forall \sigma \in \text{Gal}(k), v_1, \ldots, v_{2d} \in V_\ell(X).
\]

**Remark 7.3.** — In the notation of Section 6, (7.1) and (7.2),

\[
\text{tate}_{2d}(X, ℓ) = \wedge^{2d}_K(V^*) (q^d)
\]

is the eigenspace of \( K \)-linear operator \( \wedge^{2d}(A^*) : \wedge^{2d}_K(V^*) \rightarrow \wedge^{2d}_K(V^*) \) attached to the eigenvalue \( q^d \).

---

(1) In [21] we called them admissible forms.
7.3. Wedge products of Tate forms

For each integer $d \geq 3$ the exterior product map
\[
\text{Hom}_{\mathbb{Q}_\ell} \left( \Lambda^{2(d-1)} V_\ell(X), \mathbb{Q}_\ell \right) \otimes_{\mathbb{Q}_\ell} \text{Hom}_{\mathbb{Q}_\ell} \left( \Lambda^2 V_\ell(X), \mathbb{Q}_\ell \right)
\rightarrow \text{Hom}_{\mathbb{Q}_\ell} \left( \Lambda^{2d} V_\ell(X), \mathbb{Q}_\ell \right)
\]
\[\phi \otimes \psi \mapsto \phi \wedge \psi\]
induces the $\mathbb{Q}_\ell$-linear map
\begin{equation}
\text{tate}_{2(d-1)}(X, \ell) \otimes_{\mathbb{Q}_\ell} \text{tate}_2(X, \ell) \rightarrow \text{tate}_{2d}(X, \ell), \phi \otimes \psi \mapsto \phi \wedge \psi.
\end{equation}

**Definition 7.4.** — Let $d > 1$ be an integer. An $\ell$-adic Tate form of degree $2d$ is called exceptional if it does not lie in the image of map (7.6).

**Lemma 7.5.** — Let $d$ be a positive integer such that $2 \leq d \leq \dim(X)$.

Let $\ell \neq p$ be a prime. Then the following conditions are equivalent.

(a) There exists an exceptional $\ell$-adic Tate form on $X$ of degree $2d$.

(b) There exists an admissible reduced function $e : R_X \rightarrow \mathbb{Z}$ of weight $2d$ such that
\[0 \leq e(\alpha) \leq \text{mult}_X(\alpha) \quad \forall \alpha \in R_X.
\]

**Proof.** — In the notation of (6.9), (7.1) and (7.2), it follows from Remark 7.3 that property (b) is equivalent to the non-surjectiveness of
\[\wedge_K^{j-2} (V^*) (\lambda_1) \otimes_K \wedge_K^2 (V^*) (\lambda_2) \rightarrow \wedge_K^j (V^*) (\lambda_1 \lambda_2), \psi \otimes \phi \mapsto \psi \wedge \phi
\]
with
\[j = 2d, \lambda_1 = q^{d-1}, \lambda_2 = q, \lambda_1 \lambda_2 = q^d.
\]

By Proposition 6.6, the non-surjectiveness of this map is equivalent to the existence of a function $e : \text{spec}(A) \rightarrow \mathbb{Z}_+$ that enjoys properties (bi)-(biv) of Proposition 6.6. Since $\text{spec}(A) = R_X$, we may view $e$ as a function $e : R_X \rightarrow \mathbb{Z}_+$. Now property (bii) means that $e$ has weight $2d$, property (biii) that $e$ is admissible, and property (biv) that $e$ is reduced. As for property (bi), it means that
\[e(\alpha) \leq \text{mult}_A(\alpha) = \text{mult}_X(\alpha) \quad \forall \alpha \in \text{spec}(A) = R_X.
\]

This implies that properties (bi)-(biv) of Proposition 6.6 are equivalent to property (b) of Lemma 7.5. It follows that properties (a) and (b) of Lemma 7.5 are equivalent. □
7.4. Twists and Tate classes

7.4.1. Twists and Tate classes

Consider an abelian variety $\bar{X} = X \times_k \bar{k}$ over the algebraic closure $\bar{k}$ of $k$ and its étale $\ell$-adic cohomology groups $H^j(\bar{X}, \mathbb{Q}_\ell)$ [1, 4, 5, 14]. Here $\ell$ is any prime different from $\text{char}(k)$, $j$ any nonnegative integer, and $H^j(\bar{X}, \mathbb{Q}_\ell)$ is a certain finite-dimensional $\mathbb{Q}_\ell$-vector space endowed with a continuous linear action of the absolute Galois group $\text{Gal}(k) := \text{Gal}(\bar{k}/k)$ of $k$. We write

$$\chi_\ell: \text{Gal}(k) \to \mathbb{Z}_\ell^* \subset \mathbb{Q}_\ell^*$$

for the $\ell$-adic cyclotomic character (see Section 2 above). There exists a certain “naturally defined” one-dimensional $\mathbb{Q}_\ell$-vector space $\mathbb{Q}_\ell(1)$ (that was denoted by $W$ in [14, Section 2]) endowed with the natural continuous linear action of $\text{Gal}(k)$ defined by the cyclotomic character

$$\chi_\ell: \text{Gal}(k) \to \mathbb{Q}_\ell^* = \text{Aut}_{\mathbb{Q}_\ell}(\mathbb{Q}_\ell(1))$$

(see [4, 5, 7, 14]). Namely, $\mathbb{Q}_\ell(1) = \mathbb{Z}_\ell(1) \otimes_{\mathbb{Z}_\ell} \mathbb{Q}_\ell$ where $\mathbb{Z}_\ell(1)$ is the projective limit of multiplicative groups (finite Galois modules) $\mu_{\ell^n}$ of $\ell^n$th roots of unity in $\bar{k}$.

Let us fix once and for all an $\ell$-adic orientation, i.e., an isomorphism of $\mathbb{Q}_\ell$-vector spaces

$$\mathbb{Q}_\ell(1) \cong \mathbb{Q}_\ell,$$

which allows us to identify $\mathbb{Q}_\ell$ not only with $\mathbb{Q}_\ell(1)$ but also with all tensor powers $\mathbb{Q}_\ell(i)$ [1, 4, 5, 13, 14] of $\mathbb{Q}_\ell(1)$.

Let $i$ be an integer. Let us consider the twist $H^j(\bar{X}, \mathbb{Q}_\ell)(i)$ of the Galois module $H^j(\bar{X}, \mathbb{Q}_\ell)$ by character $\chi_\ell^i$ of $\text{Gal}(k)$ [4, 5, 13, 14]. In other words, $H^j(\bar{X}, \mathbb{Q}_\ell)(i)$ coincides with $H^j(\bar{X}, \mathbb{Q}_\ell)$ as the $\mathbb{Q}_\ell$-vector space but if

$$\sigma, c \mapsto \sigma(c) \quad \forall \sigma \in \text{Gal}(k), \; c \in H^j(\bar{X}, \mathbb{Q}_\ell)$$

is the Galois action on $H^j(\bar{X}, \mathbb{Q}_\ell)$ then in $H^j(\bar{X}, \mathbb{Q}_\ell)(i)$ a Galois automorphism $\sigma$ sends $c$ to $\chi_\ell(\sigma)^i \sigma(c)$.

If $W$ is a Galois-invariant $\mathbb{Q}_\ell$-vector subspace in $H^j(\bar{X}, \mathbb{Q}_\ell)$ then we write $W(i)$ for the same $\mathbb{Q}_\ell$-vector subspace in $H^j(\bar{X}, \mathbb{Q}_\ell)(i)$. Clearly, $W(i)$ is a Galois-invariant subspace of $H^j(\bar{X}, \mathbb{Q}_\ell)(i)$ but not necessarily isomorphic to $W$ as Galois module.
Remarks 7.6.

(i) If \( j_1, j_2 \) are any nonnegative integers then the Galois-equivariant \( \mathbb{Q}_\ell \)-bilinear cup product in the cohomology of \( \tilde{X} \) leads to a Galois-equivariant \( \mathbb{Q}_\ell \)-linear map

\[
H^{j_1} (\tilde{X}, \mathbb{Q}_\ell) \otimes_{\mathbb{Q}_\ell} H^{j_2} (\tilde{X}, \mathbb{Q}_\ell) \to H^{j_1+j_2} (\tilde{X}, \mathbb{Q}_\ell), \quad c_1 \otimes c_2 \mapsto c_1 \cup c_2,
\]

which, in turn, gives rise to the natural Galois-equivariant \( \mathbb{Q}_\ell \)-linear map [5, 14]

\[
(7.7) \quad H^{j_1} (\tilde{X}, \mathbb{Q}_\ell) (i_1) \otimes_{\mathbb{Q}_\ell} H^{j_2} (\tilde{X}, \mathbb{Q}_\ell) (i_2)
\]

\[
\to H^{j_1+j_2} (\tilde{X}, \mathbb{Q}_\ell) (i_1 + i_2), \quad c_1 \otimes c_2 \mapsto c_1 \cup c_2.
\]

(ii) Let \( W_1 \) (resp. \( W_2 \)) is a Galois-invariant \( \mathbb{Q}_\ell \)-vector subspace in \( H^{j_1}(\tilde{X}, \mathbb{Q}_\ell) \) (resp. in \( H^{j_2}(\tilde{X}, \mathbb{Q}_\ell) \)) and \( W \subset H^{j_1+j_2}(\tilde{X}, \mathbb{Q}_\ell) \) be the image of subspace

\[
W_1 \otimes_{\mathbb{Q}_\ell} W_2 \subset H^{j_1} (\tilde{X}, \mathbb{Q}_\ell) \otimes_{\mathbb{Q}_\ell} H^{j_2} (\tilde{X}, \mathbb{Q}_\ell)
\]

under the map (7.7). It follows readily that the twist

\[
W (i_1 + i_2) \subset H^{j_1+j_2} (\tilde{X}, \mathbb{Q}_\ell) (i_1 + i_2)
\]

coincides with the image of subspace

\[
W_1(i_1) \otimes_{\mathbb{Q}_\ell} W_2(i_2) \subset H^{j_1} (\tilde{X}, \mathbb{Q}_\ell) (i_1) \otimes_{\mathbb{Q}_\ell} H^{j_2} (\tilde{X}, \mathbb{Q}_\ell) (i_2)
\]

under the map (7.8).

Definition 7.7. — Let \( d \) be a nonnegative integer. Let us consider the \( \mathbb{Q}_\ell \)-vector subspace

\[
\mathcal{T}_{\ell, d}(X) := H^{2d} (\tilde{X}, \mathbb{Q}_\ell) (d)^{\text{Gal}(k)}
\]

of Galois invariants in \( H^{2d}(\tilde{X}, \mathbb{Q}_\ell)(d) \) and a weight \( \mathbb{Q}_\ell \)-vector subspace

\[
W_{\ell, d}(X) := \{ c \in H^{2d}(\tilde{X}, \mathbb{Q}_\ell) \mid \sigma(x) = \chi_\ell(\sigma)^{-d}c \ \forall \ \sigma \in \text{Gal}(k) \}
\]

in \( H^{2d}(\tilde{X}, \mathbb{Q}_\ell) \). It follows from the very definitions that

\[
(7.9) \quad \mathcal{T}_{\ell, d}(X) = W_{\ell, d}(X)(d).
\]

Remark 7.8. — Let \( d_1 \) and \( d_2 \) be nonnegative integers. It follows from the Galois equivariance of maps (7.7) and (7.8) combined with Remark 7.6(ii) that the image \( W_{\ell, d_1, d_2}(X) \) of

\[
W_{\ell, d_1}(X) \otimes W_{\ell, d_2}(X) \to H^{2(d_1+d_2)} (\tilde{X}, \mathbb{Q}_\ell), \ c_1 \otimes c_2 \to c_1 \cup c_2
\]

lies in \( W_{\ell, d_1+d_2}(X) \). Similarly, the image \( \mathcal{T}_{\ell, d_1, d_2}(X) \) of

\[
\mathcal{T}_{\ell, d_1}(X) \otimes \mathcal{T}_{\ell, d_2}(X) \to H^{2(d_1+d_2)} (\tilde{X}, \mathbb{Q}_\ell) (d_1 + d_2), \ c_1 \otimes c_2 \to c_1 \cup c_2
\]
lies in $T_{\ell, d_1 + d_2}(X)$. In addition, it follows from (7.9) that

$$T_{\ell, d_1, d_2}(X) = W_{\ell, d_1, d_2}(X) (d_1 + d_2).$$

**Definition 7.9.** — Let $\ell \neq \text{char}(k)$ be a prime and $d$ a nonnegative integer.

(i) Elements of $T_{\ell, d}(X)$ are called $\ell$-adic Tate classes of dimension $2d$ on $X$.

(ii) A nonzero $2d$-dimensional Tate class $c$ is called exotic if $d \geq 1$ and $c$ cannot be presented as a linear combination of products of $d$ Tate classes of dimension $2$ with coefficients in $\mathbb{Q}_\ell$.

(iii) A Tate class $c$ of dimension $2d$ is called very exotic if $d \geq 1$ and $c$ cannot be presented as a linear combination with coefficients in $\mathbb{Q}_\ell$ of products of Tate classes of dimension $2d - 2$ and $2$, i.e., $c$ does not belong to $T_{\ell, d-1, 1}(X)$.

**Remarks 7.10.**

(i) Let $Z$ be a closed irreducible subvariety of codimension $d$ in $X$. The choice of the $\ell$-adic orientation allows us to define the $\ell$-adic class $\text{cl}(Z) \in T_{\ell, d}(X) \subset H^{2d}(\bar{X}, \mathbb{Q}_\ell)(d)$ of $Z$ [13, 14]. Tate [13, 14] conjectured that for all nonnegative integer $d$ the subspace $T_{\ell, d}(X)$ is spanned by all $\text{cl}(Z)$ and proved it for $d = 1$ [15].

(ii) If $d$ is a nonnegative integer and $d \leq g$ then it is known [13, 14] that $T_{\ell, d}(X) \neq \{0\}$.

(iii) Clearly, all $2$-dimensional Tate classes are neither exotic nor very exotic. Hence, the existence of an exotic (or very exotic) Tate class of dimension $2d$ implies readily that

$$2 \leq d \leq g = \dim(X),$$

because $H^{2d}(\bar{X}, \mathbb{Q}_\ell) = \{0\}$ for all $d > g$, and, therefore, all $2d$-dimensional Tate classes are just zero. (Actually, it is known that $H^{2g}(\bar{X}, \mathbb{Q}_\ell)(g)$ is a one-dimensional $\mathbb{Q}_\ell$-vector space generated by the $g$th self-product of the class of a hyperplane section of $X$ [14]. Therefore, there are no non-exotic Tate classes of dimension $2g$.)

(iv) Clearly, every very exotic Tate class is exotic.

Conversely, suppose that there exists an exotic $2d$-dimensional $\ell$-adic Tate class on $X$. I claim that there is a positive integer $d' \leq d$ such that there exists a very exotic $2d'$-dimensional $\ell$-adic Tate class on $X$. Indeed, decreasing $d$ if necessary, we may and will assume that $d$ is the smallest positive integer such that there is an exotic
ℓ-adic 2d-dimensional Tate class on X. Let c be such a class. Then d > 1.

Assume that c is not very exotic. Then c is a linear combination of cup products $h_i \cup c_i$ where all $c_i$ are nonzero Tate classes of dimension 2 and all $h_i$ are nonzero Tate classes of dimension $2(d-1)$. Since $c$ is exotic, there is an index $i$ such that $h_i$ is exotic. But exotic $h_i$ is $2(d-1)$-dimensional, which contradicts the minimality of $d$. The obtained contradiction implies that $c$ itself is very exotic, which ends the proof.

It follows that $X$ carries an ℓ-adic exotic Tate class if and only if it carries a very exotic ℓ-adic Tate class (may be, of different dimension).

7.5. Étale cohomology of abelian varieties

7.5.1. Étale cohomology of abelian varieties

Let us consider the abelian variety $\bar{X} = X \times_k \bar{k}$ over $\bar{k}$. Let $j$ be a nonnegative integer and let $H^j(\bar{X}, \mathbb{Q}_\ell)$ be the $j^{\text{th}}$ étale ℓ-adic cohomology group of $\bar{X}$, which is a finite-dimensional $\mathbb{Q}_\ell$-vector space endowed with the canonical continuous linear action of $\text{Gal}(k)$ [5, 7, 14]. There is a canonical $\text{Gal}(k)$-equivariant isomorphism of graded $\mathbb{Q}_\ell$-algebras ([1, 5, 14], [7, Section 12])

(7.10) $\bigoplus_{j=0}^{2\dim(X)} H^j(\bar{X}, \mathbb{Q}_\ell) \cong \bigoplus_{j=0}^{2\dim(X)} \text{Hom}_{\mathbb{Q}_\ell} \left( \Lambda^j_{\mathbb{Q}_\ell} V_{\ell}(X), \mathbb{Q}_\ell \right)$.

Its Galois equivariance combined with Remark 7.2 imply that (in the notation of Definition 7.7) map (7.10) induces for all nonnegative integers $d \leq \dim(X)$ a $\mathbb{Q}_\ell$-linear isomorphism between

$$W_{\ell, d}(X) = \{ c \in H^{2d}(\bar{X}, \mathbb{Q}_\ell) \mid \sigma(c) = \chi_\ell(\sigma)^{-d} c \quad \forall \sigma \in \text{Gal}(k) \}$$

$$= \{ c \in H^{2d}(\bar{X}, \mathbb{Q}_\ell) \mid \sigma_k(c) = \chi_\ell(\sigma_k)^{-d} c \} \subset H^{2d}(\bar{X}, \mathbb{Q}_\ell)$$

and the subspace

$$\text{tate}_{2d}(X, \ell) \subset \text{Hom}_{\mathbb{Q}_\ell} \left( \Lambda^{2d}_{\mathbb{Q}_\ell} V_{\ell}(X), \mathbb{Q}_\ell \right)$$

of ℓ-adic Tate forms of degree 2d on X. Recall (see Definitions 7.7 and 7.9) that the twist $W_{\ell, d}(X)(d) \subset H^{2d}(\bar{X}, \mathbb{Q}_\ell)(d)$ coincides with the subspace $T_{\ell, d}(X)$ of 2d-dimensional ℓ-adic Tate classes on X. Recall that map (7.10) is a $\mathbb{Q}_\ell$-algebra isomorphism. Applying Remark 7.8 to $d_1 = d - 1$ and $d_2 = 1$, we obtain that the existence of a very exotic a ℓ-adic Tate class of
dimension $2d$ on $X$ is equivalent to the existence of an exceptional $\ell$-adic Tate form of degree $2d$ on $X$.

We will need to state explicitly the following useful assertion.

**Lemma 7.11.** — Let $X$ be an abelian variety over $k$. Let $\ell \neq \text{char}(k)$ be a prime. Then the following three conditions are equivalent.

(i) $X$ carries an exotic $\ell$-adic Tate class.

(ii) $X$ carries a very exotic $\ell$-adic Tate class.

(iii) There exists an exceptional $\ell$-adic Tate form on $X$.

In addition, the validity of equivalent conditions (i)-(iii) does not depend on a choice of $\ell$.

**Proof of Lemma 7.11.** — The equivalence of (ii) and (iii) follows readily from the arguments at the end of Subsection 7.5. The equivalence of (i) and (ii) was already proven in Remark 7.10(iv).

Notice that property (b) of Lemma 7.5 does not depend on the choice of $\ell$. Now Lemma 7.5 implies that the validity of (iii) does not depend on the choice of $\ell$.

**Proof of Theorem 1.8.** — By a theorem of Tate [15], if $Y$ is any abelian variety over $k$ (e.g., $Y = X^n$) then every element of $T_{\ell,1}(Y)$ is a linear combination of divisor classes on $Y$ with coefficients in $\mathbb{Q}_\ell$.

Suppose that there is an exotic $\ell$-adic Tate class on $X^n$ for some positive integer $n$. It follows from Lemma 7.11 (applied to $Y = X^n$ instead of $X$) that there is an exceptional $\ell$-adic Tate form on $X^n$. In light of Lemma 7.5 (applied to $Y$ instead of $X$), there exists an admissible reduced function $R_X \rightarrow \mathbb{Z}_+$. In light of Theorem 1.4, there exists an admissible reduced function $e: R_X \rightarrow \mathbb{Z}_+$ of weight $\leq N(g)$. This means that

$$\text{wt}(e) = \sum_{\alpha \in R_X} e(\alpha) \leq 2N(g);$$

in particular,

$$0 \leq e(\alpha) \leq 2N(g) \quad \forall \alpha \in R_X.$$

Let us put $Z = X^{2N(g)}$ and consider $e$ as the reduced admissible function

$$R_Z = R_X \rightarrow \mathbb{Z}_+, \quad \alpha \mapsto e(\alpha).$$

In light of Remark 7.1 applied to $m = 2N(g)$,

$$e(\alpha) \leq 2N(g) \leq \text{mult}_Z(\alpha) \quad \forall \alpha \in R_Z = R_X.$$

It follows from Lemma 7.5 that there is an exceptional $\ell$-adic Tate form on $X^{2N(g)} = Z$. Applying Lemma 7.11 to $Z$, we obtain that there is an exotic $\ell$-adic Tate class on $Z = X^{2N(g)}$. Now the last assertion of Lemma 7.11
implies that there is an exotic \( \ell \)-adic Tate class on \( Z = X^{2N(g)} \) for all primes \( \ell \neq \text{char}(k) \). This ends the proof.

**Proof of Theorem 1.11.** — In light of arguments of Subsection 7.5 combined with Remark 7.8, it suffices to check that each \( \ell \)-adic Tate form of any even degree \( 2m \) on \( X^n \) can be presented as a linear combination of exterior products of \( \ell \)-adic Tate forms of degree at most \( H(g) \). Let us prove it, using induction by \( m \).

The assertion is obviously true for all \( m \leq H(g)/2 \). Suppose that \( m > H(g)/2 \). First, notice that

\[ R_{X^n} = R_X \quad \forall \ n. \]

Applying Theorem 1.10, we conclude that the conditions of Proposition 6.11 are fulfilled for

\[ K = \mathbb{Q}_\ell, \ V = V_\ell(X^n), \quad A = \text{Fr}_{X^n} : V_\ell(X^n) \rightarrow V_\ell(X^n), \quad \text{spec}(A) = R_{X^n} = R_X, \quad h = H(g)/2. \]

Applying Proposition 6.11, we conclude that each \( \ell \)-adic Tate form of degree \( 2m \) on \( X^n \) can be presented as a linear combination of exterior products of Tate forms of degree at most \( H(g) \). This ends the proof.
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