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EXTREMAL RAYS OF THE EMBEDDED SUBGROUP
SATURATION CONE

by Joshua KIERS

Abstract. — We examine the extremal rays of the cone of dominant weights
(µ, µ̂) for groups G ⊆ Ĝ for which there exists N � 0 such that(

V (Nµ)⊗ V (Nµ̂)
)G
6= (0).

We exhibit formulas for a class of rays (“type I”) on any regular face. These rays
are identified thanks to a generalization of Fulton’s conjecture, which we prove.
We verify that the remaining rays (“type II”) on the face come from a smaller cone
under a map whose formula is given. A procedure is given for finding the rays not
on any regular face. This generalizes work of Belkale and Kiers on extremal rays
for the saturated tensor cone; the specialization is given by Ĝ = G × G with the
diagonal embedding of G. We include several examples to illustrate the formulas.
Résumé. — Nous examinons les rayons extrémaux dans le cône des poids domi-

nants des groupes G ⊆ Ĝ pour lesquels il existe N � 0 tels que(
V (Nµ)⊗ V (Nµ̂)

)G
6= (0).

Nous donnons des formules pour une classe de rayons (« type I ») sur une face
régulière arbitraire. Ces rayons sont identifiés grace à une généralisation d’une
conjecture de Fulton que nous démontrons. Nous vérifions que tous les autres rayons
(« type 2 ») sur la face viennent d’un cône plus petit grâce à une application dont
la formule est donnée. On décrit un processus pour trouver les rayons qui ne sont
pas sur une face régulière. Ceci generalize les résultats de Belkale et Kiers sur les
rayons extrémaux du cône tensoriel saturé; les résultats de ce papier sont démontrés
ici quand on prend l’application diagonale de G dans G × G. Plusieurs exemples
sont fournis.

1. Introduction

In this paper we extend the main results of [4] on the extremal rays of
the saturated tensor cone. For a connected semisimple complex algebraic
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group G and fixed maximal toral and Borel subgroups T ⊂ B, the saturated
tensor cone C(G) consists of triples of dominant weights λ, µ, ν : T → C∗
such that λ + µ + ν is in the root lattice for G and the tensor product of
irreducible representations

V (Nλ)⊗ V (Nµ)⊗ V (Nν)

has a nontrivial subspace of G-invariants for some N > 0. See [22] for a
survey of the study of this cone, which has been studied extensively, since an
original conjecture of Horn on eigenvalues of a sum of Hermitian matrices,
with contributions from [2, 5, 7, 17, 20, 21, 25, 26].
A more general setup is the following: let Ĝ be a connected semisimple

complex algebraic group, and let G ⊆ Ĝ be a connected reductive subgroup.
Let T ⊆ B, T̂ ⊆ B̂ be fixed maximal tori and Borel subgroups for G and Ĝ
satisfying T ⊆ T̂ and B ⊆ B̂. The saturated tensor cone C(G ↪→ Ĝ) is the
semigroup consisting of pairs of dominant (w.r.t. B, B̂) weights µ, µ̂ s.t.

dim (V (Nµ)⊗ V (Nµ̂))G > 0

for some N > 0. This cone was analyzed in [7] and [25, 26], and it is
the natural extension of C(G) to a much broader range of examples and
applications (see for example [13] for a comprehensive study of the possible
embeddingsG ⊆ Ĝ). WhenG is diagonally embedded inG×G, one recovers
C(G) = C(G diag−−→ G×G).

Our main results are formulas for the extremal rays of the rational cone
C(G ↪→ Ĝ)Q := C(G ↪→ Ĝ)⊗Z>0 Q>0, generalizing the formulas given in [4]
for C(G)Q by adapting them to the complexities of the Lie combinatorics
in the G ↪→ Ĝ context. There are a few differences:

(a) Unlike in [4], extremal rays of C(G ↪→ Ĝ) need not lie on a reg-
ular face – that is, the locus where one of the Schubert calculus
inequalities holds with equality. We only present formulas for rays
on regular faces; however, the other rays are easy to check for: see
Observation 1.2 and the discussion preceding.

(b) The formulas for extremal rays on a regular face F are most conve-
niently expressed and used when B̂ is in good position relative to
part of the data defining F . This may not be the case a priori, but
we can conjugate B̂ suitably (depending on F) to account for this;
see Section 1.2. In [4], the choice B̂ = B × B is already in good
position for every face, so this issue did not arise.

(c) Underpinning the main results of [4] was the main theorem of [6]:
a generalization of a conjecture of Fulton. We need a new (more
general) case of this conjecture, so we prove it here.
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EMBEDDED SUBGROUP EXTREMAL RAYS 513

(d) In the case G diag−−→ G×G, we could just as well have assumed G is
reductive. If G′ = [G,G] is the semisimple part of G′, then there is
a natural map C(G) � C(G′) given by the restriction of dominant
weights of T to T ∩ [G,G], and moreover the fibres of this map are
readily identified.
In the case G ⊆ Ĝ with both G, Ĝ reductive, there is still a

natural map

C(G ↪→ Ĝ)� C(G ∩ [Ĝ, Ĝ] ↪→ [Ĝ, Ĝ])

with identifiable fibres. However, G∩[Ĝ, Ĝ] need not be semisimple.
Therefore, while we can reduce to Ĝ semisimple, for full generality
we only assume G to be reductive. In practice this means that our
type I ray formulas will include an additional parameter, as com-
pared to [4], describing the action of Z0(G). Thanks to a suggestion
from P. Belkale, we can calculate this parameter using T -equivariant
cohomology.

(e) In order for one to use the aforementioned T -equivariant cohomol-
ogy formula, one needs to have a means of calculating not only cup
products but also pullbacks. We outline a trick for “approximat-
ing” double Schubert polynomials in all types that turns out to be
sufficient for such calculations.

1.1. Facets of C(G ↪→ Ĝ)

We make one more simplifying assumption on the embedding G ↪→ Ĝ:

assume there is no nontrivial connected normal subgroup(1.1)

N E G such that N E Ĝ as well

(equivalently, no nontrivial ideal of the Lie algebra g is also an ideal of
ĝ). Indeed, if such a subgroup N exists, then one finds that N,G/N, and
Ĝ/N are reductive (in fact Ĝ/N is semisimple if Ĝ is) by examining the
Lie algebras. Furthermore there is a natural isomorphism of cones

C(G ↪→ Ĝ) ' C(G/N ↪→ Ĝ/N)× C(N ↪→ N),

the latter factor being trivial to describe: C(N ↪→ N) = {(λ, µ) : λ = −µ}.
As shown in [25], assumption (1.1) is equivalent to the condition that
C(G ↪→ Ĝ) have nonempty interior inside the ambient vector space of all
rational weights (µ, µ̂).
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514 Joshua KIERS

Now let δ : C∗ → T be a one-parameter subgroup such that α(δ) > 0 for
each positive root α of G; that is, δ is G-dominant. One defines a parabolic
subgroup P (δ) ⊆ G by

P (δ) := {g ∈ G : lim
t→0

δ(t)gδ(t)−1 exists in G}.

The dominance assumption on δ ensures B ⊆ P (δ). Viewing δ naturally as
a cocharacter of T̂ , one also defines the parabolic subgroup P̂ (δ) of Ĝ in
the same way, although notably P̂ (δ) need not contain B̂ as a subgroup.
By definition, P (δ) = P̂ (δ) ∩G.
There are associated Levi subgroups L(δ) ⊆ P (δ) and L̂(δ) ⊆ P̂ (δ)

defined by
L(δ) := {g ∈ G : lim

t→0
δ(t)gδ(t)−1 = g},

and similarly for L̂(δ). Again L(δ) = L̂(δ) ∩ G. When context makes it
clear, we may omit the reference to δ and simply write P, P̂ , L, L̂.

The cohomology rings H∗(G/P ) and H∗(Ĝ/P̂ ) have distinguished bases
given by the Schubert varieties: for w ∈ W/Wδ, define XP

w := BwP ⊆
G/P ; similarly define X̂ P̂

ŵ
:= B̂ŵP̂ ⊆ Ĝ/P̂ for ŵ ∈ Ŵ/Ŵδ (here Wδ

is the stabilizer subgroup of δ in W , similarly Ŵδ in Ŵ .) We write Xw

and X̂
ŵ

when the reference to P , P̂ is clear. The Schubert basis consists
of the Poincaré duals, [Xw] (resp., [X̂

ŵ
]), of the homology fundamental

classes of the Schubert varieties. Moreover, the equivariant cohomology
rings H∗T (G/P ) and H∗

T̂
(Ĝ/P̂ ) also have distinguished Schubert bases as

modules over H∗T (pt) (respectively, H∗
T̂

(pt)). We denote the equivariant

class of a Schubert variety by [Xw]T or [X̂
ŵ

]T̂ .
Say a G-dominant one-parameter subgroup δ is indivisible if it cannot

be written δ = δ̄n as the power of another such OPS. Following [25], a
(nonzero) indivisible G-dominant one-parameter subgroup δ is called ad-
missible (or special in [22]) w.r.t. (G, Ĝ) if the span Cδ̇ ⊂ h = Lie(T )
is orthogonal to a hyperplane of h∗ spanned by a subset of Wth(ĝ/g),
the set of h-weights of ĝ/g. Equivalently, Cδ̇ equals the common kernel of
the h-weights of l̂(δ)/l(δ). Let S denote the set of all admissible indivis-
ible G-dominant one-parameter subgroups. It’s easy to see S is a finite
set; moreover it is nonempty as Wth(ĝ/g) spans h∗ (this follows from our
assumption (1.1): by the proof of [25, Proposition 12], h→ End(ĝ/g) is in-
jective and induces a surjection from the abstract span of Wth(ĝ/g) to h∗.)
Let φδ denote the induced map G/P → Ĝ/P̂ , and φ∗δ the correspond-

ing pullback in (equivariant) cohomology. In [28], Ressayre and Richmond
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EMBEDDED SUBGROUP EXTREMAL RAYS 515

define a deformed pullback

φ�δ : H∗(Ĝ/P̂ ;�0)→ H∗(G/P ;�0)

which is a ring homomorphism for the Belkale–Kumar deformed product
in cohomology of flag varieties [5].
We recall now the theorem of Ressayre [25, 28] describing the cone

C(G ↪→ Ĝ) with a minimal set of inequalities:

Theorem 1.1. — A pair of dominant weights µ, µ̂ is in C(G ↪→ Ĝ) if
and only if for every δ ∈ S and every pair w, ŵ ∈ W/Wδ × Ŵ/Ŵδ such
that

φ�δ

(
[X̂

ŵ
]
)
�0 [Xw] = [Xe](1.2)

in H∗(G/P ;�0), the inequality

µ(wδ̇) + µ̂(ŵδ̇) 6 0

holds. Furthermore, no inequalities may be removed from this list.

Thus for δ ∈ S and w, ŵ satisfying (1.2), we may define the regular facet
F(w, ŵ, δ) of C(G ↪→ Ĝ) to be

F(w, ŵ, δ) = {µ, µ̂ ∈ h∗Z,+ × ĥ∗Z,+ : µ(wδ̇) + µ̂(ŵδ̇) = 0} ∩ C(G ↪→ Ĝ),

where h∗Z,+ denotes the set of dominant weights for G w.r.t. B, and ĥ∗Z,+
sim. for Ĝ w.r.t. B̂. It is a face of codimension one, not equal to one of the
facets determining the dominant chamber.
In the sequel, we fix a regular facet of the cone and study its extremal

rays. Of course there could be (a priori) other extremal rays of C(G ↪→ Ĝ).
(In the case of G diag−−→ G×G, this was not so, see [4, Lemma 37].) However,
these extraneous extremal rays are only of a certain type:

Observation 1.2. — If (µ, µ̂) gives an extremal ray of C(G ↪→ Ĝ) and
does not belong to any regular facet, then µ = 0 and, up to scaling, µ̂ is a
fundamental dominant weight.

We discuss these extraneous rays in Section 12, culminating in the follow-
ing theorem, which decreases the required inequalities for verifying whether
a candidate (0, ω̂j) is an extremal ray. Here T is a finite set (defined pre-
cisely in Section 12) of indivisible one-parameter subgroups containing S;
moreover T = S if Wth(ĝ/g) = Wth(ĝ).

Theorem 1.3. — The following are equivalent:
(a) the ray given by (0, ω̂j) is extremal;

TOME 72 (2022), FASCICULE 2
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(b) (0, ω̂j) ∈ C(G ↪→ Ĝ);
(c) the inequality

ω̂j(ŵδ̇) 6 0

holds for every δ ∈ T and ŵ ∈ Ŵ such that φ�δ [X̂
ŵ

] = [Xe].

1.2. Change of basis on a regular facet

Suppose δ, w, ŵ are given as above satisfying (1.2); that is, δ, w, ŵ are the
data of a regular facet F . The theorems and formulas in the remainder of
the paper are easier to describe if P (δ), P̂ (δ) are both standard parabolics
(we are only guaranteed P (δ) is). To accommodate this, we introduce a
specific change of basis on ĥ∗ induced by an element of Ŵ . Namely, let
v̂ ∈ Ŵ satisfy:
(H1) v̂δ is dominant w.r.t. B̂;
(H2) v̂ has minimal length (w.r.t. B̂) among all elements satisfying (H1).

Note that v̂δ is uniquely determined by δ.

Proposition 1.4. — Set B̂′ := v̂−1B̂v̂. Then
(a) δ is dominant w.r.t. B̂′; therefore B̂′ ⊆ P̂ (δ);
(b) µ̂ is a dominant weight w.r.t. B̂ ⇐⇒ v̂−1µ̂ is dominant w.r.t. B̂′;

therefore the set {ω̂′j := v̂−1ω̂j} consists of the fundamental weights
w.r.t. B̂′;

(c) B ⊆ B̂′;
(d) φ�δ ([X̂ ′

v̂−1ŵ
]) �0 ([Xw]) = [Xe] in H∗(G/P ;�0), where X̂ ′

û
denotes

the subvariety B̂′ûP̂ ⊂ Ĝ/P̂ for any û ∈ Ŵ .

See Section 2 for a short proof.
Therefore we will always assume, in the remainder of this paper, that

P and P̂ are both standard parabolics relative to the given pair of Borels
B ⊆ B̂. For an example of changing bases, see Section 13.1.

1.3. Type I rays

Suppose δ, w, ŵ satisfy (1.2), δ not necessarily in S. Define an associated
universal intersection scheme

X = {(g, ĝ, z) ∈ G/B × Ĝ/B̂ × Ĝ/P̂ : z ∈ φδ(gXw) ∩ ĝX̂
ŵ
}.

ANNALES DE L’INSTITUT FOURIER
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By the cup product assumption, Xw and φ−1
δ (X̂

ŵ
) generically meet in a

single point. Indeed, the natural map π : X → G/B× Ĝ/B̂ is birational [6,
Corollary 5.3]. It may be possible, then, to construct G-invariant divisors
on G/B × Ĝ/B̂ (which may, via the Borel–Weil correspondence, give rise
to extremal rays of C(G ↪→ Ĝ)Q) by first constructing G-invariant divisors
on X . We now make this precise.
Suppose either v α`−→ w or v α̂`−→ ŵ for some `, where in either Weyl group

we take u γ−→ u′ to mean u′ = sγu and `(u′) = `(u) + 1. Then define

D̃(v) = {(g, ĝ, z) ∈ G/B × Ĝ/B̂ × Ĝ/P̂ : z ∈ φδ(gXu) ∩ ĝX̂
û
},

where u = v, û = ŵ or u = w, û = v, depending on the case above. Let
D(v) be the image of D̃(v) in G/B×Ĝ/B̂. Our first main theorem concerns
the properties of D(v):

Theorem 1.5. — Set D = D(v).
(a) D is a closed, codimension 1 subvariety of G/B × Ĝ/B̂.
(b) H0(G/B × Ĝ/B̂,O(mD))G is 1-dimensional for all m > 0.
(c) Writing O(D) = Lµ � Lµ̂, Q>0(µ, µ̂) gives an extremal ray of
C(G ↪→ Ĝ)Q.

(d) (µ, µ̂) lies on F(w, ŵ, δ).

Let ~µ(D(v)) denote the pair µ, µ̂ induced by D. We also give an explicit
formula for ~µ(D(v)) in the following basis. A basis for PicG×Ĝ(G/B×Ĝ/B̂)
is given by the set

{Lωi �O} ∪ {O � Lω̂j} ∪ {Lχk �O},(1.3)

where {χk} is any basis for the character group of Z0(G) (the identity
component of the center). Moreover, the restriction map

PicG×Ĝ(G/B × Ĝ/B̂)→ PicG(G/B × Ĝ/B̂)

induced by the diagonal homomorphism G → G × Ĝ is an isomorphism
since every line bundle on Ĝ/B̂ comes with a canonical Ĝ-linearization.
Therefore the set (1.3) gives a basis for PicG(G/B × Ĝ/B̂).

Theorem 1.6. — Write µ = χ+
∑r
k=1 ckωk and µ̂ =

∑r̂
k=1 ĉkω̂k in the

respective bases of fundamental weights, where χ is a character of Z0(G).
(a) Then ck is the intersection number c in

φ∗δ

(
[X̂

û
]
)
· [Xsαku

] = c[Xe]

TOME 72 (2022), FASCICULE 2
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if sαku ∈ WP and is of length `(u) + 1, and 0 otherwise. Likewise,
ĉk is the intersection number c in

φ∗δ

(
[X̂

s
α̂k

û
]
)
· [Xu] = c[Xe]

if sαk û ∈ Ŵ P̂ and is of length `(û) + 1, and 0 otherwise.
(b) Furthermore,

µ+ µ̂|T =
∫
G/P

[Xu]T · φ∗δ [X̂û
]T̂ ,

which allows one to calculate χ once all the ck, ĉk are known.

An extremal ray Q>0(µ, µ̂) of FQ is to be called “type I” if, for some
simple root β satisfying v β−→ w (resp., v β−→ ŵ), µ(β∨) > 0 (resp., µ̂(β∨) >
0). Thus the rays induced by D(v) as above are type I (cf. Lemma 7.1).

1.4. Type II rays

Unsurprisingly, we call an extremal ray Q>0(µ, µ̂) of FQ “type II” if for
every such β, µ(β∨) = 0 (resp., µ̂(β∨) = 0). These vanishing equalities
determine a sub-semigroup F2 inside F and a subcone F2,Q inside FQ; the
type II rays of FQ are by definition the extremal rays of F2,Q. One of our
theorems is that the rays D(v), together with the type II rays, do indeed
generate all of F :

Theorem 1.7. — Let {δ1, . . . , δq} be the collection of type I rays ~µ(D(v)).
Then the addition map

q∏
b=1

Z>0δb ×F2 → F

is an isomorphism of semigroups. Over Q, it is an isomorphism of rational
cones.

We also give a formula for finding extremal rays of F2,Q. Define a map
Ind : h∗L/〈δ〉× ĥ∗

L̂/〈δ〉
→ h∗× ĥ∗ as follows. For a pair (ν, ν̂) ∈ h∗L/〈δ〉× ĥ∗

L̂/〈δ〉
,

first pull back each of ν, ν̂ to elements of h∗, ĥ∗, respectively, as characters
vanishing on δ. Denoting these elements again by ν, ν̂, define

Ind : (ν, ν̂) 7→ (wν, ŵν̂)−
∑

v
α`−→w

wν(α∨` )~µ(D(v))−
∑

v
α̂`−→ŵ

ŵν̂(α̂∨` )~µ(D(v)).

We then prove
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Theorem 1.8. — Ind restricts to a surjection of cones

Ind : C(L/〈δ〉 → L̂/〈δ〉)Q → F2,Q.

In particular, every extremal ray of F2,Q is the image of an extremal ray
of the lower-dimensional cone C(L/〈δ〉 → L̂/〈δ〉)Q. However, Ind may not
be injective and also may not take all extremal rays to extremal rays.
Lastly, we derive an identity relating c = dim(ker Ind) and q, the number

of type I rays (see also [4, Proposition 63]):

Proposition 1.9. — c = q − |∆̂|+ |∆(P̂ )|.

1.5. Generalized Fulton’s conjecture

In fact, Theorem 1.5(b) follows almost immediately from the following
result. For an arbitrary Schubert variety Xw, there is a maximal subgroup
(a standard parabolic) Qw ⊆ G which stabilizes it; set Yw = QwwP ⊆ Xw.
Similarly define Q̂

ŵ
, Ŷ
ŵ
. Analogous to X , define Y by replacing Xw with

Yw, X̂ŵ
with Ŷ

ŵ
. Let R be the ramification divisor of the birational map

π : Y → G/B × Ĝ/B̂ (note that Y is smooth).

Theorem 1.10. — For every n > 1, dimH0(Y,O(nR))G = 1.

This has a representation-theoretic interpretation, thanks to the follow-
ing isomorphism. Define weights χw = ρ−2ρL+w−1ρ, χ

ŵ
= ρ̂−2ρ

L̂
+ŵ−1ρ̂.

Then

Theorem 1.11. — For every n > 1,

H0(Y,O(nR))G '
[
V (n(χw − χ1))∗ ⊗ V (nχ

ŵ
)∗
]L
.

Combined, Theorems 1.10 and 1.11 generalize Fulton’s conjecture for
Littlewood–Richardson coefficients, whose history we recall briefly: let G =
GL(r) and λ, µ be dominant weights for a maximal torus w.r.t. a chosen
Borel subgroup. The Littlewood–Richardson coefficients cνλ,µ are defined by
the decomposition of G-representations

V (λ)⊗ V (µ) =
⊕
ν

V (ν)c
ν
λ,µ .

The original conjecture is

Theorem 1.12. — If cνλ,µ = 1, then cnνnλ,nµ = 1 for all n > 1.

TOME 72 (2022), FASCICULE 2
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It was first proven by Knutson, Tao, and Woodward in [21].
The obvious extension to other groups fails, but the following general-

ization of Belkale, Kumar, and Ressayre [6] holds, where the “cνλ,µ = 1” of
Theorem 1.12 is reinterpreted as an intersection number:

Theorem 1.13. — Let G be any connected reductive group and P any
standard parabolic subgroup. For any w1, . . . , ws ∈WP such that

[Xw1 ]�0 · · · �0 [Xws ] = 1[Xe]

in H∗(G/P ;�0), we have, for every n > 1,

dim[V (n(χw1 − χ1))⊗ · · · ⊗ V (nχws)]L = 1.

Theorems 1.10, 1.11 imply that (upon taking duals) for all n > 1,
dim

[
V (n(χw − χ1))⊗ V (nχ

ŵ
)
]L = 1. Thus we generalize Theorem 1.13

further to the setting of G ⊆ Ĝ, and one recovers it by considering the
diagonal embedding G→ G× · · · ×G︸ ︷︷ ︸

s−1

. Many of the proofs are similar, but

we highlight that the xP -filtration on tangent spaces in [6, §7] is replaced by
the more natural δ-filtration in our setting; see Section 3.3. The stabilizing
parabolics Qw associated to Schubert varieties Xw and the subvarieties Yw
continue to play a crucial role.

1.6. Layout of the paper

Because of its importance to the main results of this paper (the rays
formulas), we will first establish the generalized Fulton conjecture (Theo-
rems 1.10 and 1.11) in Section 3. We will then prove Theorem 1.5 on the
existence of the divisors giving rise to type I rays (Sections 4 and 5) and
Theorem 1.6 for the type I ray formulas (Section 6) in succession. Next, we
prove the decomposition Theorem 1.7 (Section 7) and the induction Theo-
rem 1.8 (Sections 8, 9, 10). Finally, we prove Proposition 1.9 in Section 11
and discuss the extraneous extremal rays in Section 12.

We end with a few examples in Section 13, some of which were first
considered in [7] or [23]; in general there is a wealth of branching situations
G ↪→ Ĝ one could consider.
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2. Some preliminary comments on the cone C(G ↪→ Ĝ)

Here we justify that changing basis on a regular facet F(w, ŵ, δ) of
C(G ↪→ Ĝ) is allowable by proving Proposition 1.4.

Proof. — Let ∆̂ denote the base for B̂. Since v̂−1∆̂ is the base for B̂′,
(a) and (b) follow immediately by definitions.
As for (c), examine the embedding on the level of Lie algebras: b ⊆ b̂ is an

h-equivariant inclusion, so if γ is a positive root forB, then gγ ⊆
⊕

γ̂|h=γ ĝγ̂ .
Furthermore, the sum on the right is actually just over the roots γ̂ which
are positive for B̂. We wish to show that any such γ̂ on the RHS is actually
positive w.r.t. B̂′; equivalently, that v̂γ̂ is positive w.r.t. B̂.

To that end, consider the two possible cases: if 〈γ, δ̇〉 = 〈γ̂, δ̇〉 > 0, then
〈v̂γ̂, v̂δ̇〉 > 0. Since v̂δ is B̂-dominant, we must have v̂γ̂ � 0. On the other
hand, if 〈γ, δ̇〉 = 〈γ̂, δ̇〉 = 0, then s

γ̂
δ = δ. If v̂γ̂ ≺ 0, then v̂s

γ̂
has strictly

smaller length than v̂. But v̂s
γ̂

satisfies (H1) since v̂δ = v̂s
γ̂
δ, so this

contradicts (H2).
As for (d), there are two statements to prove (see [28] for more on the

deformed pullback). We must show that φ∗δ([X̂ ′v̂−1ŵ
]) · ([Xw]) = [Xe] under

the usual cup product, and secondly that

〈ρ+ w−1ρ, δ̇〉 − 〈2ρ, δ̇〉+ 〈ρ̂′ +
(
v̂−1ŵ

)−1
ρ̂′, δ̇〉 = 0,

where ρ is the half-sum of positive roots of B and ρ̂′ the same for B̂′.
The first follows immediately from the given product φ∗δ([X̂ŵ

]) · ([Xw]) =
[Xe] and the observation that [X̂

ŵ
] = [v̂X̂ ′

v̂−1ŵ
] = [X̂ ′

v̂−1ŵ
]. The second

follows from the given identity

〈ρ+ w−1ρ, δ̇〉 − 〈2ρ, δ̇〉+ 〈v̂−1ρ̂+ ŵ−1ρ̂, δ̇〉 = 0

and the observation that ρ̂ = v̂ρ̂′ (here ρ̂ is the half-sum of positive roots
of B̂.) �

3. Generalization of Fulton’s conjecture for G ⊆ Ĝ

With all notation as in the introduction, in this section we prove Theo-
rems 1.10 and 1.11. As an immediate corollary, we obtain a generalization
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of Fulton’s conjecture for a pair of reductive groups G ↪→ Ĝ, one embed-
ded in the other. We recall the following deformed pullback in cohomology
from [28]. Let ρ be half the sum of positive roots for G, and let ρ̂ denote
the same for Ĝ.

Definition 3.1. — Let φ∗δ be the induced pullback in cohomology for an
embedding G/P (δ) → Ĝ/P̂ (δ). Then in the Schubert basis for H∗(G/P ),
we may write

φ∗δ

(
[X̂

ŵ
]
)

=
∑

w∈WP

dw
ŵ

[Xw]

for suitable integers dw
ŵ
. Define

φ�δ

(
[X̂

ŵ
]
)

=
∑

w∈WP

cw
ŵ

[Xw],

where cw
ŵ

= dw
ŵ
if 〈ρ+ w−1ρ, δ̇〉 − 〈ρ̂+ ŵ−1ρ̂, δ̇〉 = 0 and cw

ŵ
= 0 otherwise.

There is another, equivalent, definition of this product which replaces the
numerical requirement for cw

ŵ
= dw

ŵ
with a geometric one, which is called

Levi-movability (L-movability for short):

Proposition 3.2. — Suppose w, ŵ satisfy dw
ŵ
6= 0. Then cw

ŵ
6= 0 if and

only if for generic (l, l̂) ∈ L× L̂, the vector space map

Tė(G/P )→ Tė(G/P )
Tė(lw̄−1Xw̄) ⊕

Tė(Ĝ/P̂ )
Tė(l̂ŵ−1X̂

ŵ
)

is an isomorphism, where w̄ = w0ww
P
0 is the dual of w ∈ WP . The latter

condition is equivalent to the statement: generic L×L̂-translates of w̄−1Xw̄

and ŵ−1X̂
ŵ
intersect transversally at ė.

Proof. — This is [28, Proposition 2.3]. �

Suppose w, ŵ, δ satisfy

φ�δ

(
[X̂

ŵ
]
)
�0 [Xw] = d[Xe](3.1)

for some d > 0; we do not necessarily require in this section that δ ∈ S. As
always, we assume P̂ (δ) is standard. We also assume that w, ŵ are minimal
length coset representatives in W/Wδ, Ŵ/Ŵδ.

Theorem 3.3 (Generalization of Fulton’s conjecture). — If d=1 in (3.1),
then for any n > 1,

dim
(
VL(n(χw − χ1))⊗ V

L̂
(nχ̂

ŵ
)
)L

= 1.
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3.1. Geometric setup

Define the universal intersection scheme

X = {(g, ĝ, z) ∈ G/B × Ĝ/B̂ × Ĝ/P̂ : z ∈ φδ(gXw) ∩ ĝX̂
ŵ
};

the scheme structure is given as in [6, §5]. For a Schubert variety Xw, let
Qw ⊂ G be its stabilizer. Let Zw denote its smooth locus, Yw the orbit
QwwP , and Cw the Schubert cell BwP . Observe that

Xw ⊇ Zw ⊇ Yw ⊇ Cw.

Define analogous spaces Ẑ
ŵ
, Ŷ
ŵ
, Ĉ

ŵ
for the Ĝ-context. Then by replacing

Xw, X̂ŵ
in the definition of X with the corresponding pairs of subvarieties,

we define open subvarieties

X ⊇ Z ⊇ Y ⊇ C.

We record various properties of these spaces in the following lemma:

Lemma 3.4.
(a) Each of X ,Z,Y, C is irreducible.
(b) Z,Y, C are all smooth.
(c) X \ Z is codimension > 2 inside X .

The proofs of these statements are identical to those of [6, Lemma 5.2],
so we omit them here.

Assume d = 1 in (3.1). Then π : Z → G/B × Ĝ/B̂ is a birational
morphism of smooth varieties, and π fails to be injective exactly where
the map on tangent planes is not an isomorphism. We use R to denote
the associated ramification divisor, and may use the symbol R to mean
analogous divisors R∩ Y and R∩ C, depending on the context.
The proof of Theorem 1.10 relies on the following crucial geometric result

of [6, Proposition 3.1], which we recall without proof:

Proposition 3.5. — Suppose π : X → Y is a regular birational mor-
phism of smooth irreducible varieties with Y projective, and suppose X̄ is
an irreducible projective scheme containing X as an open subscheme such
that

(a) the codimension of X̄ \X in X̄ is at least 2, and
(b) π extends to a regular map π̄ : X̄ → Y .

Set R to be the ramification divisor of π. Then

dimH0(X,O(nR)) = 1

for every n > 1.

TOME 72 (2022), FASCICULE 2



524 Joshua KIERS

When applied to our context, we obtain the following result:

Corollary 3.6. — Suppose equation (3.1) holds with d = 1. Then for
every integer n > 1, dimH0(Z,O(nR)) = 1.

Proof. — In the setting of the proposition, takeX = Z, Y = G/B×Ĝ/B̂,
and π : Z → G/B × Ĝ/B̂ the projection map. Here X plays the role of
X̄. By Lemma 3.4, Z ⊆ X is an open subscheme whose complement has
codimension > 2. �

3.2. Comparison of Y and Z and proof of Theorem 1.10

Theorem 1.10 is a statement about sections on Y, and our previous corol-
lary pertains to Z, so we connect the two here, thereby proving the theorem.

Proposition 3.7. — There exists a subvariety A ⊂ Z such that
codim(A,Z) > 2 and Z \ Y ⊆ A ∪R.

Proof. — A point (g, ĝ, z) ∈ Z \ Y if and only if z ∈ φδ(gZw) ∩ ĝẐ
ŵ
but

z 6∈ φδ(gYw) ∩ ĝŶ
ŵ
. That is, z ∈ φδ(gCv) ∩ ĝĈv̂ for some v, v̂ ∈WP × Ŵ P̂

such that Cv 6⊆ Yw or Ĉ
v̂
6⊆ Ŷ

ŵ
, but Cv ⊆ Zw and Ĉ

v̂
⊆ Ẑ

ŵ
. In other

words,

Z \ Y =
⊔

(vP,̂vP̂ )∈Zw×Ẑ
ŵ

(vP,̂vP̂ )6∈Yw×Ŷ
ŵ

(
(G×B Cv)× (Ĝ×

B̂
Ĉ
v̂
)
)
×
G/P×Ĝ/P̂ Ĝ/P̂ .︸ ︷︷ ︸

=: C
v,̂v

By inspection, the codimension of C
v,̂v

inside Z is equal to codim(Cv,Zw)+
codim(Ĉ

v̂
, Ẑ

ŵ
). Therefore, if we show that the codimension 1 cells C

v,̂v
that

are disjoint from Y are contained in R, we may take A to be the disjoint
union of the remaining cells in the above expression and the result will
follow.
To that end, we observe that (given (vP, v̂P̂ ) ∈ Zw×Ẑŵ) codim(Cv, Zw)+

codim(Ĉ
v̂
, Ẑ

ŵ
) = 1 if and only if

(C1) v β−→ w and v̂ = ŵ for some root β ∈ Φ+ or
(C2) v = w and v̂ β−→ ŵ for some root β ∈ Φ̂+

(these are obviously mutually exclusive). Furthermore, if β is a simple root
in either (C1) or (C2), then C

v,̂v
⊂ Y by [6, Proposition 7.2] (since then

Cv ⊂ Yw in case (C1) or Ĉv ⊂ Ŷŵ in case (C2)). So the result follows from
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Proposition 3.8. — If v, v̂ satisfy either (C1) or (C2) with β not sim-
ple, then C

v,̂v
is contained in R.

The proof is the content of the next subsection. �

Proof of Theorem 1.10. — The key here is that, for each n,H0(Y,O(nR))
includes into H0(Z,O(m(n)R)), where m(n) > n is an integer depending
on n. This is because functions on Y with poles to prescribed orders along
R may be uniquely extended across the subvariety A from Proposition 3.7
to functions on Z, possibly with greater order poles along R.
Therefore we have the inclusions

C ↪→ H0(Y,O(nR))G ↪→ H0(Y,O(nR)) ↪→ H0(Z,O(m(n)R)) ' C

for each n, and the result follows. �

3.3. Tangent space analysis

This section is devoted to the proof of Proposition 3.8; it may be read
independently of the rest of the paper.

The following lemma is proved in [6, Lemma 7.3]:

Lemma 3.9. — Suppose v β−→ w ∈WP . As T -modules,

Tv̇(Xw) '

 ⊕
γ∈Φ+∩vΦ−

gγ

⊕ g−β .

Equivalently, as T -modules,

Tė(v−1Xw) '

 ⊕
γ∈v−1Φ+∩Φ−

gγ

⊕ g−v−1β .

As a direct sum of T -eigenspaces,

Tė(G/P ) =
⊕

β∈Φ+\Φ+
l

Tė(G/P )−β .

Define, for any j ∈ Z,

Vj :=
⊕

β∈Φ+\Φ+
l

β(δ̇)=j

Tė(G/P )−β .
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Note that Vj = (0) if j 6 0 or j > m0 := maxβ{β(δ̇)}. Define Vj(Z) :=
Vj ∩ Tė(Z) for any T -stable subvariety of G/P containing ė. Then

Tė(Z) =
⊕
j

Vj(Z)

as T -modules. Let 〈δ〉 = im δ. If Z is only 〈δ〉-stable, the above decompo-
sition is a valid 〈δ〉-module decomposition.
Recall the following important theorem from [6, Theorem 7.4] (see also

[27, Proposition 3]). Although the original statement uses a different filtra-
tion Vj than that given by δ, the same proof goes through unchanged (just
replace xP with δ̇ everywhere).

Theorem 3.10. — Given that u β−→ w ∈WP and β is not simple, there
exists j such that dimVj(u−1Zw) 6= dimVj(w−1Zw).

In exact parallel,

Tė(Ĝ/P̂ ) =
⊕

β̂∈Φ̂+\Φ̂+

l̂

Tė(Ĝ/P̂ )−β̂ ,

and one may define

V̂j :=
⊕

β̂∈Φ̂+\Φ̂+

l̂

β̂(δ̇)=j

Tė(Ĝ/P̂ )−β̂ .

Analogously, if û β̂−→ ŵ ∈ Ŵ P̂ and β̂ is not simple, there exists a j such
that dimVj(û−1Ẑ

ŵ
) 6= dimVj(ŵ−1Ẑ

ŵ
).

Because dφδ : Tė(G/P ) ↪→ Tė(Ĝ/P̂ ) is a T -equivariant inclusion, it fol-
lows that for any β ∈ Φ, the restriction of dφδ satisfies

dφδ : Tė(G/P )β ↪→
⊕
β̂
∣∣
h
≡β

Tė(Ĝ/P̂ )
β̂
.

In particular, then, dφδ : Vj ↪→ V̂j for each j ∈ Z.
The gradings Vj , V̂j give rise to filtrations Fj , F̂j of Tė(G/P ), Tė(Ĝ/P̂ ),

respectively. With respect to the adjoint P -action on Tė(G/P ) (resp., P̂
on T̂ė(Ĝ/P̂ )), each Fj is P -stable (resp., each F̂j is P̂ -stable). Let Fj(Z),
F̂j(Z) mean the induced filtrations of any Tė(Z).
Now we introduce a lemma similar in spirit to [6, Lemma 4.2]. The

following setup is essentially the same. Let Y ⊂ X be irreducible smooth
varieties, Y locally closed in X. Suppose X has a transitive action by a
connected linear algebraic groupG, and supposeH is an algebraic subgroup

ANNALES DE L’INSTITUT FOURIER



EMBEDDED SUBGROUP EXTREMAL RAYS 527

fixing Y . For any y ∈ Y , define φy : G→ X by g 7→ gy. Then for any g ∈ G,
there is an induced tangent space map

dφ(g,y) : TgG→ TgyX.

Because Y is H-stable, there is an induced map

Φ(g,y) : Tḡ(G/H)→ TgyX/Tgy(gY ).

One easily checks that Φ(g,y) = Φ(gh,h−1y) if h ∈ H, so for each equivalence
class [g, y] ∈ G×H Y the map Φ[g,y] is well-defined. The transitivity of the
G-action implies that the maps Φ[g,y] are surjective.

Suppose a = ([g, z], [ĝ, ẑ]) ∈ Z. Define x = gz, x̂ = ĝẑ. In particular,
x̂ = φδ(x). Consider the following diagram of maps of tangent spaces

(3.2)

TaZ Tg(G/B)⊕ T
ĝ
(Ĝ/B̂)

Tx(G/P ) Tx(G/P )
Tx(gZw) ⊕

T
x̂
(Ĝ/P̂ )

T
x̂
(ĝẐ

ŵ
)
,

dπ

dm̂
Ψ[g,z]×Ψ

[̂g,̂z]

where the bottom horizontal map is the canonical projection in the first
factor and dφδ followed by the canonical projection in the second factor.

Lemma 3.11. — Diagram (3.2) commutes. In fact, it is a fibre-product
diagram.

Proof. — An arbitrary curve through a in Z may be expressed as
([g(t), z(t)], [ĝ(t), ẑ(t)]), where g(0) = g, etc. The image under dπ of this
curve’s initial velocity is the initial velocity of (g(t), ĝ(t)). Its further im-
age under Ψ[g,z] × Ψ[̂g,ẑ] is the pair of projections in the respective quo-
tients of the initial velocities of g(t)z(t) and ĝ(t)ẑ(t). Note that ĝ(t)ẑ(t) =
φδ(g(t)z(t)) for all t. Therefore the curve’s image via the down and across
compositions agree and the diagram commutes.
That TaZ is a subspace of (i.e., includes into) the fibre-product is clear

since, for a curve (g(t), ĝ(t)) through (g, ĝ) in Tg(G/B) ⊕ T
ĝ
(Ĝ/B̂) and

corresponding x(t) through x in G/P , the curve ([g(t), z(t)], [ĝ(t), ẑ(t)])
can be uniquely recovered via z(t) := g(t)−1x(t), ẑ(t) := ĝ(t)−1φδ(x(t)).
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Counting dimensions,

dimZ = dimG/P +
(

dim(G×B Zw) + dim(Ĝ×
B̂
Ẑ
ŵ

)
)

−
(

dimG/P + dim Ĝ/P̂
)

= dimG/P + dimG/B + dimZw + dim Ĝ/B̂ + dim Ẑ
ŵ

− dimG/P − dim Ĝ/P̂

= dimG/P +
(

dimG/B + dim Ĝ/B̂
)
− (dimG/P − dimZw)

−
(

dim Ĝ/P̂ − dim Ẑ
ŵ

)
,

so TaZ has the correct dimension and the result follows. �

Now we come to the desired result.
Proof of Proposition 3.8. — Assume, for the sake of contradiction, that

there exist v, v̂ satisfying either (C1) or (C2) with β not simple, and that
there exists a = ([g, z], [ĝ, ẑ]) ∈ C

v,̂v
∩ Z \ R. Set x = gz, x̂ = ĝẑ; note

x̂ = φδ(x). By left G-translation, assume x = ėP (this is possible since
C
v,̂v
,Z,R are all G-invariant.)

By a 6∈ R, dπ is an isomorphism, so

Tė(G/P ) ' Tė(G/P )
Tė(gZw) ⊕

Tė(Ĝ/P̂ )
Tė(ĝẐŵ)

by Lemma 3.11. Because a ∈ C
v,̂v

, write eP = gz = gbvP for suitable b ∈ B,
and eP̂ = ĝẑ = ĝb̂v̂P̂ for some b̂ ∈ B̂. So write g = pv−1b−1, ĝ = p̂v̂−1b̂−1

for suitable p ∈ P, p̂ ∈ P̂ . So Tė(gZw) = Tė(pv−1Zw) and Tė(ĝẐŵ) =
Tė(p̂v̂−1Ẑ

ŵ
).

Observe that

Fj →
Fj

Fj(pv−1Zw) ⊕
F̂j

F̂j(p̂v̂−1Ẑ
ŵ

)

is therefore injective for each j, so

(3.3) dimFj 6 dimFj − dimFj(pv−1Zw) + dim F̂j − dim F̂j(p̂v̂−1Ẑ
ŵ

).

Furthermore,

dimFj(pv−1Zw) = dimTė(pv−1Zw) ∩ Fj = dim Adp
(
Tė(v−1Zw) ∩ Fj

)
= dimFj(v−1Zw)

since Adp(Fj) = Fj . Likewise, dim F̂j(p̂v̂−1Ẑ
ŵ

) = dim F̂j(v̂−1Ẑ
ŵ

).
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Now, the argument of [6, Eq. (38) and paragraph preceding it] shows
that for each j the inequalities

(3.4) dimFj(w−1Zw)6dimFj(v−1Zw)

and dim F̂j(ŵ−1Ẑ
ŵ

)6 dim F̂j(v̂−1Ẑ
ŵ

)

hold in general. Furthermore, by Theorem 3.10, there exists a j = j0 such
that

(3.5) dimFj(w−1Zw) 6= dimFj(v−1Zw)

or dim F̂j(ŵ−1Ẑ
ŵ

) 6= dim F̂j(v̂−1Ẑ
ŵ

),

depending on whether (C1) or (C2) holds.
On the other hand, by L-movability,

ψ : Tė(G/P )→ Tė(G/P )
Tė(lw−1Xw) ⊕

Tė(Ĝ/P̂ )
Tė(l̂ŵ−1X̂

ŵ
)

is an isomorphism for generic l, l̂ ∈ L× L̂.
The latter decomposes (since lw−1Xw, l̂ŵ−1X̂

ŵ
are 〈δ〉-stable) asm0⊕

j=1

Vj(G/P )
Vj(lw−1Xw)

⊕
m0⊕
j=1

V̂j(Ĝ/P̂ )
V̂j(l̂ŵ−1X̂

ŵ
)

 ,

and ψ preserves T -weight spaces with the same δ action, so for each j we
must have

Vj(G/P ) ' Vj(G/P )
Vj(lw−1Xw) ⊕

V̂j(Ĝ/P̂ )
V̂j(l̂ŵ−1X̂

ŵ
)
.

Therefore

(3.6) dimFj = dimFj − dimFj(lw−1Xw) + dim F̂j − dim F̂j(l̂ŵ−1X̂
ŵ

)

for each j, and the same holds without l, l̂ by P -stability of Fj (sim. for
F̂j).
Finally, with j = j0,

dimFj 6 dimFj − dimFj(v−1Zw) + dim F̂j − dim F̂j(v̂−1Ẑ
ŵ

) by (3.3)

< dimFj − dimFj(w−1Zw) + dim F̂j
− dim F̂j(ŵ−1Ẑ

ŵ
) by (3.4), (3.5)

= dimFj by (3.6),

a contradiction. �
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3.4. Relation to representation theory for L

The scheme Y is vitally important thanks to Theorem 1.10. However,
our first step in proving Theorem 1.11 is to exchange Y and R for a related
pair of varieties.
Define

Y ′ :=
(

(G×Qw Yw)× (Ĝ×
Q̂
ŵ

Ŷ
ŵ

)
)
×
G/P×Ĝ/P̂ Ĝ/P̂ ;

set-theoretically,

Y ′ = {(g, ĝ, z) ∈ G/Qw × Ĝ/Q̂ŵ × Ĝ/P̂ : z ∈ φδ(gYw) ∩ ĝŶ
ŵ
}.

The surjections G×B Yw → G×Qw Yw and Ĝ×
B̂
Ŷ
ŵ
→ Ĝ×

Q̂
ŵ

Ŷ
ŵ
give

rise to the surjective morphism Y → Y ′. In fact, the following diagram is a
fibre diagram:

Y Y ′

G/B × Ĝ/B̂ G/Qw × Ĝ/Q̂ŵ.

p̃

π π′

Furthermore, π′ is a dominant morphism. By [6, Lemma 4.1], for each
n > 1,

H0(Y,O(nR)) ' H0(Y ′,O(nR′))
as G-modules, where R′ is the ramification divisor of π′.

There is a helpful equivalent description of Y ′, thanks to the following
lemma (the proof is straightforward).

Lemma 3.12. — Define

P :=
(
P/w−1Qww ∩ P × P̂ /ŵ−1Q̂

ŵ
ŵ ∩ P̂

)
.

Then ψ : G×P P → Y ′ given by [g, p̄, p̂] 7→ ([gpw−1, wP ], [gp̂ŵ−1, ŵP̂ ], gP̂ )
is an isomorphism.

We will now relate O(R′) to a line bundle on P and then to the repre-
sentation theory of L. First let us recall some well-known properties of the
Borel construction of line bundles:

Proposition 3.13. — Let R be a reductive algebraic group with B be
a Borel subgroup of R. Suppose R′ is a subgroup of R satisfying B ⊆ R′.
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(a) For any character χ : R′ → C∗, Lχ := R ×R′ C−χ is a line bundle
on R/R′.

(b) The pullback map induces an isomorphism

H0(R/R′,Lχ) ' H0(R/B,Lχ).

We need a couple more preparatory lemmas. The following is stated
in [6, §6], but a proof is included here for the reader’s convenience.

Lemma 3.14. — The torus weight χw : T → C∗ extends to a character
of w−1Qww ∩ P . Likewise, χŵ extends to a character of ŵ−1Q̂

ŵ
ŵ ∩ P̂ .

Proof. — The second statement is simply the application of the first
to a different group, so we prove the first statement. We naïvely define
χw : w−1Qww ∩ P → C∗ by setting χw(u) = 1 for all u ∈ Uα, Uα a
root subgroup of w−1Qww ∩ P (we have no choice in this as such u are
unipotent). Then χw will be well-defined if,

whenever Uα, U−α are both root subgroups, χw(α∨) = 0(3.7)

(on the algebra level).
We first make a reduction: U±α ⊆ w−1Qww ∩ P implies α is actually a

root for L. So we may restrict our attention to root subgroups of w−1Qww∩
L. Note that w−1Qww ∩ L ⊇ BL, so w−1Qww ∩ L is a standard parabolic
of L. Therefore it suffices to check (3.7) only for simple roots α of L.
This is fairly straightforward: if −α is a root for w−1Qww, then −wα

is (a) a negative root and (b) a root for Qw. Therefore −wα can be ex-
pressed as a negative sum of simple roots for Qw:

−wα =
∑
−niβi,

where the ni > 0 and {βi} = ∆(Qw) = ∆∩w(Φ+
l tΦ−). Rearranging, one

obtains
α+

∑
w−1βi≺0

ni(−w−1βi) =
∑

w−1βi∈Φ+
l

niw
−1βi.

Now, each w−1βi on the LHS cannot be an element of Φ−l by the length-
minimality of w in its coset. Therefore if the LHS has any ni > 0, we reach
a contradiction because the LHS is a sum of positive roots (for G), some of
which are not roots for L, but the RHS is a sum of positive roots for L. So

α =
∑

w−1βi∈Φ+
l

niw
−1βi.
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Because α is a simple root for L, each ni = 0 above except for some nj = 1
and α = w−1βj is simple. Therefore

χw(α∨) = ρ(α∨) + w−1ρ(w−1β∨j )− 2ρL(α∨)
= 1 + ρ(β∨j )− 2
= 0. �

Lemma 3.15. — Suppose µ, µ̂ are dominant weights of T, T̂ such that
(µ+ µ̂)(δ̇) = 0. Then the pullback map

H0(P/BL × P̂ /B̂L̂,L(µ)� L(µ̂))P → H0(L/BL × L̂/B̂L̂,L(µ)� L(µ̂))L

is an isomorphism.

Proof. — This is just a restatement of Proposition 5.5, which will be
proved below. �

Finally we prove Theorem 1.11.

Proposition 3.16. — Suppose φ�δ
(

[X̂
ŵ

]
)
�0 [Xw] = d[Xe] ∈ H∗(G/P )

for some d > 0. Then

H0(Y,O(nR)|Y)G '
(
VL(n(χw − χ1))∗ ⊗ V

L̂
(nχ̂

ŵ
)∗
)L

Proof. — Let TP = Tė(G/P ), T P̂ = Tė(Ĝ/P̂ ), Tw = Tė(w−1Xw), and
T
ŵ

= Tė(ŵX̂ŵ
).

For a point (g, p, p̂) ∈ G×P P, set a = ψ([g, p, p̂]). We have the diagram

T(g,p,p̂)(G×PP) TaY ′ Tgpw−1(G/Qw)⊕T
gp̂ŵ−1(Ĝ/Q̂

ŵ
)

TgP (G/P ) TgP (G/P )
TgP(gpw−1Yw)⊕

T
gP̂

(Ĝ/P̂ )

T
gP̂

(gp̂ŵ−1Ŷ
ŵ

)
,

∼
dψ

dπ

dm̂

which is a fibre-product diagram for the same reason as (3.2).
There are P -equivariant isomorphisms

P/w−1Qww ∩ P × TP ' P ×w−1Qww∩P T
P

and
P̂ /ŵ−1Q̂

ŵ
ŵ ∩ P̂ × T P̂ ' P̂ ×

ŵ−1Q̂
ŵ
ŵ∩P̂ T

P̂
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given by (p̄, v) 7→ (p, p−1v) in both cases, cf. [5, Definition 5]. Therefore
there exist maps

P×TP →P/w−1Qww∩P×TP 'P×w−1Qww∩P T
P →P×w−1Qww∩P (TP /Tw)

and

P×TP → P̂

ŵ−1Q̂
ŵ
ŵ∩ P̂ ×TP

↪→ P̂

ŵ−1Q̂
ŵ
ŵ∩ P̂ ×T P̂

' P̂ ×
ŵ−1Q̂

ŵ
ŵ∩P̂ T

P̂

→ P̂ ×
ŵ−1Q̂

ŵ
ŵ∩P̂ (T P̂ /T

ŵ
).

The map between fibres of the bundle map

G×P(P×TP )→G×P(P×w−1Qww∩P (TP /Tw))⊕G×P(P̂×
ŵ−1Q̂

ŵ
ŵ∩P̂ (T P̂/T

ŵ
))

over a point (g, p, p̂) ∈ G×P P is readily identified with the map

TgP (G/P )→ TgP (G/P )
TgP (gpw−1Yw) ⊕

T
gP̂

(Ĝ/P̂ )

T
gP̂

(gp̂ŵ−1Ŷ
ŵ

)
;

therefore the ramification divisor ψ−1(R′) in G ×P P is the same as the
ramification divisor of the bundle map

G×P(P×TP )→G×P(P×w−1Qww∩P (TP/Tw))⊕G×P(P̂×
ŵ−1Q̂

ŵ
ŵ∩P̂ (T P̂/T

ŵ
))

over G×P P. Setting

M = LP (χw − χ1)� L
P̂

(χ
ŵ

),

a line bundle over P (by Lemma 3.14), we conclude (cf. the discussion
surrounding [5, Lemma 6] and [6, Proposition 6.2]) that O(φ−1(R)) is G-
isomorphic to G×P M as line bundles over G×P P.
Therefore for any n,

H0(Y,O(nR))G ' H0(Y ′,O(nR′))G

' H0(G×P P, G×P M⊗n)G

' H0(P,M⊗n)P .

Finally, set L=L/(w−1Qww∩L)×L̂/(ŵ−1Q̂
ŵ
ŵ∩L̂). Then, by Lemma 3.15

and Proposition 3.13(b) (see also [5, Theorem 15, Remark 31(a)]), it also
holds that

H0(P,M⊗n)P ' H0(L, (M|L)⊗n)L,

from which the result follows. �
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3.5. Interlude

We will need the “C version of Theorem 1.10” in the next section, so this
subsection serves as the bridge between the generalized Fulton’s conjecture
and the type I rays. The proof of the following lemma is straightforward
and ommitted; compare with Lemma 3.12.

Lemma 3.17. — C ' G×P
(
P/w−1Bw ∩ P × P̂ /ŵ−1B̂ŵ ∩ P̂

)
.

Proposition 3.18. — For all n > 1, H0(C,O(nR))G ' C.

Proof. — The idea of the proof is to exchange Y ′ (see end of proof of
Proposition 3.16) for C, which we hope is manageable since they both ap-
pear as G×P ( a homogeneous P × P̂ -variety ).
Consider the maps

P/BL × P̂ /B̂L̂ P/w−1Bw ∩ P × P̂ /ŵ−1B̂ŵ ∩ P̂

P,

f1

f
f2

where P is as in Lemma 3.12; all arrows are the natural surjections (we
are using that wBLw−1 ⊆ B and ŵB̂

L̂
ŵ−1 ⊆ B̂). Take M as in Proposi-

tion 3.16. Then by Proposition 3.13(b), all arrows in

H0(P/BL× P̂ /B̂
L̂
, (f∗M)⊗n) H0(P/w−1Bw∩P × P̂ /ŵ−1B̂ŵ∩ P̂ , (f∗2M)⊗n)

H0(P,M⊗n),

f∗1

f∗2
f∗

are P -equivariant isomorphisms. The bottom vector space has P -invariants
' C for any n > 1 by Proposition 3.16. Finally, by the commutativity of
the following diagram:

Y

C Y ′,

p̄ι

id×f2

we ascertain that (for any n > 1)

O(nR|C) = ι∗O(nR) ' ι∗p̄∗O(nR′)
' (id× f2)∗(G×P M⊗n) = G×P (f∗2M)⊗n.
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Therefore

H0(C,O(nR))G ' H0(C, G×P (f∗2M)⊗n)G

' H0(P/w−1Bw ∩ P × P̂ /ŵ−1B̂ŵ ∩ P̂ , (f∗2M)⊗n)P

' C

for any n > 1. �

4. Type I extremal rays

In this section we introduce the divisors D(v) ⊂ G/B × Ĝ/B̂ whose
associated line bundles, via the Borel–Weil theorem, give generators (µ, µ̂)
of certain extremal rays on a given regular facet.
Suppose w, ŵ, δ satisfy (1.2); in fact δ ∈ S is not necessary. We assume,

as always, that P̂ (δ) is a standard parabolic. We also assume w, ŵ are
minimal-length representatives in their cosets inside W/Wδ, Ŵ /Ŵδ. Let
X ⊃ Z ⊃ Y ⊃ C, as well as R, be as in Section 3.
As in the introduction, suppose either v β−→ w or v β−→ ŵ for some simple

root β (for the appropriate root system). In the first case, set u = v, û = ŵ.
Otherwise in the second, set u = w, û = v. Define

D̃(v) := {(g, ĝ, z) ∈ G/B × Ĝ/B̂ × Ĝ/P̂ : z ∈ φδ(gXu) ∩ ĝX̂
û
}

and set D(v) = π(D̃(v)), the projection onto G/B × Ĝ/B̂. Although it is
clear that D̃(v) is codimension one inside X , we must argue that D(v) is
codimension one inside G/B × Ĝ/B̂, which we prove now:

4.1. Proof of Theorem 1.5(a)

The result will follow from

Lemma 4.1. — D̃(v) ∩ Y is not contained in R.

Indeed, this prevents D̃(v) from being contained in R and thus being
contracted to a codimension > 2 subvariety of G/B × Ĝ/B̂.
Proof. — Take any point (g, ĝ, z) ∈ C −R. Then

z ∈ φδ(gCw) ∩ ĝĈ
ŵ
⊆ φδ(gXw) ∩ ĝX̂

ŵ
.
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By the tangent space requirement (away from R), the preimage of (g, ĝ) ∈
G/B × Ĝ/B̂ under π is 1-dimensional, and contains (g, ĝ, z). By Zariski’s
main theorem, this preimage is also connected. Therefore we conclude

φδ(gCw) ∩ ĝĈ
ŵ

= φδ(gXw) ∩ ĝX̂
ŵ

= {z},

a single point. Now, z = φδ(xP ) for some xP ∈ gBwP . Given xP̂ =
gbwP̂ = ĝb̂ŵP̂ for suitable b, b̂, we may replace gb, ĝb̂ with g, ĝ without
changing the cosets gB, ĝB̂. Furthermore, we may as well assume x = gw.
Then for suitable p̂ ∈ P̂ ,

x = gw = ĝŵp̂.

As both C and R are (diagonal) G-invariant, we may translate by (gw)−1

to obtain (w−1, p̂−1ŵ−1, eP̂ ) ∈ C −R. Observe that

{eP̂} = φδ(w−1Cw) ∩ p̂−1ŵ−1Ĉ
ŵ
⊆ φδ(w−1Yw) ∩ p̂−1ŵ−1Ŷ

ŵ

⊆ φδ(w−1Xw) ∩ p̂−1ŵ−1X̂
ŵ

= {eP̂},

so equalities hold all around.
In case v β−→ w, we have sβ ∈ Qw and thus sβYw = Yw. Now w−1 =

v−1sβ , so
{eP̂} = φδ(v−1Yw) ∩ p̂−1ŵ−1Ŷ

ŵ

and therefore (v−1, p̂−1ŵ−1, eP̂ ) ∈ Y−R. This point also lies in D̃(v) since
eP̂ is included in both v−1BvP̂ and p̂−1ŵ−1B̂ŵP̂ .
In the other case, sβ ∈ Qŵ and sβŶŵ = Ŷ

ŵ
. Again ŵ−1 = v−1sβ , so

{eP̂} = φδ(w−1Yw) ∩ p̂−1v−1Ŷ
ŵ

and (w−1, p̂−1v−1, eP̂ ) ∈ Y − R. This point also lies in D̃(v) since eP̂ is
included in both w−1BwP̂ and p̂−1v−1B̂vP̂ .
We conclude that, in either case, D̃(v) ∩ Y −R 6= ∅. �

Like in [4, Corollary 15], the above proof lets us also conclude that
π∗(D̃(v)) = D(v) as divisors.

4.2. Proof of Theorem 1.5(b)

Recall that by Proposition 3.18,

H0(C −R,O)G ' C.

We relate G-invariant functions on C −R with those on G/B × Ĝ/B̂ away
from D(v) by means of

Lemma 4.2. — π(C −R) ⊆ G/B × Ĝ/B̂ −D(v).
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Proof. — Assume (g, ĝ) ∈ D(v) is in the image of C − R. Then there
exists a unique z such that

{z} = φδ(gCw) ∩ ĝĈ
ŵ

= φδ(gXw) ∩ ĝX̂
ŵ

and there exists a z′ such that

z′ ∈ φδ(gXv) ∩ ĝX̂ŵ
,

or the analogous statement for v β−→ ŵ. Of course, gXv ⊂ gXw, so z′ ∈
φδ(gXw) ∩ ĝX̂

ŵ
implies z = z′. However, gXv is disjoint from gCw, which

shows z 6= z′, a contradiction. A similar contradiction arises in the other
case. �

We come now to the proof of Theorem 1.5(b): Any f ∈ H0(G/B ×
Ĝ/B̂,O(mD(v)))G, viewed as aG-invariant function onG/B×Ĝ/B̂−D(v),
can be pulled back to a G-invariant function on C −R via π. Now H0(C −
R,O)G consists only of constant functions by Proposition 3.18. Therefore
f ◦ π is constant, and f is constant on π(C − R). By the birationality of
π, π(C − R) is a dense open subset of G/B × Ĝ/B̂, hence also of G/B ×
Ĝ/B̂ − D(v). Therefore f itself is actually constant. We conclude that
H0(G/B × Ĝ/B̂,O(mD(v)))G is 1-dimensional for all m.

4.3. Proof of Theorem 1.5(c)

This statement follows from part (b) exactly as in [3, Lemma 2.1].

5. Parameter stacks for type I rays

In this section we introduce some of the core geometry of the paper, us-
ing quotient stacks to describe a Levification procedure and prove Propo-
sition 5.5, and we prove Theorem 1.5(d).

5.1. Review of principal G-spaces

Definition 5.1. — For us, a principal G-space E is a variety endowed
with a simply transitive right G-action.
If φ : G→ H is a morphism of linear algebraic groups, then

E ×G H = {(e, h) ∈ E ×H}/(e, h) ∼ (eg, φ(g)−1h)

is naturally a principal H-space.
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We also define the notion of relative position.

Lemma 5.2. — Let E be a principal G-space and B ⊆ P ⊆ G as usual.
Let ḡ ∈ E/B, z̄ ∈ E/P . Then there is a unique w ∈ WP such that there
exist b ∈ B, p ∈ P satisfying

z = gbwp−1.

Proof. — There is a unique y ∈ G so that gy = z. Any y ∈ G is express-
ible as bwp−1 for some b ∈ B, p ∈ P , w ∈ W ; furthermore, the choice of w
is unique to y. Thus z = gbwp−1 as prescribed. Furthermore, the choices
of g, z as representatives for ḡ, z̄ do not affect w, given that b, p−1 are free
to change accordingly. �

We define the relative position [ḡ, z̄] ∈WP to be w as above.

5.2. Introduction of universal intersection stacks

We introduce the following stacks, similar in nature to those of [4, §3.4].
• Let FlG parametrize principal G-spaces E together with ḡ ∈ E/B,
ĝ ∈ (E ×G Ĝ)/B̂ (in families over a scheme X, it parametrizes
principal G-bundles E over X locally trivial in the fppf topology,
together with sections ḡ ∈ E/B and ĝ ∈ (E ×G Ĝ)/B̂).
Fixing x ∈ E, g = xh and ĝ = (x, ĥ) defines elements h̄ ∈ G/B

and ĥ ∈ Ĝ/B̂. Changing representatives for ḡ and ĝ does not change
h̄ and ĥ. Changing x to xg̃ for g̃ ∈ G changes h̄, ĥ to g̃−1h and g̃−1ĥ.
Thus as stacks,

FlG =
[(
G/B × Ĝ/B̂

)
/G
]
,

where the RHS is the quotient stack with right G-action given by
left multiplication by g−1.

• Similarly, set FlL =
[(
L/BL × L̂/B̂L̂

)
/L
]
, which parametrizes prin-

cipal L-spaces F together with q̄ ∈ F/BL and q̂ ∈ (F ×L L̂)/B̂
L̂
.

• Let Ĉ be the stack parametrizing principal G-spaces E, elements
ḡ ∈ E/B, ĝ ∈ (E ×G Ĝ)/B̂, and an element z̄ ∈ E/P satisfying

[ḡ, z̄] = w and
[
ĝ, (z, e)

]
= ŵ.

Then, similar to above, Ĉ = [C/G].
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Observe that there is a natural map π : Ĉ → FlG induced by the G-
equivariant morphism π : C → G/B × Ĝ/B̂.

The following lemma will help us identify maps between Ĉ and FlL.

Lemma 5.3. — The stack Ĉ parametrizes principal P -spaces E′ together
with elements ȳ ∈ E′/(w−1Bw ∩ P ) and ŷ ∈ (E′ ×P P̂ )/(ŵ−1B̂ŵ ∩ P̂ ).

Proof. — This is simply a reformulation of Lemma 3.17. �

The equivalent description of Ĉ given by Lemma 5.3 allows us to use
the inclusion L → P and projection P → P/U = L maps to define maps
FlL → Ĉ and Ĉ → FlL, respectively. We describe these maps now.

First recall (cf. [4, Lemma 19]) thatBL ⊂ w−1Bw∩P and that, if φ : P →
L is the quotient map, φ(w−1Bw∩P ) = BL. Thus if F is a principal L-space
with q̄ ∈ F/BL and q̂ ∈ (F ×L L̂)/B̂

L̂
, the P -space F ×L P and elements

(q, e) ∈ (F ×L P )/(w−1Bw ∩ P ) and (q̂, e) ∈ (F ×L P̂ )/(ŵ−1B̂ŵ ∩ P̂ ) are
well-defined.
Conversely, if E′ is a principal P -space with ȳ ∈ E′/(w−1Bw ∩ P ) and

ŷ ∈ (E′ ×P P̂ )/(ŵ−1B̂ŵ ∩ P̂ ), the L-space E′ ×P L and elements (y, e) ∈
(E′ ×P L)/BL and (ŷ, e) ∈ (E′ ×P L̂)/B̂

L̂
are well-defined. Thus we have

maps i : FlL → Ĉ and τ : Ĉ → FlL, and these evidently satisfy τ ◦ i = idFlL .

5.3. The main diagram of stacks

There are natural maps of stacks C → Ĉ and G/B × Ĝ/B̂ → FlG, and
these commute with the relevant maps π. Introducing the map ĩ = π ◦ i,
we present the following useful diagram of stacks:

C Ĉ

G/B × Ĝ/B̂ FlG FlL

π π τ

ĩ

i

5.4. Line bundles on Ĉ and FlL are related (Levification)

The following definition is adapted from [4, Definition 24]. Whereas in [4]
it was true that Z(L) = Z(L̂) ∩ L, this need not be the case at present.
Instead we find it best to work with 〈δ〉 = im(δ), which is of course still
contained in both Z(L) and Z(L̂).
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Definition 5.4. — Let M be a line bundle on FlL, viewed as an L-
equivariant line bundle on L/BL× L̂/B̂L̂. Then C∗ acts on each fibre ofM
via δ. Because the group of characters of C∗ is discrete, the map

X := L/BL × L̂/B̂L̂ → Hom(〈δ〉,C∗)

is constant (X is connected). ThusM gives rise to a single γM : 〈δ〉 → C∗,
and γM can be defined even ifM is only defined over a connected subset
of X (for example, any Zariski open subset, given irreducibility of X).

The following proposition generalizes [4, Proposition 25]:

Proposition 5.5. — Let U be a non-empty open substack of FlL, L a
line bundle on τ−1(U) andM = i∗L, a line bundle on U . Then

(a) L = τ∗M. This shows τ∗ : Pic(U) → Pic(τ−1(U)) is an isomor-
phism with inverse i∗.

(b) If γM is trivial, then H0(τ−1(U),L) → H0(U,M) is an isomor-
phism.

Before embarking on the proof, we set up the generalized setting for
Levification (cf. [4, §3.6]); here the role of txL will be played by δ(t).

Definition 5.6. — Define a family of maps ψ : P̂ ×C∗ → P̂ by ψt(p) =
δ(t)pδ(t)−1 for t ∈ C∗.

We record several straightforward facts about the ψt.

Lemma 5.7. — Each ψt is the identity on L̂, and of course ψ1 is the
identity on P̂ . In the limit, ψ0 = limt→0 ψt exists and equals the quotient
map P̂ → L̂. Similarly, the restriction ψt : P → P is the identity on L ⊂ P
and in the limit ψ0 : P → L is the standard quotient map again. The
diagrams

P P̂

P P̂

ψt ψt and
P P̂

L L̂

ψ0 ψ0

commute.

Definition 5.8. — Now given a principal P -space E′ and elements ȳ ∈
E′/(w−1Bw∩P ) and ŷ ∈ (E′×P P̂ )/(ŵ−1B̂ŵ∩P̂ ), define for each t ∈ A1 the
principal ψt(P )-space Et = E′ ×ψt P , together with elements ȳt = (y, e) ∈
Et/(w−1Bw ∩ P ) and ŷt = (ŷ, e) ∈ ((E′ ×P P̂ ) ×ψt P̂ )/(ŵ−1B̂ŵ ∩ P̂ ) =
(E′ ×ψt P̂ )/(ŵ−1B̂ŵ ∩ P̂ ).
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Proof of Proposition 5.5. — We will actually prove (b) first and use it
for (a).
(b) Any section of L over a point (E′, ȳ, ŷ) in τ−1(U) extends uniquely

to each (Et, ȳt, ŷt) by the P -equivariance. By the triviality of the action
of δ(t) on the fibre above the limit point (E0, ȳ0, ŷ0), this section can be
extended uniquely without zeros or poles to (E0, ȳ0, ŷ0) = i−1((E′, ȳ, ŷ)).
This shows the injectivity of the pullback map

i∗ : H0(τ−1(U),L)→ H0(U,M).

Surjectivity follows by extending any section at (E0, ȳ0, ŷ0) to all Et as
in [3, Lemma 8.6].
(a) Take L′ = L ⊗ (τ∗M)−1, and setM′ = i∗(L′). Observe that

M′ = i∗(L)⊗ ((τ ◦ i)∗M)−1 =M⊗M−1

is actually just OU . Consequently, γM′ is trivial and (2) applies:

H0(τ−1(U),L′) ' H0(U,OU ).

The latter contains a nowhere-vanishing section, the constant function 1, so
say i∗(σ) = 1 by the isomorphism. If σ itself vanishes anywhere on τ−1(U),
it must not vanish on im(i) since 1 does not vanish on U . But any vanishing
of σ elsewhere can be propagated to im(i) by Levification, which cannot
be. So i∗(σ) is a nowhere-vanishing section of L′. We conclude that L′ is
trivial, which gives the result. �

5.5. Proof of Theorem 1.5(d)

We next introduce the following analogue of [4, Lemma 29]:

Lemma 5.9. — Suppose L = Lµ�Lµ̂ is in Pic(FlG), and letM denote
its pullback to FlL. Then the following are equivalent:

(a) The equality
w−1µ(δ̇) + ŵ−1µ̂(δ̇) = 0

holds.
(b) γM : 〈δ〉 → C∗ is trivial.

Proof. — The map L/BL × L̂/B̂
L̂
→ G/B × Ĝ/B̂ given by (q̄, q̂) 7→

(qw−1, q̂ŵ−1) is well-defined and gives rise to the map on stacks. The fibre of
M, viewed as an L-equivariant bundle on L/BL× L̂/B̂L̂, over an arbitrary
(q̄, q̂) is simply the fibre

L
(qw−1,q̂ŵ−1)

= {(qw−1, t), (q̂ŵ−1, t̂) | t, t̂ ∈ C}.
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The action of δ(s) on this line is by

δ(s).
(
(qw−1, t), (q̂ŵ−1, t̂)

)
=
(
(qw−1(w.δ)(s), t), (q̂ŵ−1(ŵ.δ)(s), t̂)

)
=
(

(qw−1, sµ(wδ̇)t), (q̂ŵ−1, sµ̂(ŵδ̇)t̂)
)

= sµ(wδ̇)+µ̂(ŵδ̇) ((qw−1, t), (q̂ŵ−1, t̂)
)

;

therefore the exponent on s is 0 (i.e., (a) holds) if and only if the action of
〈δ〉 is trivial on any/each fibre (it is constant). �

Now if there exists a nonzero section s ∈ H0(FlL,M), the equivalent
conditions above must hold, since the action of δ(t) will at least be trivial
everywhere that the section does not vanish. In this case, the equality

w−1µ(δ̇) + ŵ−1µ̂(δ̇) = 0(5.1)

holds.
With D(v) as before, we note that the section 1 of O(D(v)) does not

vanish when pulled back to FlL since the image of FlL → FlG misses D(v)
(see Lemma 4.2). Therefore ĩ∗O(D(v)) satisfies the conditions of the lemma
and (5.1) holds for (µ, µ̂) such that O(D(v)) = Lµ � Lµ̂. That is, ~µ(D(v))
lies on F .

6. Formula for type I rays

In this section we will identify the class of O(D(v)) inside PicG(G/B ×
Ĝ/B̂). To do so, we first consider its image in Pic(G/B × Ĝ/B̂), which we
identify with its class [D(v)] in the Chow group A1(G/B × Ĝ/B̂).
Second, P. Belkale has suggested the following insightful equivariant tech-

nique to solve for the missing “piece” of [D(v)]G. Note that PicG(G/B ×
Ĝ/B̂) ' A1

G(G/B × Ĝ/B̂) ' A1
T (Ĝ/B̂) comes equipped with a map ∆∗

to A1
G(G/B) ' A1

T (pt) induced by the diagonal embedding. All told, the
composition

PicG(G/B × Ĝ/B̂) ' A1
T (Ĝ/B̂) φ∗δ−→ A1

T (G/B) ∆∗−−→ A1
T (pt) ' h∗

sends the class of Lµ � Lµ̂ to the character µ+ µ̂|T .
Say O(D(v)) = Lµ′+χ�Lµ̂ ∈ PicG(G/B× Ĝ/B̂), where µ′ is in the span

of the fundamental weights ωi and χ is a character of Z0(G) (i.e., vanishes
on all simple coroots). Then its image in Pic(G/B × Ĝ/B̂) is Lµ′ � Lµ̂.
Therefore, having first determined µ′ and µ̂, we solve for χ by calculating
∆∗φ∗δ([D(v)]G) = µ+ µ̂|T (which is manageable) and subtracting µ′+ µ̂|T .
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6.1. Intersection theory setup

We first determine [D(v)] inside of

A1(G/B × Ĝ/B̂) =
[
A1(G/B)⊗A0(Ĝ/B̂)

]
⊕
[
A0(G/B)⊗A1(Ĝ/B̂)

]
.

Since [D(v)] = π∗([D̃(v)]), it suffices to find the components of [D̃(v)] in

A1(G/B)⊗A0(Ĝ/B̂)⊗Am(G/P ) and A0(G/B)⊗A1(Ĝ/B̂)⊗Am(G/P ),

where m = dim(G/P ).
Now D̃(v) is, scheme-theoretically, the transverse intersection of

S′u := {ḡ, ĝ, z̄ ∈ G/B × Ĝ/B̂ ×G/P | z̄ ∈ gXu}

and
Ŝ′
û

:= {ḡ, ĝ, z̄ ∈ G/B × Ĝ/B̂ ×G/P | φδ(z̄) ∈ ĝX̂û
},

which are the inverse images of

Su := {ḡ, z̄ ∈ G/B ×G/P | z̄ ∈ gXu}

and
Ŝ
û

:= {ĝ, z̄ ∈ Ĝ/B̂ ×G/P | φδ(z̄) ∈ ĝX̂û
}

under the standard projections.
Note that Su has dimension dim(G/B) + `(u), since Su ' G×B Xu via

(ḡ, z̄) 7→ (g, g−1z). Likewise T̂
û
has dimension Ĝ/B̂ + `(û), where

T̂
û

:= {ĝ, z̄ ∈ Ĝ/B̂ × Ĝ/P̂ | z̄ ∈ ĝX̂
û
}.

Similarly,

Lemma 6.1. — dim(Ŝ
û
) = `(û) + dim(G/P )− dim(Ĝ/P̂ ).

Proof. — There is an inclusion ι : Ŝ
û
→ T̂

û
induced by φδ, and we have

a proper intersection

T̂
û
∩
(
Ĝ/B̂ × φδ(G/P )

)
= ι(Ŝ

û
).

From this we deduce

codim(ι(Ŝ
û
)) = codim(T̂

û
) + codim

(
Ĝ/B̂ × φδ(G/P )

)
= dim(Ĝ/P̂ )− `(û) + dim(Ĝ/P̂ )− dim(G/P ),

which implies dim(Ŝ
û
) = dim(ι(Ŝ

û
)) = `(û) + dim(G/P )− dim(Ĝ/P̂ ). �
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Let m̂ = dim(Ĝ/P̂ ). Writing [Su] =
∑
j sj , for

sj ∈ Aj(G/B)⊗Am−`(u)−j(G/P ), and [Ŝ
û
] =

∑
k ŝk, for ŝk ∈ Ak(Ĝ/B̂)⊗

Am̂−`(û)−k(G/P ), we see that [S′u] · [Ŝ′
û
] = p∗13[Su] · p∗23[Ŝ

û
] is supported in⊕

j,k

Aj(G/B)⊗Ak(Ĝ/B̂)⊗Am+m̂−`(u)−`(û)−j−k(G/P ),

and whereas `(u)+ `(û) = m̂−1, we are only interested in the terms where
j + k = 1.
Applying [4, §4.2], we have

Lemma 6.2. — [Su] = 1⊗ [Xu] +
∑
` Lω` ⊗ β` +

∑
j>2 sj ,

where β` = [Xsα`u
] if u α`−→ sα`u ∈WP and β` = 0 otherwise.

Likewise,

[T̂
û
] = 1⊗ [X̂

û
] +
∑
`

L
ω̂`
⊗ β̂` +

∑
k>2

t̂k,

where β̂` = [X
s
α̂`

û
] if û α̂`−→ s

α̂`
û ∈ W P̂ and β̂` = 0 otherwise, and where

t̂k ∈ Ak(Ĝ/B̂)⊗Am̂−`(û)−k(Ĝ/P̂ ) pulls back to ŝk.

6.2. Proof of Theorem 1.6(a)

Finally we may calculate

[D̃(v)] = [S′] · [Ŝ′] = p∗13[Su] · p∗23[Ŝ
û
] = p∗13[Su] · p∗23φ

∗
δ [T̂û]

=
∑

û
α̂`−→s

α̂`

û∈W P̂

1⊗ L
ω̂k
⊗
(

[Xu] · φ∗δ([X̂s
α̂`

û
])
)

+
∑

u
α`−→sα`u∈WP

Lω` ⊗ 1⊗
(

[Xsα`u
] · φ∗δ([X̂û

])
)

+
∑
j+k>1

p∗13(sj) · p∗23(ŝk).

The result follows from taking π∗ of both sides, since each term of the
third sum belongs to some Aj(G/B) ⊗ Ak(Ĝ/B̂) ⊗ An(G/P ) with n =
m+ 1− j − k < m and thus is sent to 0.
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6.3. Proof of Theorem 1.6(b)

Consider the following commutative diagram.

G/B ×G/P G/B × Ĝ/B̂ ×G/P Ĝ/B̂ × Ĝ/P̂

G/B G/B × Ĝ/B̂ G/B ×G/P

p1

∆×id

π

φδ◦p23

p13

∆

Since Su and T̂
û
are G- and Ĝ-stable, we have an equivariant version of

the previous convolution calculation:

[D(v)]G = π∗(p∗13[Su]G · p∗23φ
∗
δ [T̂û]Ĝ),

where the pullback induced by φ∗δ now includes the restriction of the group
from Ĝ to G. In the cartesian square, we have ∆∗π∗ = p1,∗(∆ × id)∗.
Furthermore, p13 ◦ (∆× id) = id and φδ ◦ p23 ◦ (∆× id) = φ× φδ, where φ
is the embedding G/B → Ĝ/B̂. So we have

∆∗[D(v)]G = p1,∗

(
[Su]G · (φ× φδ)∗[T̂û]Ĝ

)
.

Typically, p1,∗ is denoted by
∫
G/P

. Under the identification A1
G(G/B ×

G/P ) ' A1
T (G/P ), the class [Su]G = [G(e, u)]G corresponds to [Xu]T

(see [11, §6.6], wherein the argument for G/B applies also for G/P ). Like-
wise, the class [T̂

û
]Ĝ = [X̂

û
]T̂ , and the G-equivariant pullback (φ×φδ)∗ be-

comes the T -equivariant pullback φ∗δ , understood as first restricting
A∗
T̂

(Ĝ/P̂ )→ A∗T (Ĝ/P̂ ). Therefore we have

µ+ µ̂T = ∆∗[D(v)]G =
∫
G/P

[Xu]T · φ∗δ [X̂û
]T̂

as desired.

7. Decomposition of F into subcones

Having found all possible type I rays ~µ(D(v)) on F , there may (and
generally will) be more extremal rays of F ; these will span some proper
subcone, which is easily identified after the following lemmas.

Lemma 7.1. — Let (µ, µ̂) = ~µ(D(v)) be a type I ray corresponding to

the data v α`−→ w (resp., v α̂`−→ ŵ). Then µ(α∨` ) = 1 (resp., µ̂(α̂∨` ) = 1).
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Proof. — Obvious from [Xu]�0 φ
�
δ ([X̂

û
]) = [Xe] =⇒ [Xu] · φ∗δ([X̂û

]) =
[Xe]. �

Lemma 7.2. — Let (µ, µ̂) = ~µ(D(v)) be a type I ray corresponding

to the data v
α`−→ w or v α̂`−→ ŵ. If v′ α`′−−→ w (resp., v′ α̂`′−−→ ŵ) is a

distinct datum defining another type I ray, then we have µ(α∨`′) = 0 (resp.,
µ̂(α̂∨`′) = 0).

Proof. — Suppose D(v) comes from the data v α`−→ w; the other case will
follow similarly.

If v′ α̂`′−−→ ŵ, then it is not the case that û α̂`′−−→ s
α̂`′
û since û = ŵ;

therefore ĉ`′ = 0. Otherwise, v′ α`′−−→ w for `′ 6= `. Then, as in [8, Lemma
2.4],

v′ v′

w = sα`′ v
′ =⇒ sα`′ v

v v

α`′ sα
`′
α`

α`′α`

and in particular sα`′ v
α`′−−→ v. This prevents u α`′−−→ sα`′u since u = v, and

c`′ = 0. �

Set F2 ⊆ F to be the set

F2 = {(µ, µ̂) ∈ F | µ(α∨` ) = 0 ∀v α`−→ w and µ̂(α̂∨` ) = 0 ∀v α̂`−→ ŵ}.(7.1)

Likewise define F2,Q ⊆ FQ. Evidently F2 is a subsemigroup of F and
contains none of the rays ~µ(D(v)), by Lemma 7.1. Furthermore, the rays
~µ(D(v)) are linearly independent by Lemma 7.2; each has some coordinate
equal to 1 where all others equal 0. We therefore have a natural injection
of semigroups ∏

Z>0~µ(D(v))×F2 ↪→ F .

We now prove Theorem 1.7:

Proposition 7.3. — The preceding map is also a surjection.

Proof. — Let (ν, ν̂)∈F\F2, and, possibly scaling byN assumeH0(G/B×
Ĝ/B̂,L)G 6= (0), where L = Lν � Lν̂ . Being outside of F2, it holds that
ν(α∨` ) > 0 (or ν̂(α̂∨` ) > 0, the proof will be analogous) for some ` giving a
type I datum.
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Choose a nonzero G-invariant section s ∈ H0(G/B × Ĝ/B̂,L). For any
point (ḡ, ĝ) ∈ D(v), where v α`−→ w, we have

φδ(gXv) ∩ ĝX̂ŵ
6= ∅.

In an open subset of D(v), then, we actually have

φδ(gCv) ∩ ĝĈŵ 6= ∅,

and we now choose g, ĝ to be such. Assume for contradiction that s does
not vanish at (g, ĝ). Then by some standard invariant theory, we must have

v−1ν(δ̇) + ŵ−1ν̂(δ̇) 6 0(7.2)

(see [4, §5.2]). I claim this cannot be.
Indeed, w−1ν(δ) + ŵ−1ν̂(δ) = 0 by definition of F . Furthermore,

v−1ν(δ̇)− w−1ν(δ̇) = v−1(ν − sα`ν)(δ̇)

= v−1(ν(α∨` )α`)(δ̇)

= ν(α∨` ) · v−1(α`)(δ̇),

and we know ν(α∨` ) to be a positive integer by assumption. Since `(v) <
`(sα`v), v−1α` is a positive root ( [8, Corollary 2.3]). This gives (v−1α`)(δ̇)>
0; equality would hold only if v−1α` were in the root system for L. How-
ever, wv−1α` = sα`α` = −α` ≺ 0 and w ∈ WP means v−1α` can’t be in
the root system for L (see [9, §2.5]).

Therefore 0 < v−1ν(δ̇) − w−1ν(δ̇) = v−1ν(δ̇) + ŵ−1ν̂(δ̇), which violates
inequality (7.2). We conclude that s vanishes on an open subset of D(v),
in which case s vanishes totally on D(v). This implies that s induces a
nonzero invariant section of L(−D(v)).
If (ν′, ν̂′) represents L(−D(v)), then (ν′, ν̂′) ∈ F and has ν′(α`) =

ν(α`)− 1. Furthermore, (ν′, ν̂′) agrees with (ν, ν̂) on all other relevant α∨`′
or α̂∨`′ . This style of reduction may be continued, then, to reach an element
L′ ∈ F2 in finitely many steps, whose difference from L is in the span of
the type I rays.
Now, if we did indeed need to scale (ν, ν̂) by N at the beginning, each of

the subtracted ~µ(D(v)) must have been subtracted a multiple of N times.
That is, the resulting element of F2 has coefficients each divisible by N ;
thus we can scale back down to an element of F2 as desired. �
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8. More stacks and the geometry of F2

In this section, we identify the cone F2 as a rational semigroup of line
bundles on a new stack. This will allow us to relate to the cone C(L/〈δ〉 ⊂
L̂/〈δ〉). We begin by introducing a new pair of stacks.

8.1. The stack Fl′G

Recall that F2 is contained in the subspace of h∗ × ĥ∗ cut out by the
vanishing conditions

v
β−→ w =⇒ µ(β∨) = 0

and

v
β̂−→ ŵ =⇒ µ̂(β̂∨) = 0,

where β and β̂ are simple roots in their respective root systems. Therefore
if (µ, µ̂) ∈ F2, the line bundle Lµ on G/B descends naturally to G/Q′w,
where Q′w is the standard parabolic given by

∆(Q′w) = ∆ ∩ wΦ−.

Similarly, the line bundle L
µ̂
on Ĝ/B̂ descends to Ĝ/Q̂′

ŵ
, where ∆(Q̂′

ŵ
) =

∆̂∩ ŵΦ̂−. Conversely, any G-linearized line bundle on G/Q′w× Ĝ/Q̂′ŵ gives
(µ, µ̂) satisfying these vanishing conditions.
Now, Q′w ⊆ Qw and Q̂′

ŵ
⊆ Q̂

ŵ
; this follows from examining ∆(Qw),

∆(Q̂
ŵ

) as in [6, Lemma 7.1].
They also satisfy

BL ⊆ w−1Q′ww and B̂
L̂
⊆ ŵ−1Q̂′

ŵ
ŵ;

this is clear since B and B̂ satisfy this. Therefore the map

L/BL × L̂/B̂L̂ → G/Q′w × Ĝ/Q̂′ŵ
given by (q̄, q̂) 7→ (qw−1, q̂ŵ−1) is well-defined and factors through the
projection G/B×Ĝ/B̂ → G/Q′w×Ĝ/Q̂′ŵ. On the level of stacks, one easily
checks that this induces a map (factoring through FlG)

ĩ′ : FlL → Fl′G,

where Fl′G is the quotient stack
(
G/Q′w × Ĝ/Q̂′ŵ

)
/G.

Let us record a few definitions.
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Definition 8.1. — For any stack X, we set

Pic+(X) = the semigroup of line bundles with non-zero global sections;

Pic+
Q (X) = {L ∈ Pic(X)⊗Q | L⊗N ∈ Pic+(X) for some N > 0}.

Furthermore, we set

Picdeg=0(Fl′G)

to be the subgroup consisting of line bundles whose pullback to FlL have
trivial δ-action on fibres.

In light of these definitions, we have the following identification.

Lemma 8.2. — As rational cones,

Pic+,deg=0
Q (Fl′G) ' F2,Q.

Proof. — The only unmentioned aspect so far is that deg = 0 exactly
characterizes the facet equality defining F ; cf. Lemma 5.9. �

8.2. The stack Ĉ′

We now introduce Ĉ′ and see how it interacts with Fl′G.

Definition 8.3. — Let X ′ be the universal intersection scheme given
set-theoretically by

X ′ = {(ḡ, ĝ, z̄) ∈ G/Q′w × Ĝ/Q̂′ŵ ×G/P | φδ(z̄) ∈ φδ(gXw) ∩ ĝX̂
ŵ
}.

Note that this definition is valid since Q′w ⊆ Qw, which stabilizes Xw,
and the same for their analogues w.r.t. Ĝ. Now, set C ′w = Q′wwP and Ĉ ′

ŵ
=

Q̂′
ŵ
ŵP̂ . By replacing Xw, X̂ŵ

with Zw, Ẑŵ and with C ′w, Ĉ ′ŵ, respectively,
we similarly define (open) intersection subloci Z ′ ⊇ C′.
Set Ĉ′ to be the stack Ĉ′/G, which parametrizes principal G-spaces E

with elements ḡ ∈ E/Q′w, ĝ ∈ (E ×G Ĝ)/Q̂′
ŵ
, and z̄ ∈ E/P such that

z ∈ gC ′w and (z, e) ∈ ĝĈ ′
ŵ
. Equivalently, as before, it parametrizes principal

P -spaces E′ together with elements ȳ ∈ E′/(w−1Q′ww∩P ) and ŷ ∈ (E′×P
P̂ )/(ŵ−1Q̂′

ŵ
ŵ ∩ P̂ ).

The natural projection π′ : X ′ → G/Q′w × Ĝ/Q̂′ŵ is birational, and we
use R′ to denote the ramification locus inside Z ′ (or C′). Our new diagram
of stacks is
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C′ Ĉ′

G/Q′w × Ĝ/Q̂′ŵ Fl′G FlL

π′ π′

τ ′

ĩ′

i′

We prove the analogue of [4, Lemma 42].

Lemma 8.4. — The closed subvariety π′(X ′ \ C′) is of codimension > 2
inside G/Q′w × Ĝ/Q̂′ŵ.

Proof. — X is a fibre-product of other spaces in question:

X X ′

G/B × Ĝ/B̂ G/Q′w × Ĝ/Q̂′ŵ

φ̃

π π′

φ

One easily checks that φ is a smooth fibre bundle over a smooth base; the
fibres are Q′w/B× Q̂′ŵ/B̂. Thus φ−1(π′(X ′ \C′)) has the same codimension
as π′(X ′ \ C′) (and as the latter’s closure).

The argument of [4, Remark 8] is still valid in this case, and we have
φ−1(π′(X ′ \C′)) = π(φ̃−1(X ′ \C′)). Let us examine φ̃−1(X ′ \C′), or, rather,
φ̃−1(C′).
If (ḡ, ĝ, z̄) maps into C′, then φδ(z) ∈ φδ(gC ′w) ∩ ĝĈ ′

ŵ
⊆ φδ(gYw) ∩ ĝŶ

ŵ
.

That is, φ̃−1(C′) ⊆ Y; furthermore, the codimension of the complement of
C ′w inside Yw is > 2 (see [4, Lemma 41]), and the same holds for the as-
sociated Ĝ spaces. We conclude that φ̃−1(C′) has complement codimension
> 2 inside Y. Thus if we could show π(X \ Y) has codimension > 2, we
would have the desired result.
For this, we recall that Z \Y ⊂ R∪A for some codimension > 2 A ⊂ X .

We find that

X \ Y ⊆ X \ Z ∪ Z \ Y ⊆ X \ Z ∪R ∪A,

and everything on the right is mapped to codimension > 2 in G/B × Ĝ/B̂
under π. This completes the argument. �

Corollary 8.5. — Let R′ be the ramification locus of π′ : C′ →
G/Q′w× Ĝ/Q̂′ŵ. Then, restricted to C′ \R′, π′ is an open embedding whose
image has complement of codimension > 2.

This allows us to conclude:
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Proposition 8.6. — π′∗ induces an isomorphism Pic(Fl′G) ' Pic(Ĉ′ \
R̂′).

Proof. — Identical to that of [4, Corollary 50]. �

8.3. Connection with the Levi subgroup

The family of maps ψt : P → P and Levification procedure carry forward
to the present case, and Proposition 5.5 has the following analogue (the
proof is the same):

Proposition 8.7. — For any non-empty open substack U of FlL and
any line bundle L on τ ′−1(U), settingM = i′∗L, we have

(a) L = τ ′∗M. Thus as before, τ ′∗ and i′∗ give inverse isomorphisms
Pic(U) ' Pic(τ ′−1(U)).

(b) In the case that γM is trivial,

i′∗ : H0(τ ′−1(U),L)→ H0(U,M)

is also an isomorphism.

Let R̂′ be the locus of (E′, ȳ, ŷ) ∈ Ĉ′ whose determinant lines of

E′ ×P Tė(G/P )→ E′ ×P Tė(G/P )
{y} × Tė(w−1C ′w) ⊕

E′ ×P Tė(Ĝ/P̂ )
{ŷ} × Tė(ŵ−1Ĉ ′

ŵ
)

vanish. Set RL to be the inverse image of R̂′ under i′; consequently

i′∗O(R̂′) = O(RL).

Lemma 8.8. — ForM = O(RL), γM is trivial.

Proof. — Let (l̄, s

l̂ ) ∈ L/BL × L̂/B̂L̂ be arbitrary. The fibre ofM over
this point is the determinant line of

Tė(G/P )→ Tė(G/P )
Tė(lw−1C ′w) ⊕

Tė(Ĝ/P̂ )
Tė(l̂ŵ−1Ĉ ′

ŵ
)
.

The nonzero deformed pullback product (1.2) implies that the pair (w, ŵ)
is Levi-movable by [28, Proposition 2.3]. Therefore the above map is an
isomorphism (hence nonzero determinant line) for generic (l̄, s

l̂ ). Thus the
natural θ-section gives a nonzero global section ofM; this forces γM to be
trivial. �

We wish to prove the following proposition, which will be needed to
define the induction map in the next section.
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Proposition 8.9. — Pic(FlL \RL) ' Pic(Ĉ′ \ R̂′).

Proof. — The statement follows from Proposition 8.7(a), provided we
show that R̂′ = τ ′−1RL. Indeed, choose a section σ ∈ H0(Ĉ′,O(R̂′)) which
vanishes exactly on R̂′. Then i′∗σ vanishes exactly on RL. We have

i′∗(τ ′∗(i′∗(σ))) = (τ ′ ◦ i′)∗i′∗(σ) = i′∗σ,

and i′∗ is injective (since by Lemma 8.8 and Proposition 8.7(b)), so σ =
τ ′∗(i′∗(σ)), which vanishes exactly on τ−1RL. �

8.4. Reduction from L to L/〈δ〉

Let Lδ be the quotient group L/〈δ〉 and Bδ denote the image of BL
under the surjective homomorphism L→ Lδ; it is a Borel subgroup for the
latter reductive group. We define L̂δ and B̂δ the same way. The natural
L-equivariant morphism of flag varieties

L/BL × L̂/B̂L̂ → Lδ/Bδ × L̂δ/B̂δ
is an isomorphism.
Further, this induces a morphism of stacks ε : FlL → FlLδ . Our next

lemma records the essential relationship between line bundles on FlL and
FlLδ , but first we make the following definition.

Definition 8.10. — Let Picdeg=0(FlL) denote the subgroup of Pic(FlL)
with trivial δ-action on the fibres.

Lemma 8.11.
(a) ε∗ : Pic(FlLδ) → Pic(FlL) is injective, with image equal to

Picdeg=0(FlL).
(b) The preceding isomorphism restricts to

Pic+
Q (FlLδ)

∼−→ Pic+,deg=0
Q (FlL),

which we shall call ε∗+.

Proof.
(a) Every line bundle L on Xδ = Lδ/Bδ× L̂δ/B̂δ which is Lδ-linearized

is naturally L-linearized via ψ : L → Lδ. Moreover, the image of δ
lies in the kernel of ψ; hence the action of δ is trivial on fibres. In
the other direction, any L-linearization of a line bundle L on Xδ

which has trivial δ-action descends naturally to an Lδ-linearization.
(b) As long as the δ-action is trivial, L-equivariant global sections are

the same as Lδ-equivariant global sections. �
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9. Induction and type II rays

Here we give an alternate definition of the map Ind of Theorem 1.8; in
the next section we will show that they are the same.

Definition 9.1. — Define the induction map by the composition

Ind : PicQ(FlLδ) Picdeg=0
Q (FlL) Picdeg=0

Q (FlL \RL)

Picdeg=0
Q (Ĉ′ \ R̂′) Picdeg=0

Q (Fl′G).

ε∗

∼
ι∗

τ ′∗

∼
(π∗)−1

∼

All maps are isomorphisms or surjections as indicated except possibly
that ι∗ is surjective; this follows exactly as in [4, Lemma 54].

Recall that F2,Q is Pic+,deg=0
Q (Fl′G) and C(Lδ ⊂ L̂δ)Q is Pic+

Q (FlLδ). What
we need now is

Proposition 9.2. — The map Ind restricts to a well-defined surjection

Ind : Pic+
Q (FlLδ) Pic+,deg=0

Q (Fl′G).

Proof. — First,

Pic+
Q (FlLδ) ' Pic+,deg=0

Q (FlL)(9.1)

via ε∗+ by Lemma 8.11(b). We will return to ι∗ momentarily.
Second, forM∈ Pic+,deg=0

Q (FlL \RL), Proposition 8.7 tells us that
H0(FlL \RL,M) ' H0(Ĉ′ \ R̂′, τ ′∗M) via τ ′∗. So τ ′∗ restricts to an iso-
morphism

Pic+,deg=0
Q (FlL \RL) ' Pic+,deg=0

Q (Ĉ′ \ R̂′),(9.2)

whose inverse is i′∗.
Third, the isomorphism π∗ must also induce isomorphisms on the level of

global sections, because sections can be extended across codimension > 2.
That is, for L in Pic+,deg=0

Q (Fl′G), H0(Fl′G,L) ' H0(Ĉ′ \ R̂′, π∗L). Thus π∗
restricts to an isomorphism

Pic+,deg=0
Q (Fl′G) ' Pic+,deg=0

Q (Ĉ′ \ R̂′).(9.3)

Finally, takeM in Pic+,deg=0
Q (FlL). Then ĩ′∗ Ind(M) lives in Picdeg=0

Q (FlL),
and the two agree on FlL \RL (just check on stalks). The restriction map

H0(FlL, ĩ′∗ Ind(M))→ H0(FlL \RL,M)

is an injection: say a section σ vanishes away from RL; it is supported
only on RL. Sections of π∗ Ind(M) are supported on Ĉ \ R̂, so those of
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ĩ′∗ Ind(M) are supported away from RL. We must conclude that σ = 0;
i.e., the map is injective.
Consider then the diagram:

H0(Fl′G, Ind(M))

H0(FlL, ĩ′∗ Ind(M)) H0(FlL \RL,M)

∼

As the horizontal map is an injection, all maps in sight must be isomor-
phisms. As a consequence, the map Picdeg=0

Q (FlL \RL)→ Picdeg=0
Q (FlL) via

M 7→ ĩ′∗ IndM takes bundles with nonzero global sections to the same,
thus providing a section for the surjection

Pic+,deg=0
Q (FlL) Pic+,deg=0

Q (FlL \RL).

Combining this with the isomorphisms (9.1), (9.2), and (9.3) gives the
result. �

10. Formula for induction

As a corollary to the previous section, every extremal ray of F2,Q is the
image of an extremal ray of C(Lδ ⊂ L̂δ)Q. This is because the map Ind is
Q-linear. One might ask whether the embedding Lδ ⊂ L̂δ is of the same
class as G ⊂ Ĝ, in order to decide whether this induction is really a fair
burden on the reader.

Proposition 10.1. — Let δ ∈ S. Then (1.1) holds for L/〈δ〉 ↪→ L̂/〈δ〉.

Proof. — Suppose that a nontrivial ideal I1 of l/Cδ̇ is also a nontrivial
ideal of l̂/Cδ̇. Decompose

l = Cδ̇ ⊕ I1 ⊕m

l̂ = Cδ̇ ⊕ I1 ⊕ m̂,

for suitable reductive Lie algebras m, m̂. The h-weights of l̂/l coincide with
the set of h-weights of m̂/m. Since h ∩ I1 has positive dimension and is
contained in the common kernel of these weights, we find that δ 6∈ S. �

Remark 10.2. — The reader may notice that it is possible for L̂δ to have
a nontrivial connected center. However, the previous proposition shows
such a subgroup must intersect Lδ with dimension 0. Strictly speaking,
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this means Pic+
Q (FlLδ) can be identified with C(Lδ ∩ [L̂δ, L̂δ] ⊂ [L̂δ, L̂δ]).

For, setting L̂′δ = [L̂δ, L̂δ] and L′δ = Lδ ∩ L̂′δ, we have isomorphisms

L′δ/B
′
δ × L̂′δ/B̂′δ

∼−→ Lδ/Bδ × L̂δ/B̂δ

PicL
′
δ

Q (L′δ/B′δ × L̂′δ/B̂′δ)
∼←− PicLδQ (L/Bδ × L̂δ/B̂δ).

Nevertheless, the quotient C(Lδ ⊂ L̂δ)� C(L′δ ⊂ L̂′δ) has kernel generated
by pairs (0, χ) where χ : L̂δ → C∗, and it is usually preferable to describe
the induction map applied to L ∈ Pic+(FlLδ) by its action on (any) lift
Lν � Lν̂ ∈ C(Lδ ⊂ L̂δ).

Therefore Ind can be used to find extremal rays in theory; in practice
it would helpful to have a formula, which we give here. To be precise, we
complete the proof of Theorem 1.8 by showing the map Ind of the previous
section has the formula stated in the introduction.

Theorem 10.3. — Let (ν, ν̂) ∈ h∗Lδ,Q × ĥ∗
L̂δ,Q

= (hQ/(δ̇))∗ × (ĥQ/(δ̇))∗.
In other words, ν and ν̂ are characters on the original tori but vanish on δ.
We claim

Ind(Lν � Lν̂) = Lµ � Lµ̂,
where

(µ, µ̂) = (wν, ŵν̂)−
∑

v
α`−→w

wν(α∨` )~µ(D(v))−
∑

v
α̂`−→ŵ

ŵν̂(α̂∨` )~µ(D(v)).
(10.1)

Proof. — Set L = Lµ�Lµ̂, where (µ, µ̂) are defined by (10.1). Applying
Lemmas 7.1 and 7.2, it is first of all clear that (µ, µ̂) satisfy the vanishing
conditions of (7.1) required for membership in F2,Q. Now letting p : FlG →
Fl′G denote the natural projection, consider the diagram

Ĉ \ R̂

FlG−
⋃
D(v) FlL \RL,

Fl′G

π

p

ĩ

ĩ′

i

which commutes thanks to Lemma 4.2. Evidently p∗L = Lwν � Lŵν̂
∣∣
U
,

where U is FlG−
⋃
D(v). Further pulling back via ĩ yields

ĩ′∗L = Lν � Lν̂
∣∣
FlL \RL

;
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that is, the pullbacks of L and Ind(Lν � Lν̂) to FlL agree on FlL \RL.
Applying Proposition 5.5, (p ◦ π)∗L and (p ◦ π)∗ Ind(Lν � Lν̂) agree away
from R̂, so p∗L and p∗ Ind(Lν � Lν̂) agree on FlG−

⋃
D(v).

SetM = (p∗L)−1⊗ p∗ Ind(Lν �Lν̂), considered as a line bundle on FlG;
thenM = O(D) for D some sum of divisors D(v). Since O(D) satisfies the
vanishing conditions (7.1) (it is a tensor product of line bundles that do),
D must actually be trivial by Lemmas 7.1 and 7.2. Since p∗ is injective,
this completes the proof. �

11. On the number of components of RL

Recall that for (w, ŵ, δ) with δ ∈ S satisfying

φ�δ

(
[X̂

ŵ
]
)
�0 [Xw] = [Xe],

the associated face F(w, ŵ, δ) has codimension 1.
Let R1, . . . ,Rc be the irreducible components of RL (really its inverse

image in L/BL × L̂/B̂L̂). Since L is connected, each Ri is fixed by L and
therefore induces a line bundle O(Ri) on FlL. An important observation is
that dimH0(FlL \RL,O) = 1, so therefore

dimH0(FlL,O(N1R1)⊗ · · · ⊗ O(NcRc)) = 1

for any choices of Ni > 0. By [4, Lemma 62], we have the following lemma.

Lemma 11.1. — The set {O(R1), . . . ,O(Rc)} gives a Z-basis for the
kernel of the restriction Picdeg=0(FlL)→ Picdeg=0(FlL \RL).

As before, let q denote the number of type I extremal rays on F .

Proposition 11.2.
c = q − |∆̂|+ |∆(P̂ (δ))|.

Proof. — Recall the isomorphism Picdeg=0
Q (FlL \RL) ' Picdeg=0

Q (Fl′G)
and that dim Picdeg=0

Q (Fl′G) = dimF2 = dimF − q. Let r = dimX∗(T )
and r̂ = dimX∗(T̂ ) (here X∗(M) denotes the character lattice for any
algebraic group M). Counting Q-dimensions, we have

c = dim Picdeg=0
Q (FlL)− dim Picdeg=0

Q (FlL \RL)

= r + r̂ − dimX∗(L̂)− 1− (dimF − q)

= r + r̂ − dimX∗(L̂)− 1− (r + r̂ − 1) + q

= q − dimX∗(L̂). �
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12. Inequalities for testing rays (0, ω̂j)

Recall Observation 1.2 from the introduction:

Proposition 12.1. — If (µ, µ̂) gives an extremal ray of C(G ↪→ Ĝ) and
does not belong to any regular face, then µ = 0 and, up to scaling, µ̂ is a
fundamental dominant weight.

Proof. — If (µ, µ̂) is not on any regular face, then it is an extremal ray
for the dominant cone h∗Q,+ × ĥ∗Q,+ itself. These are (up to scaling) all
either of the form (ωi, 0), where ωi is a fundamental weight for G w.r.t.
B, or (0, ω̂j), where ω̂j is the same for Ĝ w.r.t. B̂. Of course, the first
of these never occurs, since no non-trivial G representation appears as a
subrepresentation of the trivial representation for Ĝ. �

Testing whether a candidate (0, ω̂j) is indeed a ray of the cone amounts
to checking whether it belongs to the cone, which may be done by verifying
the inequalities of Theorem 1.1. In this section, we substantially whittle
down the number of inequalities needed for this, depending on j.
First define T to be the set of all indivisible one-parameter subgroups of

T which give an extremal ray of a cone hQ,+ ∩ v̂ĥQ,+ for some v̂ ∈ Ŵ . Now
fix an index j ∈ {1, . . . , rk(Ĝ)}. Define a set

Sj =
{

(ŵ, δ)
∣∣∣δ ∈ T, φ�δ [X̂

ŵ
] = [Xe], X̂ŵ

⊆ X̂
siŵ

=⇒ i = j
}
.

Theorem 12.2. — The ray generated by (0, ω̂j) is an extremal ray of
C(G ↪→ Ĝ) if and only if for all (ŵ, δ) ∈ Sj , the inequality

ω̂j(ŵδ̇) 6 0

holds.
Furthermore, if Wth(ĝ/g) = Wth(ĝ), then the smaller set of inequalities

associated to (ŵ, δ) ∈ Sj with δ ∈ S will suffice.

Before we come to the proof of the theorem, we recall a few definitions
and results from geometric invariant theory which are applicable to our
context. We use the notation and formulations of [22, §3].

Definition 12.3. — Given an algebraic group S acting on a variety X,
an S-linearized line bundle L on X, a point x ∈ X and a one-parameter
subgroup δ : C∗ → S such that limt→0 δ(t)x exists, Mumford defines an
integer µL(x, δ) as follows. The C∗-action on X induced by δ has x0 =
limt→0 δ(t)x as a fixed point, so the fibre of L above x0 inherits a C∗ action
via some character. Characters of C∗ are in bijection with the integers, and
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we take µL(x, δ) to be the integer associated with the character of the fibre
action.

Let L = Lµ�Lµ̂ be a line bundle over G/B× Ĝ/B̂. Let δ be a dominant
OPS. Let fP (δ) and gB, ĝB̂ satisfy

φδ(fP (δ)) ∈ φδ(gBwP (δ)) ∩ ĝB̂ŵP̂ (δ),

for some w ∈ W/WP and ŵ ∈ Ŵ/Ŵ
P̂
. For x = (gB, ĜB̂) ∈ G/B × Ĝ/B̂,

we can calculate µL(x, fδf−1) explicitly by [22, Proposition 3.5, Lemma
3.6]:

Lemma 12.4. —

µL(x, fδf−1) = −µ(wδ̇)− µ̂(ŵδ̇)

Now, given an unstable point x ∈ X, Kempf defines a maximally desta-
bilizing OPS, whose properties we recall here. Let M(S) be the set of
fractional one-parameter subgroups (see for example [22, §6]) and q an
S-invariant norm M(S)→ R>0. Set

q∗(x) = inf
δ̂∈M(S)

{q(δ̂)|µL(x, δ̂) 6 −1},

and
Λ(x) = {δ̂ ∈M(S)|µL(x, δ̂) 6 −1, q(δ̂) = q∗(x)}.

In [18], Kempf proves that Λ(x) is nonempty and that the associated
parabolics P (δ̂) for δ̂ ∈ Λ(x) are identical (they are thus referred to as
P (x)); in fact Λ(x) is a single P (x)-orbit under conjugation.
Proof of Theorem 12.2. — The direction (⇒) is clear, since φ�δ [X̂

ŵ
] =

[Xe] ⇐⇒ φ�δ [X̂
ŵ

]�0 [Xw0wP0
] = [Xe], where wP0 is the longest element of

WP .
For (⇐), assume (0, ω̂j) is not an extremal ray. Then (0, ω̂j) 6∈ C(G ↪→ Ĝ).

Therefore G/B×Ĝ/B̂ has no semistable points for the line bundle L0�Lω̂j .
Pick any (g, ĝ) ∈ G× Ĝ such that

φδ(gCPw )∩ ĝĈP̂
ŵ

and φδ(gXP
w )∩ ĝX̂ P̂

ŵ
are proper intersections in Ĝ/P̂ and

φδ(gCPw )∩ ĝĈP̂
ŵ

is dense inside φδ(gXP
w ) ∩ ĝX̂ P̂

ŵ

for any dominant δ and (w, ŵ) ∈WP×Ŵ P̂ , where P = P (δ) and P̂ = P̂ (δ).
Since x = (ḡ, ĝ) ∈ G/B × Ĝ/B̂ is unstable, we may find a Kempf’s OPS

δ̂ = [δ, a] ∈ Λ(x) associated to it. Let ε = f−1δf be the dominant translate
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of δ whose image lives in T . Set P = P (ε), P̂ = P̂ (ε). Find the unique
w ∈W/WP and ŵ ∈ Ŵ/Ŵ

P̂
such that

φε(fP ) ∈ φε(gBwP ) ∩ ĝB̂ŵP̂ .

Lemma 12.5. — φε(gBwP ) ∩ ĝB̂ŵP̂ = {fP̂}.

Proof. — Suppose φε(hP ) is also in the intersection. Then

µL(x, hεh−1) = µL(x, δ) = −µ(wε̇)− µ̂(ŵε̇),

so for λ = [hεh−1, a], µL(x, λ) 6 −1. Furthermore, q(λ) = q(δ̂) = q∗(x)
since hεh−1 and δ are conjugate. So λ ∈ Λ(x), which means hPh−1 =
P (hεh−1) = P (δ) = fPf−1, so hP = fP . �

If ε (after rescaling) already belongs to T, set χ = ε. Otherwise, we must
carefully exchange ε for an extremal OPS as follows.

Recall from [7, §2] the notion of compatible elements of Ŵ : v̂ is com-
patible if dim hQ,+ ∩ v̂ĥQ,+ = dim hQ,+. If v̂ is compatible and χ0 is in the
interior of hQ,+ ∩ v̂ĥQ,+, then (cf. [7, Proposition 2.2.8])

(a) exchanging v̂ for ûv̂ where ûχ0 = χ0 yields

hQ,+ ∩ v̂ĥQ,+ = hQ,+ ∩ ûv̂ĥQ,+;

(b) if v̂ is chosen to have minimal length in the right coset Stab(χ0)\Ŵ ,
then by Proposition 1.4(c)

B ⊆ v̂B̂v̂−1.

From now on, we fix v̂ which is compatible, satisfying B ⊆ v̂B̂v̂−1, such
that ε ∈ hQ,+ ∩ v̂ĥQ,+. Let χ be an OPS such that χ̇ is an extremal ray of
the face of hQ,+ ∩ v̂ĥQ,+ containing ε in its interior.

Lemma 12.6. — P (ε) ⊆ P (χ) and P̂ (ε) ⊆ P̂ (χ).

Proof. — It suffices to show P̂ (ε) ⊆ P̂ (χ). Suppose β̂ is a root for Ĝ such
that β̂(ε̇) > 0.

If v̂−1β̂ � 0, then v̂−1β̂(ζ) > 0 for any ζ ∈ ĥQ,+; take ζ = v̂−1χ̇ and we
have β̂(χ̇) > 0.

Otherwise, v̂−1β̂ ≺ 0, so β̂(ε̇) 6 0; therefore β̂(ε) = 0. Then v̂−1(−β̂)
is a positive root for Ĝ and satisfies v̂−1(−β̂)(v̂−1ε̇) = 0. Note that the
faces of v̂ĥQ,+ are defined by the vanishing of roots α̂ such that v̂−1α̂ � 0.
The faces of hQ,+ are defined by the vanishing of simple roots αi. Since
B ⊆ v̂B̂v̂−1, there exists (for each i) a root η̂i such that v̂−1η̂i � 0 and
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η̂i|h ≡ αi. Therefore we have shown

the faces of hQ,+ ∩ v̂ĥQ,+ are defined(12.1)

by the vanishing of roots α̂ such that v̂−1α̂ � 0.

In particular, ε̇ belongs to the face defined by −β̂. Since χ̇ is an extremal
ray of any face on which ε̇ lies, −β̂(χ̇) = β̂(χ̇) = 0. �

Let Sε be the set of indices 1 6 i 6 rk(G) such that αi(ε̇) > 0. Thus
ε̇ =

∑
i∈Sε cixi. Note that χ̇ =

∑
S′ c
′
ixi, where S′ ⊆ Sε (otherwise ε̇ would

lie in a face of hQ,+ that didn’t include χ̇).

Proposition 12.7.
(a) The only point in φχ(gBwP (χ)) ∩ ĝB̂ŵP̂ (χ) is φχ(fP (χ)).
(b) The inequality

ω̂j(ŵχ̇) > 0
is satisfied. Moreover, for any conjugate g̃χg̃−1 of χ,

µL(x, g̃χg̃−1) = µL(x, fχf−1) =⇒ fP (χ) = g̃P (χ).

Proof. — Note that (a) follows from (b) with the same proof as
Lemma 12.5. So we prove (b) , closely mimicking the proof of [5, Lemma 27].

First, we can find a b ∈ G and some w ∈W so that bP (ε) = fP (ε) and

b−1g̃χg̃−1b = wχ.

We hope to show that w = e, so that g̃P (χ) = bP (χ) = fP (χ).
Now, the function L : hQ,+ → Q given by

rβ̇ 7→ −rµL(x, bβb−1),

where r ∈ Q and β is an OPS of T , is well-defined. It also satisfies the
following (cf. [5, Lemma 27]):

(a) L(h) = ω̂j(ŵh) for h ∈ ⊕SεQ>0xi
(b) the function J(h) = L(h)/q(h) on hQ \ {0} is constant on Q>0-rays

and achieves its maximum uniquely at the ray through Y := ε̇/a.
Furthermore, J satisfies

J(h) 6 J(Y ) (Y, h)
q(Y )q(h)

for h nonzero and
J(h) = J(Y ) (Y, h)

q(Y )q(h)
if furthermore we assume h ∈ ⊕SεQ>0xi; here (, ) denotes the Killing form.
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First of all, this already shows that J(χ̇) > 0 since J(ε̇) > 0 and (Y, χ̇) >
0 due to the pairings (xi, xj) > 0 in general. This shows µL(x, bχb−1) < 0
and ω̂j(ŵχ̇) > 0.
Now assume (for the sake of contradiction) that wχ 6= χ. By induction

on length of w, one can easily show that (ε̇, wxi) < (ε̇, xi) if wxi 6= xi and
i ∈ Sε. Therefore (Y,wχ̇) < (Y, χ̇).
Putting this all together, we have

J(wχ̇) 6 J(Y ) (Y,wχ̇)
q(Y )q(wχ̇) = J(Y ) (Y,wχ̇)

q(Y )q(χ̇) < J(Y ) (Y, χ̇)
q(Y )q(χ̇) = J(χ̇),

contradicting the hypothesis that J(χ̇) = J(wχ̇). �

By genericity of g, ĝ, we already know

φ∗χ[X̂
ŵ

] · [Xw] = [Xe](12.2)

in the ring H∗(G/P (χ)). We claim that this product doesn’t vanish in the
passage to the deformed product.

Proposition 12.8. — The pair (w, ŵ) is Levi-movable.

Proof. — First write g = fpw−1b and ĝ = fp̂ŵ−1b̂ for suitable p ∈
P (ε), p̂ ∈ P̂ (ε), b ∈ B, b̂ ∈ B̂. Then

δ(s)gB = fε(s)pε(s)−1w−1B and δ(s)ĝB̂ = fε(s)p̂ε(s)−1ŵ−1B̂,

so in the limit,

lim
s→0

δ(s)(gB, ĝB̂) = (flw−1B, f l̂ŵ−1B̂),

where l = lims→0 ε(s)pε(s)−1 ∈ L(ε) and l̂ = lims→0 ε(s)p̂ε(s)−1 ∈ L(ε) ∈
L̂(ε).
By a result of Ramanan and Ramanathan [24, Proposition 1.9], the limit

point
x0 = lim

s→0
δ(s)(gB, ĝB̂)

is unstable and [δ, a] ∈ Λ(x0). Obviously φε(fP (ε)) belongs to
φε(flw−1BwP (ε)) ∩ f l̂ŵ−1B̂ŵP̂ (ε), so by Proposition 12.7, this time ap-
plied with the unstable point x0 in mind,

φχ(flw−1BwP (χ)) ∩ f l̂ŵ−1B̂ŵP̂ (χ) = {φχ(fP (χ))}.

Now the expected and actual dimensions of this intersection agree; fur-
thermore the multiplicity at fP (χ) would only increase if it were not trans-
verse, but we already know (12.2) holds. So the intersection

φχ(lw−1BwP (χ)) ∩ l̂ŵ−1B̂ŵP̂ (χ) = {φχ(eP (χ))}.

is transverse at eP (χ), and the pair w, ŵ is Levi-movable. �
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Lemma 12.9. — If Wth(ĝ/g) = Wth(ĝ),

dim
⋂

β∈Wth (̂l(χ)/l(χ))

kerβ = 1.

Proof. — Since, by (12.1), hQ,+ ∩ v̂ĥQ,+ is the cone inside hQ dual to the
cone C ⊆ h∗Q generated by S0 = {α̂|h | v̂−1α̂ � 0}, the extremal ray Q>0χ̇

is orthogonal to a hyperplane spanned by a proper subset of S0. In other
words,

Cχ̇ =
⋂

β∈Wth (̂l(χ))

kerβ.

By hypothesis, Wth(̂l(χ)/l(χ)) = Wth(̂l(χ)), and the result follows. �

To summarize so far, we have found a dominant one-parameter subgroup
χ : C∗ → T (which we may now assume is indivisible) and Weyl group
elements w ∈W , ŵ ∈ Ŵ such that

(a) χ belongs to T (in the case Wth(ĝ/g) = Wth(ĝ), belongs to S);
(b) φ�χ [X̂

ŵ
]�0 [Xw] = [Xe];

(c) ω̂j(ŵχ̇) > 0;
(d) if µL(x, hχh−1) = µL(x, fχf−1), then hP (χ) = fP (χ).

For simplicity, now take P = P (χ), P̂ = P̂ (χ).
Assume for the sake of contradiction that X̂

ŵ
( X̂

sjŵ
or that Xw ( Xv

for v 6= w. Set v̂ = sjŵ and v = w in the first case or v̂ = ŵ in the
second. Then since φχ(gBvP ) ∩ ĝB̂v̂P̂ is dense inside φχ(gXv) ∩ ĝX̂v̂

and
the complement is nonempty, there must be some point hP in

φχ(gBvP ) ∩ ĝB̂v̂P̂ .

Then

µL(x, hχh−1) = −ω̂j(v̂χ) = −ω̂j(ŵχ) = µL(x, fχf−1).

Therefore hP = fP , a contradiction since these live in different Schubert
cells of either G/P or Ĝ/P̂ .
So we conclude that w = w0w

P
0 and (ŵ, χ) ∈ Sj , and the failed inequal-

ity (c) witnesses the fact that (0, ω̂j) is not in C(G ↪→ Ĝ). �

Corollary 12.10. — If there are no pairs (ŵ, δ) such that φ�δ [X̂
ŵ

] =
[Xe] and δ ∈ T, then every ray of the form (0, ω̂j) is extremal.
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13. Examples

We begin with a general review of computing pullbacks in (equivariant)
cohomology, recalling without proof several standard results (see [8], [11],
[15]). Let S = Sym∗(h∗). Under the Borel model, there is an isomorphism

S/J → H∗(G/B),

where J is the ideal generated by the elements of SW vanishing at 0. The
map is induced by (and uniquely determined by) the Chern class map

h∗Z → H2(G/B)
λ 7→ c1(Lλ).

Furthermore, the cohomology subrings H∗(G/P ) ⊆ H∗(G/B), where P
is a standard parabolic, are identified with the invariant subrings

[S/J ]WP ⊆ S/J.

In similar fashion, we set Ŝ = Sym∗(ĥ∗) and let Ĵ be the corresponding
invariant ideal for Ŵ .

Proposition 13.1. — The diagram

Ŝ/Ĵ H∗(Ĝ/B̂)

S/J H∗(G/B)
commutes, where the horizontal arrows are the Borel isomorphisms and the
vertical arrows the natural pullbacks. More generally, for standard parabol-
ics P ⊆ P̂ , [

Ŝ/Ĵ
]Ŵ

P̂ H∗(Ĝ/P̂ )

[S/J ]WP H∗(G/P )

commutes.

Proof. — By functoriality of the Chern class,

Sym∗(ĥ∗) H∗(Ĝ/B̂)

Sym∗(h∗) H∗(G/B)
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commutes. Furthermore, the kernel of the top horizontal map is sent to
the kernel of the bottom horizontal map. The second diagram follows from
restricting the first to the appropriate subrings. �

Finally, recall from [8]:

Proposition 13.2. — For any simple reflection si, [Xsiw0 ] = −w0ωi.

Proof. — We have [Xsiw0 ] = [Xw0w0siw0 ] = [Xw0sj ], where αj is the
simple root −w0αi. Under the Borel isomorphism, [Xw0sj ] is identified with
the BGG polynomial Psj , which is degree 1 and satisfies

AiPsj =
{

0 i 6= j

1 i = j,

where Ai are the divided difference operators. The only linear functionals
f ∈ h∗ invariant under all si, i 6= j are the multiples f = cωj . From
(cωj − (cωj − cαj))/αj = 1 we learn that c = 1, so Psj = ωj = −w0ωi. �
Recall the identification H∗T (G/B) = H∗G(G/B×G/B) = S⊗SW S. This

identification once again stemming from the Chern classes of line bundles
associated to characters, we have another commutative diagram

Ŝ ⊗
ŜŴ

Ŝ H∗
T̂

(Ĝ/B̂)

S ⊗SW S H∗T (G/B)

with horizontal maps isomorphisms and vertical maps the natural restric-
tions.
For the sake of concrete calculations such as in Theorem 1.6(b), one wants

suitable polynomial representatives for [Xu]T (and [X̂
û
]T̂ ). W. Graham

gives a procedure in [15, Proposition 4.2] that makes this possible, as we
now describe. Ultimately, we will in fact use certain approximations (cf.
Proposition 13.6) of [Xu]T and [X̂

û
]T̂ that are inspired by the formulas for

related classes in D. Anderson’s note [1].
Graham’s method can take any pair of bases of S over SW as its starting

point, but we will make a specific choice which has nice properties. Let
Pv, v ∈ W , be homogeneous lifts of the BGG polynomials in S; that is,
the image of Pv in S/J is identified with [Xw0v] ∈ H∗(G/B). One way
to construct them is by setting Pw0 = 1

|W |
∏

Φ+ α and Pw = Aw−1w0Pw0 .
They satisfy degPv = `(v) as well as the following properties.
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Lemma 13.3.

Aw0 (PvPw) =


1, v = w0w,

0, `(v) + `(w) = `(w0), v 6= ww0,

0, `(v) + `(w) < `(w0),
0, `(v) + `(w) = `(w0) + 1.

In case `(v)+`(w) > `(w0)+1, Aw0 (PvPw) belongs to SW and (if nonzero)
is homogeneous of degree `(v) + `(w)− `(w0).

Proof. — The first and second statements are from [8]. The third follows
from degree considerations. TheW -invariance ofAw0f for any f ∈ S follows
from the observation that for any i, AsiAw0 is the 0-operator; this proves
the fifth statement, and the fourth follows from noting that there are no
W -invariant linear polynomials in the subring of S generated by the roots
(all Pv live in this subring, and the Av act on this subring). �

Following [15], let (bu,v) be the symmetric, SW -valued matrix with bu,v =
Aw0(PvPw), and let (au,v) be its inverse matrix. Then a representative
polynomial f ∈ S ⊗C S for the class of the diagonal [G(e, e)]G = [Xe]T ∈
H∗T (G/B) is given by

f =
∑

auvPu ⊗ Pv.

We claim that f has the following special form:

Lemma 13.4. —

f =
∑
u∈W

Pu ⊗ Pw0u +
∑

`(u)+`(v)<`(w0)−1

au,vPu ⊗ Pv

Proof. — Lemma 13.3 makes it clear that, if W is ordered first by in-
creasing length of its elements, then in such a way that the distances from
e to v and from w0v to w0 are equal for all v, the matrix (bu,v) is of the
form 

0 · · · 0 1
0 · · · 1 ∗
... . .

. ...

1 · · · ∗ ∗

 ,
i.e., is lower-triangular with respect to the antidiagonal. The inverse of such
a matrix is upper-triangular with respect to the antidiagonal, from which
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we immediately deduce

au,v =


1, v = w0u

0, `(v) + `(u) = `(w0), v 6= u

0, `(v) + `(u) > `(w0).

It remains to show that au,v = 0 when `(v) + `(u) = `(w0) − 1. For this,
examine the sum ∑

q∈W
bw0u,qaq,v,

which must equal 0 as v 6= w0u. We may partition this sum according to
the value of nq := `(w0u) + `(q) as∑

nq<`(w0)

bw0u,qaq,v +
∑

nq=`(w0)

bw0u,qaq,v +
∑

nq=`(w0)+1

bw0u,qaq,v

+
∑

nq>`(w0)+1

bw0u,qaq,v.

Lemma 13.3 shows that the first term equals 0, the second equals au,v, and
the third equals 0 as well. The fourth term equals 0 by upper-triangularity
of (aq,v), observing that

`(w0u) + `(q) > `(w0) + 1 ⇐⇒ `(v) + `(q) > `(w0). �

Corollary 13.5. — A representative for [Xu]T ∈ H∗T (G/B) is given
by

[Xu]T = Au[Xe]T =
∑

v−1w=u

Pv ⊗ Pw0w +
∑
x,y

axu,yPx ⊗ Py,

the first sum over all v, w satisfying `(v)+`(u) = `(w), and the second sum
over all x, y satisfying `(x)+`(u) = `(xu) and `(x)+`(y)+`(u) < `(w0)−1.
(Here the divided difference operator acts on the left factor of the tensor
product, as in [11].)

In practice, the calculation of Theorem 1.6(b) may be carried out with
only the “first-order” approximations of [Xu]T , [X̂

û
]T̂ .

Proposition 13.6. — Define approximations

fu =
∑

v−1w=u

Pv ⊗ Pw0w ∈ S ⊗ S

and
f̂
û

=
∑

v̂−1ŵ=û

P
v̂
⊗ P

ŵ0ŵ
∈ Ŝ ⊗ Ŝ.
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Then identifying S ' H∗T (pt), we have∫
G/B

[Xu]T · φ∗δ [X̂û
]T̂ =

∫
fu · f̂û|T ,

where for any pure tensor g ⊗ h ∈ S ⊗ S, we define∫
g ⊗ h = g∏

Φ+ α

∑
w∈W

(−1)`(w)wh

and extend by linearity to an operator S ⊗ S → S.

Proof. — Observe that if h is of degree < `(w0),
∫
g ⊗ h = 0. In the

context of Theorem 1.6 we have `(w0)−`(u)+`(ŵ0)−`(û) = `(w0)+1; that
is, `(u)+`(û)+1 = `(ŵ0). Consider a term missing from the approximation
in the product [Xu]T · φ∗δ [X̂û

]T̂ , for example

(axu,yPx ⊗ Py) ·
(
P
v̂
⊗ P

ŵ0ŵ

)
|T

where `(x) + `(u) = `(xu), `(x) + `(y) + `(u) < `(w0)−1, and `(v̂) + `(û) =
`(ŵ). The degree of Py · Pŵ0ŵ

|T is bounded as follows:

`(y) + `(ŵ0)− `(ŵ) < `(w0)− 1− `(x)− `(u) + `(ŵ0)− `(v̂)− `(û)
6 `(w0)− 1− `(u) + `(ŵ0)− `(û)
= `(w0),

so this term integrates to 0. The other types of cross-terms similarly inte-
grate to 0. �

13.1. A root embedding of SL2 → SL3

Define ι : SL2 → SL3 by ι : A 7→
[
A 0
0 1

]
at the level of matrices; this

is the root embedding along the simple root α1 for SL3. For notation, let
{α1, α2, α1+α2} be the positive roots for SL3 w.r.t. the standard Borel B̂ of
upper-triangular matrices. Let α denote the positive root for SL2 w.r.t. the
Borel B of upper-triangular matrices. The only indecomposable dominant

one-parameter subgroup is α∨ : t 7→
[
t 0
0 t−1

]
. It is also admissible, being

orthogonal to the trivial hyperplane in h∗.
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13.1.1. Change of basis

We notice that α∨ is not dominant w.r.t. B̂, so we change basis as de-
scribed in Section 1.2. Our new Borel B̂′ of SL3 has simple roots γ1 := α1+
α2 and γ2 := −α2, and we have B̂′ = s−1

α2
B̂sα2 . Observe that γ1 + γ2 = α1

is still positive; i.e., B ⊆ B̂′.
We have P (α∨) = B and P̂ (α∨) = B̂′. The usual pullback (via φ :

SL2/B → SL3/B̂
′) in cohomology sends[

X̂e

]
7→ 0,

[
X̂sγ1sγ2

]
7→ [Xe],

[
X̂sγ1

]
7→ 0,

[
X̂sγ2sγ1

]
7→ [Xe],

[
X̂sγ2

]
7→ 0,

[
X̂w0

]
7→ [Xs],

where w0 = sγ1sγ2sγ1 and s = sα are the longest elements in the two Weyl
groups.
Therefore

φ∗
[
X̂sγ1sγ2

]
· [Xs] = [Xe]; φ∗

[
X̂sγ2sγ1

]
· [Xs] = [Xe];

φ∗
[
X̂w0

]
· [Xe] = [Xe].

Checking the numerical criterion for L-movability, we see that

〈ρ+ s−1ρ, α∨〉 − 〈2ρ, α∨〉+ 〈ρ̂+ (sγ1sγ2)−1ρ̂, α∨〉 = 0− 2 + 1 = −1

〈ρ+ s−1ρ, α∨〉 − 〈2ρ, α∨〉+ 〈ρ̂+ (sγ2sγ1)−1ρ̂, α∨〉 = 0− 2 + 1 = −1

〈ρ+ ρ, α∨〉 − 〈2ρ, α∨〉+ 〈ρ̂+ w−1
0 ρ̂, α∨〉 = 2− 2 + 0 = 0,

so in the deformed cohomology, we have

φ�
[
X̂sγ1sγ2

]
�0 [Xs] = 0; φ�

[
X̂sγ2sγ1

]
�0 [Xs] = 0;

φ�
[
X̂w0

]
�0 [Xe] = [Xe].

Therefore if µ = aω and µ̂ = bω1 + cω2 are arbitrary dominant weights, the
sole inequality that (µ, µ̂) must satisfy for membership in C(SL2

ι−→ SL3) is

a 6 b+ c,

and the sole regular facet F is the locus a = b+ c, with face data (e, w0).
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13.1.2. The rays

Notice that α∨ is the only element in T and the hypothesis of Corol-
lary 12.10 is satisfied; therefore we have the two rays (not on F): (0, ω1)
and (0, ω2) (the trivial SL2 representation appears in each of the funda-
mental representations for SL3).
On F , we have two type I data, corresponding to sγ1sγ2

γ2−→ w0 and
sγ2sγ1

γ1−→ w0. From (u, û) = (e, sγ1sγ2), we calculate

[Xsαu] · φ∗
[
X̂
û

]
= [Xe]

and

[Xu] · φ∗
[
X̂
sγ2 û

]
= [Xe],

meanwhile sγ1 û is of shorter length than û. Therefore the first type I ray
has coordinates

(1, 0, 1)

in the {ω, ω1, ω2} basis.
By a similar calculation (or by symmetry), the type I ray from the datum

sγ2sγ1

γ1−→ w0 is

(1, 1, 0)

in the same coordinates.
There are no type II rays. Here Lδ = {e} and L̂δ ' C∗, so L̂′δ = {e} as

in Remark 10.2. One can still check that the single ray in C(Lδ ⊂ L̂δ) maps
to 0 under Ind. Note that (1, 0, 1) and (1, 1, 0) generate F . Note also that
their 1s and 0s illustrate Lemmas 7.1 and 7.2. These two, together with
(0, 1, 0) and (0, 0, 1), indeed generate C(SL2

ι−→ SL3).

13.1.3. Illustration of Proposition 11.2

On our face F , we had q = 2 type I rays. The kernel of the induction
map has rank c = 0. Note that |∆(P̂ )| = 0 and |∆̂| = 2, so

0 = c = q − |∆̂|+ |∆(P̂ )| = 2− 2 + 0

is satisfied.
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13.2. Principal embeddings SL2 → Ĝ for Ĝ simple

Suppose SL2 → Ĝ is an embedding such that B ⊆ B̂ where B is the
standard Borel of SL2 and B̂ a Borel subgroup of Ĝ. We assume that
Ĝ is not itself SL2, in which case the question is uninteresting. Assume,
by conjugating B̂ if necessary, that the coroot α∨ for SL2 is a dominant
coweight of Ĝ w.r.t. B̂. By a result of Dynkin [13], we may write

α∨ =
r∑
i=1

dixi

in the Lie algebra ĥ, where the xi are dual to the simple roots αi given by
B̂ and each di is 0, 1, or 2 (r is the rank of Ĝ).
Let µ = mω be a dominant weight for SL2 and µ̂ a dominant weight for

Ĝ. Then (µ, µ̂) belongs to C(SL2 → Ĝ) if and only if

−µ̂(α∨) + max
αi(α∨) 6=0

diµ̂(α∨i ) 6 m 6 µ̂(α∨);(13.1)

see [7, §5.3].

13.2.1. Minimal inequalities in the principal case with Ĝ simple

In the case each di = 2, we call the embedding “principal” (notably, such
embeddings exist and are unique up to conjugation for any Ĝ). Then the
inequalities (13.1) become

−µ̂(α∨) + 2 max
16i6r

µ̂(α∨i ) 6 m 6 µ̂(α∨);(13.2)

If Ĝ is simple, this is not the smallest possible set of inequalities. Rather,

Proposition 13.7. — The inequalities (13.2) are satisfied if and only
if m 6 µ̂(α∨).

Proof. — It suffices to show that −µ̂(α∨)+2µ̂(α∨i ) 6 0 for any 1 6 i 6 r.
Write

α∨ =
r∑
i=1

ciα
∨
i

for suitable ci. Then the coefficients ci and di are related by
~d = M~c,

where M is the Cartan matrix for Ĝ (or its transpose, depending on con-
vention). Therefore ~c = M−1 ~d, and since each dj = 2, each ci is twice the
sum of the elements in a row of M−1. The sums across rows of M−1 are
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always at least 1 if M is not the Cartan matrix for SL2 (see [13, Table 2]).
Therefore ci > 2 for all i and

−µ̂(α∨) + 2µ̂(αi)∨ 6 −ciµ̂(α∨i ) + 2µ̂(α∨i ) 6 0. �

So the cone C(SL2 → Ĝ) has only one regular facet F , with the data
(e, w0, α

∨), where w0 is the longest element of the Weyl group for Ĝ (this
makes use of the special phenomenon w0α

∨ = −α∨, cf. [7, Lemma 5.3.1]).

13.2.2. The rays

Again T = {α∨} and Corollary 12.10 implies that C(SL2 → Ĝ) has the
r rays (0, ωi), where ωi is a fundamental weight for Ĝ, in addition to any
rays on F .

As in the previous example, F has no type II rays because L′δ = L̂′δ = {e}.
Therefore we restrict our attention to the type I rays on F .

Lemma 13.8. — If v α−→ w0 and `(sβv) = `(v) + 1 for some simple root
β, then β = α.

Proof. — Obvious from sαv = sβv, since in this case sβv is forced to be
w0 (there is only one element of length `(w0)). �

Proposition 13.9. — There are r extremal rays of F. They are (ciω, ωi)
for i = 1, . . . , r.

Proof. — We get a type I ray for each v α−→ w0 with α simple. Of course,
for any αi, sαiw0

αi−→ w0 since w0 is the longest element, so we do indeed
get r rays. The coordinates of ray i are mostly zero by Lemma 13.8, so it
is of the form (Ciω, ωi), where the coefficient Ci is calculated via

[Xs] · φ∗
[
X̂sαiw0

]
= Ci[Xe].

By Proposition 13.2,
[
X̂sαiw0

]
is identified (via the Borel isomorphism)

with the linear polynomial −w0ωi. Therefore its pullback is the linear poly-
nomial −w0ωi(α∨)ω = ωi(α∨)ω = ciω; this gives Ci = ci. �

13.2.3. Illustration of Proposition 11.2

The face F has q = r type I rays. The kernel of the induction map has
rank c = 0, and |∆(P̂ )| = 0 while |∆̂| = r, so

0 = c = q − |∆̂|+ |∆(P̂ )| = r − r + 0

is satisfied.
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13.3. A reductive embedding GL2 → Sp4

Set ωn =
[

0 Jn
−Jn 0

]
, where Jn is the n × n matrix

0 1

. .
.

1 0

, and
consider the associated group Sp2n:

Sp2n = {A ∈ SL2n|AtωnA = ωn}

For any n, there exists an embedding GLn ↪→ Sp2n that sends an invert-
ible matrix A to [

A 0
0 JnA

−tJn

]
,

(note J2
n = I). We will consider the case n = 2 for a concrete example:

[
a b

c d

]
7→


a b 0 0
c d 0 0
0 0 a

ad−bc
−b

ad−bc
0 0 −c

ad−bc
d

ad−bc


Restricted to the standard maximal torus of GL2, the isomorphism T →

T̂ sends
diag(a, d) 7→ diag(a, d, d−1, a−1);

furthermore, the standard Borel B of upper-triangular matrices in GL2 is
sent to the standard Borel B̂ of upper-triangular matrices in Sp4.

By way of notation, the positive roots for Sp4 will be α1, α2, α1 + α2,
and 2α1 + α2. The single positive root for GL2 will be α, and we define a
character on the center of GL2 by

∆ :
[
t 0
0 t

]
7→ t2

(∆ stands for “determinant”). The natural restriction sends:

α1 7→ α α2 7→ ∆− α
α1 + α2 7→ ∆ 2α1 + α2 7→ ∆ + α

The one-parameter subgroups of T have a (rational) basis given by α∨
and z, defined as

α∨ : t 7→
[
t 0
0 t−1

]
, z : t 7→

[
t 0
0 t

]
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(z stands for “center”). Note that {α2 ,
∆
2 } and {α

∨, z} are (rational) dual
bases to each other. The admissible, dominant, indivisible one-parameter
subgroups are

S =
{
α∨ + z

2 , α∨,
α∨ − z

2

}
.

13.3.1. Inequalities

Let µ = aω + b∆
2 and µ̂ = cω1 + dω2 be arbitrary weights for T , T̂ ,

respectively. We will list the inequalities they must satisfy so that (µ, µ̂) ∈
C(G ↪→ Ĝ). First of all, they must be dominant weights, which means they
satisfy a > 0, c > 0, d > 0.

With δ = α∨ + z

2 , we have P (δ) = B and P̂ (δ) = P̂2, the standard
parabolic with single negative root −α2. The pullback in cohomology sends

[X P̂
s1s2s1

] 7→ [Xs]; [X P̂
s1

] 7→ 0

[X P̂
s2s1

] 7→ [Xe]; [X P̂
e ] 7→ 0.

Both nontrivial products survive in the deformed cohomology ring:

φ�δ [X P̂2
s1s2s1

]�0 [Xe] = [Xe]

φ�δ [X P̂2
s2s1

]�0 [Xs] = [Xe].

These give the two inequalities
1
2a+ 1

2b− c− d 6 0 and − 1
2a+ 1

2b− d 6 0.

With δ = α∨, which is not dominant for B̂, we find it convenient to
work with B̂′ := s−1

2 B̂s2 instead of B̂. Let γ1 = s−1
2 α1 = α1 + α2 and

γ2 = s−1
2 α2 = −α2; these comprise our new base of the root system Φ̂.

With respect to this base, we let t1, t2 denote the simple reflections. Then
P (δ) = B, and now P̂ (δ) = P̂γ1 , the parabolic subgroup containing B̂′ and
the negative root −γ1. We obtain just one inequality from this δ:

(w, ŵ) inequality
(e, t2t1t2) a− c− 2d 6 0

With δ = α∨−z
2 , which is again not dominant for B̂′, we work instead

with B̂′ := s−1
2 s−1

1 B̂s1s2. Our new base consists of β1 = −α1 − α2 and
β2 = 2α1 +α2, and we will denote our new simple reflections by r1 and r2.
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We have P (δ) = B and P̂ (δ) = P̂β2 the parabolic subgroup containing B̂′
and the negative root −β2. We obtain the following inequalities:

(w, ŵ) inequality
(e, r1r2r1) 1

2a−
1
2b− c− d 6 0

(s, r2r1) − 1
2a−

1
2b− d 6 0

13.3.2. Some rays

Consider the face F1 = F(α
∨+z
2 , e, s1s2s1). There is only one type I

datum: s2s1
α1−→ s1s2s1. Corresponding to (u, û) = (e, s2s1), we calculate

the type I ray coefficients via

φ∗[X̂s2s1 ] · [Xs] = [Xe]

and
φ∗[X̂s1s2s1 ] · [Xe] = [Xe],

giving the ray (ω+ b(∆
2 ), ω1) = (1, b, 1, 0), where b is yet to be determined.

To determine b, we use the (approximations of) equivariant classes [Xe]T ,
[X̂s2s1s2 ]T̂ inH∗T (G/B), H∗

T̂
(Ĝ/B̂), respectively. Following Proposition 13.6,

we write down

fu = Ps ⊗ 1 + 1⊗ Ps = α

2 ⊗ 1 + 1⊗ α

2
and

f̂
û

= Ps1 ⊗ 1 + 1⊗ Ps1 =
(

2α1 + α2

2

)
⊗ 1 + 1⊗

(
2α1 + α2

2

)
,

so that
f̂
û
|T =

(
∆ + α

2

)
⊗ 1 + 1⊗

(
∆ + α

2

)
.

We calculate
∫
fu · f̂û|T = ∆ + α, so b is found by solving

∆ + α = α

2 + b

(
∆
2

)
+ ∆ + α

2 ;

i.e., b = 1.

Remark 13.10. — Observe that, in this case, we can find b another way.
Since the ray (1, b, 1, 0) is supposed to lie on the face 1

2a+ 1
2b− c− d = 0,

we find b must equal 1. In more general situations, however, the dimension
of Z(G) may exceed 1, so the single face equation can’t fully determine the
character χ. See the next subsection for an example.

ANNALES DE L’INSTITUT FOURIER



EMBEDDED SUBGROUP EXTREMAL RAYS 575

The pair Lδ ⊂ L̂δ are isomorphic to C∗ ⊂ SL2, and the sole fundamental
weight ωL for this SL2 expressed in our notation above as a character of
T̂ /〈δ〉 is ω2−ω1. As a character of T/〈δ〉, this restricts to ∆

2 −ω. The rays
of C(Lδ ⊂ L̂δ) are generated by (ωL, ωL) and (−ωL, ωL). They map to(

e

(
∆
2 − ω

)
, s1s2s1(ω2 − ω1)

)
− (s1s2s1(ω2 − ω1))(α∨1 )

(
ω + ∆

2 , ω1

)
=
(

∆
2 − ω, ω2 − ω1

)
+
(
ω + ∆

2 , ω1

)
= (∆, ω2)

and (2ω, ω2), respectively. In coordinates, these are the rays (0, 2, 0, 1) and
(2, 0, 0, 1), which do indeed lie on F1.

For another example, consider the face F2 = F(α
∨+z
2 , s, s2s1). The type

I datum e
α−→ s yields the same (u, û) pair and therefore the same ray as

above. So instead consider the type I datum s1
α2−→ s2s1, giving the pair

(u, û) = (s, s1). The type I ray coefficients of Theorem 1.6(a) give the ray
(0, b, 0, 1), where b is yet to be determined.
Following Proposition 13.6, we have

fs = 1⊗ 1

and

f̂s1s2 = Pe ⊗ Ps2s1 + Ps2 ⊗ Ps1 + Ps1s2 ⊗ Pe

= 1⊗ (2α1 + α2)2

4 + (α1 + α2)⊗
(

2α1 + α2

2

)
+ (α1 + α2)2

2 ⊗ 1,

so
f̂s1s2 |T = 1⊗ (α+ ∆)2

4 + ∆⊗ α+ ∆
2 + ∆2

2 ⊗ 1.

We find that
∫
f̂s1s2 = 2∆. The equation

2∆ = b

(
∆
2

)
+ ω2|T = b

(
∆
2

)
+ ∆

gives b = 2.
The pair Lδ ⊂ L̂δ remains the same as before. The rays (ωL, ωL) and

(−ωL, ωL) are sent to(
s

(
∆
2 − ω

)
, s2s1(ω2 − ω1)

)
− s

(
∆
2 − ω

)
(α∨)

(
ω + ∆

2 , ω1

)
− 0

=
(

∆
2 + ω, 2ω1

)
−
(
ω + ∆

2 , ω1

)
= (0, ω1)
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and (0, 3ω1), respectively. Up to scaling, these both give the same ray,
(0, 0, 1, 0) in coordinates.

13.3.3. Illustration of Proposition 11.2

On the face F1 above, we had c = 0 since Ind sent a basis to a linearly
independent set. Moreover, we had q = 1 and |∆̂|−|∆(P̂ )| = 1. On the face
F2, we had c = 1 since the two extremal rays mapped to scalar multiples
of one another. This agrees with q = 2 and |∆̂| − |∆(P̂ )| = 1.

13.4. The maximal torus embedding T ⊂ G

Let G be an arbitrary semisimple group and T a fixed maximal torus
inside G. Choose a Borel subgroup B such that T ⊂ B ⊂ G. The cone
C(T ⊂ G) (sometimes called the Kostka cone) consists of pairs (µ, λ) such
that (after scaling) −µ is a nontrivial weight space in the G-representation
Vλ. It is well-known (e.g., follows from [16, Proposition 21.3]) that this
occurs if and only if −µ is contained in the convex hull of the set Wλ =
{wλ|w ∈W}. From this one can deduce the rays of the associated cone.
Proposition 13.11. — The extremal rays of C(T ⊂ G) are generated

by the pairs of the form (−wωj , ωj) as w varies in W and ωj ranges over
the set of fundamental weights.

13.4.1. Inequalities

The extremal rays of C(T ⊂ G) are all type I rays on some face (and
type II rays on several faces). First, let us describe the faces; cf. [7, §5.1].
Let {xi} denote a set of dominant cocharacters satisfying αj(xi) = niδi,j

for some integers ni > 0. That is, xi is a positive scalar multiple of the ith

fundamental coweight, and we may assume this multiple to be as small as
possible. The admissible dominant indivisible one-parameter subgroups are
the collection S = {wxi|w ∈ W}. The OPS wxi is dominant for wBw−1

and not B (unless w = e), so we change basis using w−1 if needed.
The map φwxi is the inclusion of the basepoint eP (wxi)

{pt} = T/T ↪→ G/P (wxi).

The only cohomology class pulling back nontrivially is [Xw0w−1 ]. This gives
the inequality

µ(wxi) + λ(w0xi) 6 0,
which, finding j such that xj = −w0xi, and setting v = ww0, becomes the
more familiar inequality (−µ)(vxj) 6 λ(xj).
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13.4.2. The rays

To avoid overwhelming notation, we will write our calculations assuming
w = e and then “change bases” back to report the extremal rays.

Fix a face (xi, e, w0). The minimal length representative for w0 inW/WP

is w0w
P
0 , where wP0 is the longest element of WP . We claim there is only

one type I ray datum on this face. It corresponds to sj where αj = −w0αi.
To see this, we have skw0w

P
0 → w0w

P
0 if and only if wP0 w0(αk) ≺ 0, so

wP0 (−w0αk) � 0. Now, −w0αk is a simple root. If it belongs to ΦL, then
wP0 sends it to Φ−. Thus it does not belong to ΦL. There is only one such
simple root: αi. Thus αk = αj .

Let (µ, λ) denote the corresponding type I ray. If sjw0w
P
0 → sksjw0w

P
0

and sksjw0w
P
0 belongs to WP , then sksjw0w

P
0 = w0w

P
0 , as there is a

unique element of WP of maximal length. Thus there is only one nonzero
coefficient in λ; λ = ωj . To determine µ, we use Theorem 1.6(b) and Propo-
sition 13.6. For û = sjw0,

f
û

= 1⊗ Psi + Psj ⊗ 1 = 1⊗ ωi + ωj ⊗ 1,

which restricts and “integrates” to ωi + ωj . Therefore µ = ωi = −w0ωj .
Changing bases back again, this is the ray (wωi, ωj), which indeed satis-

fies the face equality

wωi(wxi) + ωj(w0xi) = ωi(xi) + w0ωj(xi) = ωi(xi)− ωi(xi) = 0.

Our ray can also be written (−ww0ωj , ωj)mK, complying with Proposi-
tion 13.11. Moreover, as w and j vary, we produce all rays of C(T ⊂ G).
The face (xi, e, w0) has several other rays induced from the Levi pair

T/〈xi〉 ⊂ L(xi)/〈xi〉. This cone’s extremal rays are of the form

(−vωLk , ωLk ),

where v ∈WP and ωLk ∈ X∗(T/〈xi〉) pairs to 1 with α∨k , 0 with α∨` for ` 6= k

but α` ∈ ΦP , and pairs to 0 with xi. Such an extremal ray is induced to

(ν, ν̂) = (−vωLk , w0w
P
0 ω

L
k )− w0w

P
0 ω

L
k (α∨j )(−w0ωj , ωj).

Let us try to simplify these formulas for ν, ν̂. First, let αm = −wP0 αk. We
guess that ν̂ = −w0ωm. This can be verified by the following pairings.
First, clearly ν̂(−w0α

∨
i ) = ν̂(α∨j ) = 0. For ` 6= i,

ν̂(−w0α
∨
` ) = w0w

P
0 ω

L
k (−w0α

∨
` )− 0 = ωLk (−wP0 α∨` ) = ωk(−wP0 α∨` ),

which equals 0 unless ` = m.
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Secondly, we guess that ν = vwP0 ωm. Once again, consider the following
pairings. The set {−vα`} = −v∆(L) forms a base for the root system ΦL.
We have

ν(−vα∨` ) = −vωLk (−vα∨` )− 0 = ωk(α∨` ) = δk,`;

on the other hand,

vwP0 ωm(−vα∨` ) = ωm(−wP0 α∨` ),

which equals 0 unless ` = k. Now pair with xi. By lying on the face, we
know that ν(xi) + ν̂(w0xi) = 0, which implies that ν(xi) = w0ωm(w0xi) =
ωm(xi). Moreover,

vwP0 ωm(xi) = ωm(xi)

since vwP0 ∈ WP , which stabilizes xi. The simple coroots for any base of
ΦL together with xi forms a basis of h. Therefore ν = vwP0 ωm.
To change bases back (if applicable), these type II rays are really

(wvwP0 ωm,−w0ωm);

once again these comply with Proposition 13.11.

13.4.3. Illustration of Proposition 11.2

Fix a face (xi, e, w0) as before. There is one type I ray on this face, so
q = 1. Furthermore, |∆| − |∆(P )| = 1 Therefore we expect c = 1 − 1 = 0.
We can check this directly.
Indeed, suppose (x, y) maps to 0 under Ind. Express y =

∑
nkω

L
k in

the basis of fundamental weights for L/〈xi〉. As we calculated above, the
second coordinate of Ind(x, y) is equal to

∑
nk−w0ωm(k). If this is 0, each

nk is forced to be 0 by linear independence of the fundamental weights for
G. So y = 0. But (x, 0) 7→ (x, 0), so x = 0 as well.

13.5. The natural embedding Sp2n → SL2n, n = 2, 3

It is a standard fact that, if A is an invertible linear operator on a vector
space V of dimension 2n equipped with a symplectic form, and if A pre-
serves the form, then A has determinant 1. Therefore we have a natural
embedding Sp2n → SL2n for any n > 1.
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In order to fix notation, we recall a particular description of this em-

bedding from [23, §8]. Once again set ωn =
(

0 Jn
−Jn 0

)
, where Jn = 1

. .
.

1

. The associated group Sp2n is

Sp2n = {A ∈ SL2n|AtωnA = ωn}

We choose maximal torus and Borel subgroup T ⊂ B ⊂ Sp2n to be the
subgroups of diagonal and upper-triangular matrices, respectively; i.e., T =
Sp2n ∩ T̂ and B = Sp2n ∩ B̂, where T̂ ⊂ B̂ are the standard maximal torus
and Borel of SL2n. Explicitly,

T = {diag(t1, t2, . . . , tn, t−1
n , . . . , t−1

2 , t−1
1 )};

furthermore, a one-parameter subgroup

t 7→ diag(ta1 , . . . , tan , t−an , . . . , t−a1)

is dominant w.r.t. B if and only if a1 > a2 > · · · > an > 0. Notably, domi-
nant one-parameter subgroups are also dominant w.r.t. B̂, so no change of
basis (as in Section 1.2) is ever necessary.

13.5.1. The regular facets

The set S consists of δj , for j = 1, . . . , n− 2, or n, where

δj : t 7→ diag(t, t, . . . , t︸ ︷︷ ︸
j

, 1, . . . , 1, t−1, . . . , t−1, t−1) ∈ T.

Each P (δj) is a maximal parabolic (obtained by removing the jth simple
root), whereas P̂ (δj) has base ∆̂\{α̂j , α̂2n−j} for each j < n−1, and P̂ (δn)
is the maximal parabolic with associated Grassmannian Gr(n, 2n).
Before listing some specific results for the cases n = 2, 3, we answer in the

affirmative a question posed by the reviewer on the nature of the extremal
rays of C(Sp2n → Sl2n).

Proposition 13.12. — Every extremal ray of C(Sp2n → Sl2n) lies on
a regular face.

Proof. — The only extremal rays possibly not on a regular face are of
the form (0, ω̂j). In fact, we will show these all lie on the same regular face
(or do not belong to the cone, as witnessed by this same face).
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Take δ = δn and ŵ = (ŝ2ŝ4 · · · ŝ2n−2) · · · (ŝn−2ŝnŝn+2)(ŝn−1ŝn+1)ŝn. In
more traditional notation of Schubert varieties for Gr(n, 2n), with F• a
fixed full flag, this gives

[X̂
ŵ

] = [X̂a• ] = [{V ∈ Gr(n, 2n) : dimV ∩ Fai > i ∀i}]

where a• = {1, 3, . . . , 2n − 1} is the n-element subset of {1, . . . , 2n} given
by ai = 2i− 1.
By [12, Lemma 4.19], φ∗δ([X̂ŵ

]) = [Xe]. Let us verify that in fact
φ�δ [X̂

ŵ
] = [Xe]. One easily checks that 〈2ρ, δ̇〉 = 〈2ρ, 2xn〉 = n2 + n and

that 〈ρ̂, δ̇〉 = 〈ρ̂, 2x̂n〉 = n2. Furthermore, with the notation of [10], we
identify ŵδ̇ with

ŵδ̇ = 2(ε1 + ε3 + . . .+ ε2n−1)−
2n∑
i=1

εi = ε1 − ε2 + ε3 − . . .+ ε2n−1 − ε2n.

It is then straightforward to compute the pairings

ω̂j(ŵδ̇) = (ε1 + . . .+ εj)(ŵδ̇) =
{

1, j odd,
0, j even,

which give 〈ρ̂, ŵδ̇〉 = n. Therefore 〈2ρ, δ̇〉 − 〈ρ̂+ ŵ−1ρ̂, δ̇〉 = 0 is satisfied.
These latter pairings also establish that the inequality

ω̂j(ŵδ̇) 6 0

holds with equality for j even and fails for j odd. Thus every ray of the
form (0, ω̂j) is on a regular face. �

For n = 2, we obtain 5 inequalities, hence 5 faces, all from the single
one-parameter subgroup δ2. We detail this below.
For n = 3, we obtain 24 inequalities: 9 coming from δ1 and 15 from δ3.

13.5.2. Case n = 2

Below are listed the 5 inequalities along with the Weyl group data from
which they arise. Here µ = a1ω1 + a2ω2 and µ̂ = b1ω̂1 + b2ω̂2 + b3ω̂3 are
arbitrary dominant weights. The cohomology calculations were performed
using Sage [29] using a modification of the main algorithm in [19]. These
results agree with those of [23, §8.8], although they write their inequalities
in a different basis.
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(w, ŵ) inequality
(s2s1s2, ŝ2) −a1 − 2a2 + b1 + b3 6 0
(s1s2, ŝ1ŝ2) −a1 − b1 + b3 6 0
(s1s2, ŝ3ŝ2) −a1 + b1 − b3 6 0
(s2, ŝ3ŝ1ŝ2) a1 − b1 − b3 6 0
(e, ŝ2ŝ3ŝ1ŝ2) a1 + 2a2 − b1 − 2b2 − b3 6 0

Let us show how Theorem 12.2 precludes (0, 0, 1, 0, 0) from being an
extremal ray. Our set T now contains strictly more than S; in particular,
δ1 ∈ T \S. Furthermore, the pullback

φ�δ1
[X̂

ŝ2ŝ3
] = [Xe]

and X̂
ŝ2ŝ3

= X̂
ŝ2ŝ3ŝ2

= X̂
ŝ3ŝ2ŝ3

and X̂
ŝ2ŝ3
6⊆ X̂

ŝ3
, so (ŝ2ŝ3, δ1) ∈ S1. Since

ω̂1(ŝ2ŝ3δ1) = 1 66 0,

the candidate (0, 0, 1, 0, 0) is not a ray. Notably, we expect the inequality
for the data (s1s2s1, ŝ2ŝ3, δ1) to be redundant, and indeed it is

−a1 − a2 + b1 6 0,

which is half the sum of the inequalities −a1 − 2a2 + b1 + b3 6 0 and
−a1+b1−b3 6 0 from the table above. A similar analysis shows (0, 0, 0, 0, 1)
can’t be a ray and that (0, 0, 0, 1, 0) must be.
Now let us find, for example, the extremal rays on the face F given by

the pair (s2s1s2, ŝ2). From the datum s1s2
α2−→ s2s1s2, we obtain the (u, û)

pair (s1s2, ŝ2). We have s1s2 6→ s2, s1s2 → s2s1s2 in WP and ŝ2 → ŝ1ŝ2,
ŝ2 6→ e, ŝ2 → ŝ3ŝ2 in Ŵ P̂ . The a1 and b2 coordinates are therefore 0, and
the others are calculated in cohomology:

φ∗δ2

[
X̂
ŝ2

]
· [Xs2s1s2 ] = 1[Xe] = a2[Xe]

φ∗δ2

[
X̂
ŝ1ŝ2

]
· [Xs1s2 ] = 1[Xe] = b1[Xe]

φ∗δ2

[
X̂
ŝ3ŝ2

]
· [Xs1s2 ] = 1[Xe] = b3[Xe],

so the datum s1s2
α2−→ s2s1s2 yields the extremal ray (0, 1, 1, 0, 1).

From the datum e
α̂2−→ ŝ2, we obtain the (u, û) pair (s2s1s2, e). Al-

though s2s1s2
α1−→ s1s2s1s2 in the Bruhat order, s1s2s1s2 = s2s1s2s1 is

not a minimal-length representative in W/WP , so the a1 coordinate is 0.
Of course s2s1s2 6→ s1s2, so a2 = 0 as well. Neither of ŝ1, ŝ3 is a minimal-
length representative in Ŵ/Ŵ

P̂
, so b1 = b3 = 0. We have (from the original

deformed cup product) b2 = 1, so the extremal ray is (0, 0, 0, 1, 0).
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These are the only two type I rays on F ; note that they are linearly
independent according to Lemmas 7.1 and 7.2. We expect (for dimension
reasons) at least 2 type II rays; let us calculate these.

Here Lδ is semisimple of type A1 and L̂δ of type A1 × A1, and the
embedding is diagonal. The extremal rays of C(Lδ → L̂δ) are well-known:
(ω, ω1), (ω, ω2), and (0, ω1+ω2), where ωi is the fundamental weight for the
ith factor of SL2 in L̂δ. As elements of h∗× ĥ∗ which vanish on δ̇, these are

(ω1 −
1
2ω2, ω̂1 −

1
2 ω̂2), (ω1 −

1
2ω2, ω̂3 −

1
2 ω̂2), (0, ω̂1 + ω̂3 − ω̂2),

respectively.
These map to(
ω1−

1
2ω2,

1
2 ω̂1 + 1

2 ω̂2−
1
2 ω̂3

)
−
(
ω1 −

1
2ω2

)
(α∨2 )(0, 1, 1, 0, 1)

−
(

1
2 ω̂1 + 1

2 ω̂2 −
1
2 ω̂3

)
(α̂∨2 )(0, 0, 0, 1, 0)

= (1, 0, 1, 0, 0),(
ω1−

1
2ω2,−

1
2 ω̂1 + 1

2 ω̂2 + 1
2 ω̂3

)
−
(
ω1 −

1
2ω2

)
(α∨2 )(0, 1, 1, 0, 1)

−
(
−1

2 ω̂1 + 1
2 ω̂2 + 1

2 ω̂3

)
(α̂∨2 )(0, 0, 0, 1, 0)

= (1, 0, 0, 0, 1),
(0, ω̂2)−(0) (α∨2 )(0, 1, 1, 0, 1)−(ω̂2) (α̂∨2 )(0, 0, 0, 1, 0) = (0, 0, 0, 0, 0),

respectively, under Ind. The first two of these really are extremal rays, but
notice that the kernel of Ind is nontrivial in this case. Note also that, by
the symmetry of F under the Dynkin automorphism of A3, the sets of type
I rays and type II rays are invariant under this automorphism (switching
indices 1 and 3).

Following is a complete list of the extremal rays of the cone C(Sp(2) →
SL(4)) (cf. [23, §8.8]):

(0, 1, 1, 0, 1), (0, 0, 0, 1, 0),
(1, 0, 1, 0, 0), (1, 0, 0, 0, 1),
(0, 1, 0, 1, 0);

furthermore, these constitute the Hilbert basis of the semigroup (so the
cone is “saturated,” see [23] for the development of this notion as well as
several examples). Interestingly, all of these are type I on some facet.
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The kernel of Ind has rank c = 1, and we observe that

1 = c = q − |∆̂|+ |∆(P̂ )| = 2− 3 + 2,

illustrating again Proposition 11.2.

13.5.3. Case n = 3

Below are the 24 inequalities and extremal rays expressed in the funda-
mental weight basis: µ = a1ω1 + a2ω2 + a3ω3; µ̂ = b1ω̂1 + b2ω̂2 + b3ω̂3 +
b4ω̂4 + b5ω̂5. All calculations were done in Sage. See [23, §8.9] for the same
results (but expressed in a different basis).
Inequalities coming from the one-parameter subgroup δ1:

(w, ŵ) inequality
(s1s2s3s2s1, ŝ4ŝ3ŝ2ŝ1) −a1 − a2 − a3 + b5 6 0
(s1s2s3s2s1, ŝ4ŝ5ŝ2ŝ1) −a1 − a2 − a3 + b3 6 0
(s1s2s3s2s1, ŝ2ŝ3ŝ4ŝ5) −a1 − a2 − a3 + b1 6 0
(s2s1, ŝ1ŝ2ŝ3ŝ4ŝ5ŝ2ŝ1) a3 − b1 − b2 − b3 6 0
(s2s1, ŝ2ŝ3ŝ4ŝ5ŝ3ŝ2ŝ1) a3 − b2 − b3 − b4 6 0
(s2s1, ŝ3ŝ4ŝ5ŝ4ŝ3ŝ2ŝ1) a3 − b3 − b4 − b5 6 0
(s1, ŝ1ŝ2ŝ3ŝ4ŝ5ŝ3ŝ2ŝ1) a2 + a3 − b1 − b2 − b3 − b4 6 0
(s1, ŝ2ŝ3ŝ4ŝ5ŝ4ŝ3ŝ2ŝ1) a2 + a3 − b2 − b3 − b4 − b5 6 0
(e, ŝ1ŝ2ŝ3ŝ4ŝ5ŝ4ŝ3ŝ2ŝ1) a1 + a2 + a3 − b1 − b2 − b3 − b4 − b5 6 0
Inequalities coming from the one-parameter subgroup δ3:

(w, ŵ) inequality
(s3s2s3s1s2s3, ŝ4ŝ2ŝ3) −a1 − 2a2 − 3a3 + b1 + b3 + b5 6 0
(s2s3s1s2s3, ŝ4ŝ1ŝ2ŝ3) −a1 − 2a2 − a3 − b1 + b3 + b5 6 0
(s2s3s1s2s3, ŝ3ŝ4ŝ2ŝ3) −a1 − 2a2 − a3 + b1 − b3 + b5 6 0
(s2s3s1s2s3, ŝ5ŝ4ŝ2ŝ3) −a1 − 2a2 − a3 + b1 + b3 − b5 6 0
(s3s1s2s3, ŝ3ŝ4ŝ1ŝ2ŝ3) −a1 − a3 − b1 − b3 + b5 6 0
(s3s1s2s3, ŝ5ŝ4ŝ1ŝ2ŝ3) −a1 − a3 − b1 + b3 − b5 6 0
(s3s1s2s3, ŝ5ŝ3ŝ4ŝ2ŝ3) −a1 − a3 + b1 − b3 − b5 6 0
(s3s2s3, ŝ5ŝ3ŝ4ŝ1ŝ2ŝ3) a1 − a3 − b1 − b3 − b5 6 0
(s1s2s3, ŝ2ŝ3ŝ4ŝ1ŝ2ŝ3) −a1 + a3 − b1 − 2b2 − b3 + b5 6 0
(s1s2s3, ŝ5ŝ3ŝ4ŝ1ŝ2ŝ3) −a1 + a3 − b1 − b3 − b5 6 0
(s1s2s3, ŝ4ŝ5ŝ3ŝ4ŝ2ŝ3) −a1 + a3 + b1 − b3 − 2b4 − b5 6 0
(s2s3, ŝ5ŝ2ŝ3ŝ4ŝ1ŝ2ŝ3) a1 + a3 − b1 − 2b2 − b3 − b5 6 0
(s2s3, ŝ4ŝ5ŝ3ŝ4ŝ1ŝ2ŝ3) a1 + a3 − b1 − b3 − 2b4 − b5 6 0
(s3, ŝ4ŝ5ŝ2ŝ3ŝ4ŝ1ŝ2ŝ3) a1 + 2a2 + a3 − b1 − 2b2 − b3 − 2b4 − b5 6 0
(e, ŝ3ŝ4ŝ5ŝ2ŝ3ŝ4ŝ1ŝ2ŝ3) a1 + 2a2 + 3a3− b1− 2b2− 3b3− 2b4− b5 6 0
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The 15 extremal rays:

(1, 0, 0, 0, 0, 0, 0, 1), (0, 0, 0, 0, 0, 0, 1, 0), (1, 0, 0, 0, 0, 1, 0, 0),
(0, 0, 0, 0, 1, 0, 0, 0), (1, 0, 0, 1, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 1, 0),
(0, 0, 1, 1, 0, 0, 1, 0), (0, 0, 1, 0, 0, 1, 0, 0), (0, 1, 0, 1, 0, 0, 0, 1),
(0, 0, 1, 0, 1, 0, 0, 1), (0, 1, 0, 0, 1, 0, 0, 0), (0, 0, 1, 1, 0, 1, 0, 1),
(0, 1, 0, 0, 0, 1, 0, 1), (0, 1, 0, 1, 0, 1, 0, 0), (1, 0, 1, 0, 1, 0, 1, 0)

All extremal rays are type I on some face. The various maps Ind send
some extremal rays to ~0 or to non-extremal rays, such as (1, 0, 1, 0, 1, 1, 0, 1).
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[8] I. N. Bernštĕın, I. M. Gel′fand & S. I. Gel′fand, “Schubert cells, and the
cohomology of the spaces G/P”, Uspehi Mat. Nauk 28 (1973), no. 3(171), p. 3-
26.

[9] S. Billey & V. Lakshmibai, Singular loci of Schubert varieties, Progress in Math-
ematics, vol. 182, Birkhäuser Boston, Inc., Boston, MA, 2000, xii+251 pages.

[10] N. Bourbaki, Lie groups and Lie algebras, Chapters 4–6, Elements of Mathematics,
Springer-Verlag, Berlin, 2002, Translated from the 1968 French original by Andrew
Pressley.

[11] M. Brion, “Equivariant Chow groups for torus actions”, Transform. Groups 2
(1997), no. 3, p. 225-267.

[12] I. Coskun, “Symplectic restriction varieties and geometric branching rules”, in A
celebration of algebraic geometry, Clay Math. Proc., vol. 18, Amer. Math. Soc.,
Providence, RI, 2013, p. 205-239.

[13] E. B. Dynkin, “Semisimple subalgebras of semisimple Lie algebras”, Mat. Sbornik
N.S. 30(72) (1952), p. 349-462 (3 plates).

[14] W. Fulton, Intersection theory, second ed., Ergebnisse der Mathematik und ihrer
Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics, vol. 2, Springer-
Verlag, Berlin, 1998, xiv+470 pages.

[15] W. Graham, “The class of the diagonal in flag bundles”, J. Differential Geom. 45
(1997), no. 3, p. 471-487.

ANNALES DE L’INSTITUT FOURIER

https://people.math.osu.edu/anderson.2804/papers/geomschpolyn.pdf


EMBEDDED SUBGROUP EXTREMAL RAYS 585

[16] J. E. Humphreys, Introduction to Lie algebras and representation theory, Grad-
uate Texts in Mathematics, vol. 9, Springer-Verlag, New York-Berlin, 1972,
xii+169 pages.

[17] M. Kapovich, B. Leeb & J. Millson, “Convex functions on symmetric spaces,
side lengths of polygons and the stability inequalities for weighted configurations
at infinity”, J. Differential Geom. 81 (2009), no. 2, p. 297-354.

[18] G. R. Kempf, “Instability in invariant theory”, Ann. of Math. (2) 108 (1978), no. 2,
p. 299-316.

[19] J. Kiers, “On the saturation conjecture for Spin(2n)”, Exp. Math. 30 (2021), no. 2,
p. 258-267.

[20] A. A. Klyachko, “Stable bundles, representation theory and Hermitian operators”,
Selecta Math. (N.S.) 4 (1998), no. 3, p. 419-445.

[21] A. Knutson, T. Tao & C. Woodward, “The honeycomb model of GLn(C) tensor
products. II. Puzzles determine facets of the Littlewood-Richardson cone”, J. Amer.
Math. Soc. 17 (2004), no. 1, p. 19-48.

[22] S. Kumar, “A survey of the additive eigenvalue problem”, Transform. Groups 19
(2014), no. 4, p. 1051-1148, With an appendix by M. Kapovich.

[23] B. Pasquier & N. Ressayre, “The saturation property for branching rules—
examples”, Exp. Math. 22 (2013), no. 3, p. 299-312.

[24] S. Ramanan & A. Ramanathan, “Some remarks on the instability flag”, Tohoku
Math. J. (2) 36 (1984), no. 2, p. 269-291.

[25] N. Ressayre, “Geometric invariant theory and the generalized eigenvalue problem”,
Invent. Math. 180 (2010), no. 2, p. 389-441.

[26] ———, “Geometric invariant theory and generalized eigenvalue problem II”, Ann.
Inst. Fourier (Grenoble) 61 (2011), no. 4, p. 1467-1491 (2012).

[27] ———, “Distributions on homogeneous spaces and applications”, in Lie groups,
geometry, and representation theory, Progr. Math., vol. 326, Birkhäuser/Springer,
Cham, 2018, p. 481-526.

[28] N. Ressayre & E. Richmond, “Branching Schubert calculus and the Belkale-
Kumar product on cohomology”, Proc. Amer. Math. Soc. 139 (2011), no. 3, p. 835-
848.

[29] The Sage Developers, SageMath, the Sage Mathematics Software System (Ver-
sion 8.0), 2017, https://www.sagemath.org.

Manuscrit reçu le 7 décembre 2019,
révisé le 8 décembre 2020,
accepté le 25 janvier 2021.

Joshua KIERS
Ohio State University
281 W Lane Ave
Columbus, OH 43201, USA
kiers.2@osu.edu

TOME 72 (2022), FASCICULE 2

https://www.sagemath.org
mailto:kiers.2@osu.edu

	1. Introduction
	1.1. Facets of C(G hookrightarrow G)
	1.2. Change of basis on a regular facet
	1.3. Type I rays
	1.4. Type II rays
	1.5. Generalized Fulton's conjecture
	1.6. Layout of the paper
	1.7. Acknowledgments

	2. Some preliminary comments on the cone C(G hookrightarrow G)
	3. Generalization of Fulton's conjecture for G subseteq G
	3.1. Geometric setup
	3.2. Comparison of Y and Z and proof of Theorem 1.10
	3.3. Tangent space analysis
	3.4. Relation to representation theory for L
	3.5. Interlude

	4. Type I extremal rays
	4.1. Proof of Theorem 1.5(a)
	4.2. Proof of Theorem 1.5(b)
	4.3. Proof of Theorem 1.5(c)

	5. Parameter stacks for type I rays
	5.1. Review of principal G-spaces
	5.2. Introduction of universal intersection stacks
	5.3. The main diagram of stacks
	5.4. Line bundles on C and Fl L are related (Levification)
	5.5. Proof of Theorem 1.5(d)

	6. Formula for type I rays
	6.1. Intersection theory setup
	6.2. Proof of Theorem 1.6(a)
	6.3. Proof of Theorem 1.6(b)

	7. Decomposition of F into subcones
	8. More stacks and the geometry of F2
	8.1. The stack Fl G'
	8.2. The stack C'
	8.3. Connection with the Levi subgroup
	8.4. Reduction from L to L<delta>

	9. Induction and type II rays
	10. Formula for induction
	11. On the number of components of R L
	12. Inequalities for testing rays (0, omega j)
	13. Examples
	13.1. A root embedding of SL 2 -> SL 3
	13.1.1. Change of basis
	13.1.2. The rays
	13.1.3. Illustration of Proposition 11.2

	13.2. Principal embeddings SL 2 -> G for G simple
	13.2.1. Minimal inequalities in the principal case with G simple
	13.2.2. The rays
	13.2.3. Illustration of Proposition 11.2

	13.3. A reductive embedding GL 2 -> Sp 4
	13.3.1. Inequalities
	13.3.2. Some rays
	13.3.3. Illustration of Proposition 11.2

	13.4. The maximal torus embedding T subset G
	13.4.1. Inequalities
	13.4.2. The rays
	13.4.3. Illustration of Proposition 11.2

	13.5. The natural embedding Sp 2n -> SL 2n, n = 2, 3
	13.5.1. The regular facets
	13.5.2. Case n = 2
	13.5.3. Case n = 3


	References

