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DYNAMICS OF CLOSED SINGULARITIES

by Tobias Holck COLDING & William P. MINICOZZI II (*)

Dedicated to Marcel Berger with admiration

Abstract. — Parabolic geometric flows have the property of smoothing for
short time however, over long time, singularities are typically unavoidable, can be
very nasty and may be impossible to classify. The idea of this paper is that, by
bringing in the dynamical properties of the flow, we obtain also smoothing for
long time for generic initial conditions. When combined with one our earlier paper,
this allows us to show that, in an important special case, the singularities are the
simplest possible.

We take here the first steps towards understanding the dynamics of the flow.
The question of the dynamics of a singularity has two parts. One is: What are the
dynamics near a singularity? The second is: What is the long time behavior of the
flow of things close to the singularity.

That is, if the flow leaves a neighborhood of a singularity, is it possible for it to
re-enter the same neighborhood at a much later time? The first part is addressed
in this paper, while the second will be addressed in a forthcoming paper.
Résumé. —
Les flots géométriques paraboliques ont la propriété de régulariser en temps

court, néanmoins, en temps long, l’apparition de singularités est inévitable et elle
peuvent être compliquées et impossibles à classifier. L’idée qui sous-tend cet article
est que l’utilisation des propriétés dynamiques du flot permet d’obtenir une régula-
risation en temps long aussi, pour des conditions initiales génériques. Combiné avec
un article récent, il nous permet de montrer, dans un cas particulier important,
que les singularités sont les plus simples possibles.

Il s’agit du premier pas vers une compréhension de la dynamique du flot. La
question de la dynamique d’une singularité revêt deux aspects. Le premier est :
quelles sont les dynamiques proches d’une singularité. Le second est : quel est le
comportement en temps long des éléments proches de la singularité. Plus précisé-
ment, si le flot sort du voisinage d’une singularité, est-il possible qu’il revienne dans
ce voisinage ultérieurement ? La première question est discutée dans cet article, la
seconde dans un article à venir.
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2020 Mathematics Subject Classification: 58J35, 35K10.
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1. Introduction

The mean curvature flow, or MCF for short, is the negative gradient
flow of volume on the space of closed hypersurfaces in Euclidean space.
Under the mean curvature flow, a hypersurface locally moves in the direc-
tion where the volume element decreases the fastest. The flow has the effect
of contracting a closed hypersurface, eventually leading to its extinction in
finite time. The key to understand MCF is to understand the singularities
that the flow goes through before it becomes extinct. Singularities are mod-
eled by their blow-ups, which are called tangent flows and are shrinkers [17],
[19], [28]. A one parameter family of hypersurfacesMt flowing by the MCF
is said to be a shrinker (or self-similar around the origin in space-time) if
they evolve by rescaling, that is, if Mt =

√
−tM−1. Round spheres and

cylinders evolve self-similarly under the mean curvature flow.
Suppose that Mt is a one-parameter family of closed hypersurfaces flow-

ing by MCF. We would like to analyze the flow near a singularity in space-
time. After translating, we may assume that the singularity occurs at the
origin in space-time. If we reparametrize and rescale the flow as follows
t → M− e−t/

√
e−t, then we get a solution to the rescaled MCF equation.

The rescaled MCF is the negative gradient flow for the F -functional (or
Gaussian surface area)

F (Σ) =
∫

Σ
e−
|x|2

4 .(1.1)

The fixed points of the rescaled MCF, or equivalently the critical points of
the F -functional, are the shrinkers. The rescaling that takes place to get
to the rescaled MCF has the effect of turning the question of the dynamics
of the MCF near a singularity into a question of the dynamics near a fixed
point for the rescaled flow.
It follows from this that we can treat the rescaled MCF as a special kind

of dynamical system that is the gradient flow of a globally defined function
and where the fixed points are the singularity models for the original flow.

A one-parameter family of hypersurfaces Mt ⊂ Rn+1 flows by mean
curvature if

(1.2) xt = H̄ .

Here x is the position vector, H̄ = −H n is the mean curvature vector, n
is the outward unit normal, and the mean curvature H is given by

(1.3) H = div n =
n∑
i=1
〈∇ein, ei〉 .
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The ei’s form an orthonormal frame for the hypersurface(1) . The rescaled
MCF is the equation

xt =
(
〈x,n〉

2 −H
)

n .(1.4)

The first variation formulas for volume and weighted volume show that
the negative gradient flows for volume and the F functional are MCF and
rescaled MCF, respectively. As mentioned, the fixed points for the rescaled
MCF, or equivalently the critical points for the F functional, are shrinkers
that are self-similar around the origin. The shrinker equation is

(1.5) H = 〈x,n〉2 .

In [3], we showed that the only smooth stable shrinkers are spheres,
planes, and generalized cylinders (i.e., Sk×Rn−k). In particular, the round
sphere is the only closed stable singularity for the mean curvature flow. A
closed shrinker is said to be stable if, modulo translations and dilations, the
second derivative of the F -functional is non-negative for all variations at
the given shrinker, see [3] for the precise definition as well as the definition
of stability for non-compact shrinkers. See [6] and [7] for what is known in
higher codimension.
We will here analyze the behavior of the rescaled flow in a neighborhood

of a closed unstable shrinker. We show that, in a suitable sense, “nearly
every” hypersurface in a neighborhood of the unstable shrinkers leaves the
neighborhood, even after accounting for translations and dilations. In con-
trast, in a small neighborhood of the round sphere, all closed hypersurfaces
are convex and thus all become extinct in a round sphere under the MCF
by a result of Huisken [15]. The point in space-time where a closed hy-
persurface nearby the round sphere becomes extinct may be different from
that of the given round sphere. This corresponds to the fact that, under the
rescaled MCF, it may leave a neighborhood of the round sphere but does so
near a translation of the round sphere. Similarly, in a neighborhood of an
unstable shrinker, there are closed hypersurfaces that under the rescaled
MCF leave the neighborhood of the shrinker but do so in a trivial way,
namely, near a translate of the given unstable shrinker. However, we will
show that a typical closed hypersurface near an unstable shrinker not only
leaves a neighborhood of the shrinker, but, when it does, is not close to a
rigid motion or dilation of the given shrinker.

(1)With this convention, H is n/R on the n-sphere of radius R in Rn+1 and H is k/R
on the “cylinder” Sk × Rn−k ⊂ Rn+1 of radius R.

TOME 69 (2019), FASCICULE 7
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In [1], Angenent constructed by ODE methods a shrinking donut in R3

together with similar higher dimensional examples. Angenent’s example
was given by rotating a simple closed curve in the plane around an axis
and, thus, had the topology of a torus. In fact, numerical evidence (see
Chopp [2], and Ilmanen [20]) suggests that, unlike for the case of curves,
a complete classification of shrinkers is impossible in higher dimensions as
the examples appear to be so plentiful and varied; cf. also [21], [22] and [26].
See the surveys [5] and [8] for further discussion.

1.1. Dynamics near a closed shrinker

Let E be the Banach space of C2,α functions on a smooth closed embed-
ded hypersurface Σ ⊂ Rn+1 with unit normal n. Let Υ be the map from E

to subsets of Rn+1 that takes u to its normal exponential graph Υ(u)

(1.6) Υ(u) = {p+ u(p) n(p) | p ∈ Σ} .

Since Σ is closed and embedded, there is a neighborhood U of 0 in E where
Υ is a bijection to a neighborhood Û = Υ(U) of Σ in the space of C2,α

closed hypersurfaces.
The conformal linear group H, generated by rigid motions and dilations,

acts naturally on subsets of Rn+1, preserving the space of C2,α closed hy-
persurfaces. Note that not all elements of the orbit H(Σ) =

⋃
g∈H g(Σ) are

graphs over Σ.
If E1, E2 are subspaces of E with E1 ∩E2 = {0} and that together span

E, i.e., so that

(1.7) E = {x1 + x2 |x1 ∈ E1, x2 ∈ E2} ,

then we will say that E = E1 ⊕ E2 is a splitting of E.
Our result about the dynamics near a shrinker says that “nearly every”

hypersurface in a neighborhood of Σ leaves a neighborhood of the orbit
H(Σ) under the recaled MCF.

Theorem 1.1. — Suppose that Σn ⊂ Rn+1 is a smooth closed embed-
ded shrinker, but is not a sphere. There exists an open neighborhood O ⊂ U
of 0 and a subset W of O so that:

• There is a splitting E = E1 ⊕ E2 with dim(E1) > 0 so that
W is contained in the graph (x, u(x)) of a continuous mapping
u : E2 → E1.

• If Σ′ ∈ Υ(O \ W ), then the rescaled MCF starting at Σ′ leaves⋃
g∈H g(Υ(O)).
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The space E2 is loosely speaking the span of all the contracting directions
for the flow together with all the directions tangent to the action of the
conformal linear group. It turns out that all the directions tangent to the
group action are expanding directions for the flow.
Recall that the (local) stable manifold is the set of points x near the

fixed point so that the flow starting from x is defined for all time, remains
near the fixed point, and converges to the fixed point as t→∞. Obviously,
Theorem 1.1 implies that the local stable manifold is contained in W ; we
emphasize that W may have gaps.

There are several earlier results that analyze rescaled MCF near a closed
shrinker, but all of these are for round circles and spheres which are stable
under the flow. The earliest are the global results of Gage–Hamilton [12],
and Huisken [15], showing that closed embedded convex hypersurfaces flow
to spheres. There is a later estimate of Sesum [27], on the rate of con-
vergence in Huisken’s theorem. There is also the stable manifold theorem
of Epstein–Weinstein [11], from the late 1980s for the curve shortening
flow that also applies to closed immersed shrinking curves, but does not
incorporate the group action. In particular, for something to be in Epstein–
Weinstein’s stable manifold, then under the rescaled flow it has to limit into
the given shrinking curve. In other words, for a curve to be in their stable
manifold it is not enough that it limit into a rotation, translation or dila-
tion of the shrinking curve. Theorem 1.1 deals with unstable critical points,
where we do not have the geometric estimates of the convex case. The dy-
namics is greatly complicated by the action of the non-compact group of
conformal linear transformations.

1.2. The heuristics of the local dynamics

We close this introduction by indicating why Theorem 1.1 should hold.
Before getting to this, it is useful to recall the simple case of gradient flows
near a critical point on a finite dimensional manifold. Suppose therefore
that F : R2 → R is a smooth function with a non-degenerate critical point
at 0 (so ∇F (0) = 0, but the Hessian of F at 0 has rank 2). The behavior
of the negative gradient flow

(1.8) (x′, y′) = −∇F (x, y)

is determined by the Hessian of F at 0. For instance, if F (x, y) = a
2 x

2+ b
2 y

2

for constants a and b, then the negative gradient flow solves the ODE’s
x′ = −a x and y′ = −b y. Hence, the flow lines are given by x = e−at x(0)

TOME 69 (2019), FASCICULE 7
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and y = e−bt y(0). From this we see that the behavior of the flow near a
critical point depends on the index of the critical point. The critical point
0 is “generic”, or dynamically stable, if and only if it has index 0. When
the index is positive, the critical point is not generic and a “random” flow
line will miss the critical point.
We will next very briefly explain the underlying reason for the above

theorem about the local dynamics near a closed shrinker and why it is an
infinite dimensional and nonlinear version of the simple finite dimensional
example just discussed.

Suppose Σ is a manifold and f is a function on Σ. Let wi be an orthonor-
mal basis of the Hilbert space L2(Σ, e−f dVol), where the inner product is
given by 〈v, w〉 =

∫
Σ v w e−f dVol. For constants µi ∈ R define a func-

tion F on the infinite dimensional space L2(Σ, e−f dVol) as follows: If
w ∈ L2(Σ, e−f dVol), then

(1.9) F (w) =
∑
i

µi
2 〈w,wi〉

2 .

As in the finite dimensional case, the negative gradient flow of F is:

(1.10) Ψt(w) = e−µit〈wi, w〉 .

Of particular interest is when Σn ⊂ Rn+1 is a shrinker, f(x) = |x|2
4 , and

the basis wi are eigenfunctions with eigenvalues µi of a self-adjoint operator
L of the form

(1.11) Lw = Lw + |A|2 w + 1
2w ,

where Lw = ∆w − 1
2 〈x,∇w〉 is the drift Laplacian. The reason this is of

particular interest is because in [3] it was shown that the Hessian of the
F -functional is given by

(1.12) HessF (v, w) = −
∫

Σ
v Lw e−

|x|2
4 .

For an F of this form, the negative gradient flow is equal to the heat
flow of the linear heat operator (∂t − L). Moreover, this linear heat flow is
the linearization of the rescaled MCF at the shrinker. It follows that the
rescaled MCF near the shrinker is approximated by the negative gradient
flow of F . This is also reflected by fact that if we formally write down the
first three terms in the Taylor expansion of F , then we get the value of F
at Σ plus a first order polynomial which is zero since Σ is a critical point of
F plus a polynomial of degree two which is given by the Hessian of F and
is exactly F . This gives a heuristic explanation for the above theorem: The

ANNALES DE L’INSTITUT FOURIER
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dynamics of the negative gradient flow of the F functional should be well
approximated by the dynamics for its second order Taylor polynomial.

2. Dynamics at an unstable critical point

In this section, we will prove a variation on the stable manifold theo-
rem for dynamical systems in a neighborhood of a fixed point. This will
be applied later to the rescaled MCF near a shrinker. In this section, we
will keep things general, assuming a few basic properties and making no
reference to MCF.

Throughout this section, E is a Banach space, Ψ is a continuous map
from a neighborhood of 0 in E to E with Ψ(0) = 0, T : E → E is a bounded
linear map, and Q is a bounded positive definite symmetric bilinear form(2)

on E. We will use ‖x‖ and ‖x‖Q =
√
Q(x, x) to denote the E-norm and Q-

norm, respectively, of x ∈ E. Since Q is bounded, there is a constant CQ so
that |Q(x, y)| 6 CQ ‖x‖ ‖y‖ for all x, y ∈ E. In particular, ‖x‖2Q 6 CQ ‖x‖2.
We will assume that E,Ψ, T,Q satisfy the following conditions:
(1) There is a splitting E = E1 ⊕ E2 so that:

• E1 and E2 are Q-orthogonal, i.e., Q : E1 × E2 → 0.
• E1 and E2 are T -invariant, i.e., T : Ej → Ej for j = 1, 2.
• The Q-orthogonal projection P1 : E → E1 is continuous.

(2) T is Q-continuous and there exist λ > 1 and µ ∈ (0, λ) so that:
• If x ∈ E1, then ‖T (x)‖Q > λ ‖x‖Q.
• If x ∈ E2, then ‖T (x)‖Q 6 µ ‖x‖Q.

(3) Given ε > 0, there exists r > 0 so that if x, y ∈ Br ⊂ E, then

‖(Ψ− T )(x)− (Ψ− T )(y)‖Q 6 ε ‖x− y‖Q .

Remarks.

• Ψ(x) should be thought of as the time one flow of x and, when
defined, Ψm(x) = Ψ(Ψm−1(x)) as the time m flow of x.

• Property (2) says that T is strictly expanding on E1 in the Q-norm
and is less expanding on E2; often, T will actually be contracting
on E2.

• Property (3) is a local Lipschitz bound on (Ψ− T ) with respect to
the Q-norm; we will refer to this as Q-Lipschitz. Essentially, T is
the linear part of the Taylor expansion of Ψ at the fixed point 0.

(2)When we apply this, E will be the Banach space of C2,α functions on a shrinker and
the bilinear form Q will be a weighted W 1,2 norm.

TOME 69 (2019), FASCICULE 7
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• The Q-Lipschitz approximation (3) is only valid on a ball in the
Banach space norm. If this could be replaced by the Q-norm, then
we would work just with the Q-norm.

The next lemma shows that the assumption in (1) that P1 : E → E1 is
continuous is always satisfied when E1 is finite dimensional.

Lemma 2.1. — If dim(E1) <∞, then P1 is continuous and, thus, so is
P2(x) = x− P1(x).

The proof is a standard consequence of the following simple fact:

Lemma 2.2. — Let E be a Banach space and Q a positive definite sym-
metric bilinear form on E. If E1 is a subspace of E and dim(E1) <∞, then
there exists κ > 0 so that

(2.1) κ ‖x‖ 6 ‖x‖Q for all x ∈ E1 .

Proof. — Set n = dim(E1) and let v1, . . . , vn be a Q-orthonormal basis
for E1 and set Λ = maxi ‖vi‖. If x =

∑n
i=1 xi vi, then

�(2.2) ‖x‖ 6
n∑
i=1
‖xi vi‖ 6 Λ

n∑
i=1
|xi| 6 Λ

√
n

(
n∑
i=1

x2
i

)1
2

= Λ
√
n ‖x‖Q .

Proof of Lemma 2.1. — Since P1 is linear, we must show it is bounded.
Given x ∈ E, we have that P1(x) ∈ E1 so Lemma 2.2 gives

(2.3) κ ‖P1(x)‖ 6 ‖P1(x)‖Q 6 ‖x‖Q 6
√
CQ ‖x‖ ,

where the second inequality used that P1 is Q-orthogonal projection and
the last inequality used that Q is bounded. �

It is convenient to let (x1, x2) ∈ E1 ⊕ E2 be the coordinates of a point
x ∈ E. Let Ψj denote Ψ followed by the Q-orthogonal projection Pj to Ej .
We will assume that ε > 0 is small enough that

(2.4) λ− 2ε > 1 and λ− 2ε
µ+ 2ε > 1 .

Let W be the set of points whose trajectories never leave the closed
ball Br
(2.5) W = {x ∈ Br |Ψn(x) ∈ Br for all n > 0} .

Since Ψ is continuous, W is closed. The next proposition shows that W is
a graph over E2.

Proposition 2.3. — W is the graph of a Q-Lipschitz mapping u :
P2(W ) ⊂ E2 → E1. If E1 is finite dimensional, then u is Lipschitz.
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The idea is that if W was not a graph over E2, then it would contain a
pair of points whose difference was in the expanding direction for T . Since
T closely approximates Ψ, repeatedly applying Ψ will eventually take at
least one of the points out of the ball. This argument gives a cone condition
for W that implies Lipschitz regularity.
The proof is modeled on results from [14] for hyperbolic diffeomorphisms.

We start with a lemma that shows that a cone condition is preserved when
we apply Ψ.

Lemma 2.4. — If ε > 0, r = r(ε) is from (3), x, y ∈ Br ⊂ E and
‖x1 − y1‖Q > ‖x2 − y2‖Q, then

‖Ψ1(x)−Ψ1(y)‖Q > (λ− 2 ε) ‖x1 − y1‖Q > ‖Ψ2(x)−Ψ2(y)‖Q .(2.6)

Proof. — Set Tj = Pj ◦ T . Since Ψ1 = P1 ◦ (T + (Ψ− T )) and T and P1
are linear, we have

Ψ1(x)−Ψ1(y) = T1(x− y) + P1 ((Ψ− T )(x)− (Ψ− T )(y)) .(2.7)

Since P1 does not increase the Q-norm, (3) gives that

(2.8) ‖P1 ((Ψ− T )(x)− (Ψ− T )(y))‖Q
6 ‖(Ψ− T )(x)− (Ψ− T )(y)‖Q 6 ε ‖x− y‖Q .

Using this in (2.7) and using that T1 is uniformly expanding gives

(2.9) ‖Ψ1(x)−Ψ1(y)‖Q > λ ‖x1−y1‖Q−ε ‖x−y‖Q > (λ−2 ε) ‖x1−y1‖Q ,

where the last inequality used that ‖x1 − y1‖Q > ‖x2 − y2‖Q. This gives
the first inequality in (2.6). To get the second inequality in (2.6), observe
that

(2.10) ‖Ψ2(x)−Ψ2(y)‖Q 6 |T2(x− y)‖Q + ‖(Ψ− T )(x)− (Ψ− T )(y)‖Q
6 µ ‖x2 − y2‖Q + ε ‖x− y‖Q 6 (µ+ 2ε) ‖x1 − y1‖Q

6 (λ− 2ε) ‖x1 − y1‖Q ,

where the last inequality used (2.4). �

Proof of Proposition 2.3. Suppose that x, y ∈W . We claim that

(2.11) ‖x2 − y2‖Q > ‖x1 − y1‖Q .

We will prove (2.11) by contradiction. If (2.11) fails, then Lemma 2.4 gives

(2.12) ‖Ψ1(x)−Ψ1(y)‖Q > (λ− 2 ε) ‖x1 − y1‖Q > ‖Ψ2(x)−Ψ2(y)‖Q .

TOME 69 (2019), FASCICULE 7
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Note that this implies that Lemma 2.4 also applies to Ψ(x) and Ψ(y) (these
remain in Br by the definition of W ), so that we can repeatedly apply the
lemma to get

(2.13) 2r
√
CQ >

√
CQ ‖Ψn(x)−Ψn(y)‖
> ‖P1(Ψn(x)−Ψn(y))‖Q > (λ− 2 ε)n ‖x1 − y1‖Q .

Since r is fixed and λ − 2 ε is strictly greater than one, this gives a con-
tradiction when n is sufficiently large. Therefore, we conclude that (2.11)
holds as claimed.
The first consequence of (2.11) is that W is a graph over E2. Namely, if

x, y ∈ W and x2 = y2, then (2.11) implies that x1 = y1. Define the subset
W2 ⊂ E2 by

(2.14) W2 = {P2(x) |x ∈W} .

Define a map u : W2 → E1 by u(x2) = x1 where (x1, x2) ∈ W . It follows
from (2.11) that

(2.15) ‖u(x2)− u(y2)‖Q 6 ‖x2 − y2‖Q

for every x2, y2 ∈ W . In other words, the mapping u is Q-Lipschitz with
norm one.
Finally, suppose that E1 is finite dimensional. Lemma 2.2 gives κ > 0 so

that if z ∈ E1, then κ ‖z‖ 6 ‖z‖Q . Therefore, if x, y ∈ E2, then

(2.16) κ ‖u(x)− u(y)‖ 6 ‖u(x)− u(y)‖Q 6 |x− y|Q 6
√
CQ ‖x− y‖ ,

where the second inequality used that u is Q-Lipschitz and the last inequal-
ity used that Q is bounded. It follows that u is Lipschitz. �

2.1. A group action

We will now extend the results from the previous subsection to allow for
an action by a group R on E. Let R0 be the orbit of 0 under the R action.
We will assume that R has the following properties:
(R0) R commutes with Ψ and is 2-bi-Lipschitz on a neighborhood of 0

in E: If g ∈ R and ‖x‖, ‖y‖, ‖g(x)‖, ‖g(y)‖ < r̄ for some r̄ > 0, then

1
2 ‖x− y‖ 6 ‖g(x)− g(y)‖ 6 2 ‖x− y‖ .(2.17)

ANNALES DE L’INSTITUT FOURIER
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(R1) E1 is transverse to R0: There exists r0 > 0 and a continuous strictly
increasing function d0 : [0, r0) → R with d0(0) = 0, so that if
|x| < r0 and ‖x2‖Q 6 ‖x1‖Q, then

distE(x,R0) > d0(‖x‖) .(2.18)

(R2) To first order, R is non-contracting on E1 and non-expanding on
E2: There exist r1 > 0 and a continuous function δ0 on R with
δ0(0) = 0 so that if r 6 r1, g ∈ R, ‖x‖, ‖y‖, ‖g(x)‖ < r

3 , then
‖g(y)‖ < r and

‖x1 − y1‖Q − δ0(r) ‖x− y‖Q 6 ‖(g(y)− g(x))1‖Q ,(2.19)
‖(g(y)− g(x))2‖Q 6 ‖x2 − y2‖Q + δ0(r) ‖x− y‖Q .(2.20)

Let s > 0 be a small constant to be chosen and let W0 be the set of
points whose trajectories never leave the (closed) s-tubular neighborhood
of the orbit R0 under the action of Ψ

(2.21) W0 = {x ∈ E | ∀ n > 0, ∃ gn ∈ R, gn(Ψn(x)) ∈ Bs} .

Since Ψ and the action are continuous, W0 is closed. The next proposition
shows that W0 is a graph over E2.

Proposition 2.5. — If s > 0 is sufficiently small, then Bs ∩W0 is the
graph of a Q-Lipschitz mapping u : P2(W0) ⊂ E2 → E1. If, in addition, E1
is finite dimensional, then u is Lipschitz.

Proof. — Suppose that x ∈ Bs ∩W0 and let y ∈ Bs be any point with

‖x2 − y2‖Q < ‖x1 − y1‖Q .(2.22)

The first part of the proposition follows if we show that y /∈W0.
Define sequences of points xi and yi as follows:
• Set x1 = x and y1 = y.
• For each i > 1, choose gi ∈ R so that ‖gi(Ψ(xi−1))‖ < s and then
set xi = gi(Ψ(xi−1)) and yi = gi(Ψ(yi−1)).

Fix some small r1 > 0 (to be chosen small and then choosing s ∈ (0, d0(r1)).
Repeatedly applying Lemma 2.4 and (R2), it follows that there exists κ > 1
so that
(C1) If ‖yi‖ < r1 for all i < n, then

(2.23) ‖(xn − yn)1‖Q > κ
n−1 ‖x1 − y1‖Q > |‖(xn − yn)2‖Q .

Since κ > 1 and the Q-norm is continuous, there must be a first n so that
r1 6 ‖yn‖. Once we have this, then (R1) implies that

distE(yn,R0) > d0(r1) > 2 s .(2.24)
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Let g = gn◦gn−1◦· · ·◦g2, so that yn = g(Ψn−1(y)) by the first part of (R0).
Since R preserves the orbit R0, it follows from this and the second part
of (R0) that

distE(Ψn−1(y),R0) = distE(g−1(yn),R0) > 1
2 distE(yn,R0) > s .(2.25)

In particular, y is not in W0, completing the proof of the first part.
Finally, the second claim follows as in Proposition 2.3. �

3. The dynamics of rescaled MCF

We will apply the dynamics results from the previous section to study
rescaled MCF in a neighborhood of a smooth closed embedded shrinker Σ
that is not a round sphere.

3.1. The Banach space E, the map Ψ, and the norm Q

The Banach space E will be the Hölder space of C2,α functions on Σ, so
the ‖ · ‖E is the C2,α norm. Define the map Ψt to be the time t rescaled
MCF acting on the space E, where here, and later when it is clear, we use
Υ to identify a function with its graph over Σ. Since Σ is a fixed point of
the rescaled MCF, Ψt(0) = 0 for all t. Let Ψ = Ψ1 be the time one flow.

We will use the second variation operator L of Σ to define the norm Q,
the splitting E = E1 ⊕ E2, and the linear map T : E → E. Recall that,
by [3],

L = ∆− 1
2 〈x,∇·〉 ,(3.1)

L = L+ |A|2 + 1
2 .(3.2)

These operators are symmetric with respect to the Gaussian L2 norm

(u, v)→
∫

Σ
uv e−

|x|2
4 .(3.3)

Fix a positive constant Λ > |A|2 + 3
2 and define the bilinear form Q by

(3.4) Q(u, v) =
∫

Σ
{Λu v − uLv} e−

|x|2
4 .

Since the weight e−
|x|2

4 is bounded by one, Q is bounded by a constant
times E. Since L is symmetric with the Gaussian L2 norm, it follows that
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Q is symmetric and, moreover, that L is also symmetric with respect to Q.
Finally, observe that Q is bounded above and below by the Gaussian W 1,2

norm.

3.2. The splitting and the map T

By Corollary 5.15 (with the obvious modifications(3) ), Theorem 5.2 and
Theorem 4.30 in [3], we have:

• L has a complete Q-orthonormal basis of eigenfunctions wi with
Lwi = −µi wi, where the eigenvalues µi go to infinity.

• LH = H. If v is a constant vector field and n is the unit normal,
then L 〈v,n〉 = 1

2 〈v,n〉. If z is a vector field generating a rotation,
then L 〈z,n〉 = 0.(4)

• The lowest eigenvalue µ1 < −1 (since Σ is not a round sphere).
Let E1 be the span of the eigenspaces with eigenvalues less than −1, i.e.,

(3.5) E1 = Span{wi |µi < −1} .

Since the µi’s go to ∞, we have 0 < dim(E1) < ∞. By Lemma 2.1, P1 is
continuous.
Let E2 be the span of the eigenspaces with eigenvalue at least −1, so

the Q-orthogonality of the wi’s implies that E1 and E2 are Q-orthogonal.
The vector fields generating rotations, dilations and translations are all
contained in E2; this will be important later.
The linear map T : E → E is defined on the Q-basis {wi} by

(3.6) T wi = e−µi wi .

It is clear that T preserves each Ej and is Q-bounded (since the µi’s are
bounded from below). Property (2) also follows immediately with µ = e
and λ = e−µj where µj is the largest eigenvalue below −1. To see that T is
bounded, observe that T can alternatively be defined by T (w)(x) = w(x, 1)
where w(x, t) is the solution of the linear parabolic equation

∂t w(x, t) = Lw(x, t) ,(3.7)

(3) [3] used the Gaussian L2 norm; the extension to the Q norm follows with obvious
modifications.
(4)A translation of Rn+1 is generated by a vector v and a dilation is generated by
the vector field x. Taking the normal parts of these gives the vector fields 〈v, n〉 and
〈x, n〉 = 2 H.
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with initial condition w(x, 0) = w(x). Interior Schauder estimates for lin-
ear equations (e.g., [25, Theorem 4.9]) then implies that ‖w( · , 1)‖C2,α 6
C ‖w‖C0 and, thus, ‖T (w)‖ 6 C ‖w‖.

The above defines all of the objects needed for the dynamical system and
we have verified all of the needed properties except for three:

• Ψ is defined on a neighborhood of 0.
• Ψ is continuous.
• Ψ satisfies the Q-Lipschitz approximation property (3).

These will be proven in the next two sections.

4. Local existence for rescaled MCF: Ψ is defined near 0

In this section, we will look at the rescaled MCF of graphs over a fixed
smooth closed embedded shrinker Σ. The next lemma establishes local
existence of the rescaled MCF Ψt for t 6 1 and shows that it is continuous
at 0; this is well-known to experts, but the exact dependence is needed here
and does not appear to be recorded in the literature. Analogous results
for graphical mean curvature flow were proven by Lieberman [24], and
Huisken [16], and the results in this section follow similarly.

Lemma 4.1. — There exists δ1, ε and α > 0 and C so that if w ∈ C2,α

satisfies

(4.1) |w|+ |∇w| 6 δ 6 δ1 and |Hessw| 6 1 ,

then there is a solution of rescaled MCF u : Σ× [0, 1]→ R with u(x, 0) =
w(x) and

• |u| 6 C δ, |∇u| 6 C
√
δ and |Hessu| 6 C.

• ‖u( · , 1)‖C2,α 6 C δε.

Lemma 4.1 verifies the first of the three remaining properties for the
dynamical system.

We will first establish uniform bounds for the solutions and, in the pro-
cess, prove Lemma 4.1. We will then show that Ψ is continuous. In the next
section, we will use these bounds and the finer structure of the nonlinearity
to establish the Q-Lipschitz approximation property.
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4.1. The graph equation for rescaled MCF

In this subsection, we give the basic properties of graphical rescaled mean
curvature flow equation ∂t u =Mu. The next lemma shows that the graph-
ical rescaled MCF equation is quasilinear and uniformly parabolic so long
as |∇u| and |u| are sufficiently small.

Lemma 4.2 ([4]). — The equation ∂t u = Mu is the quasilinear para-
bolic equation

∂t u = Ω(x, u,∇u) + Φαβ(x, u,∇u)uαβ ,(4.2)

where Ω(x, s, y) and Φ(x, s, y) depend smoothly on x, s, y as long as |s| and
|y| are sufficiently small and Φαβ(x, 0, 0) = δαβ is the identity matrix.

The next lemma writes the graphical rescaled MCF equation as a per-
turbation of the linearized equation. The nonlinearity Q(u) is essentially
quadratic, so Q(u)−Q(v) is bounded by Cu,v (u− v) where Cu,v is small
when u and v are.

Lemma 4.3. — We have Mu = Lu +Q(u), where the nonlinearity Q
satisfies

(Q) There exist C and ε > 0 so that if ‖u‖C1 6 ε and ‖v‖C1 6 ε, then

Q(u)−Q(v) = f + divΣ(W ) + 〈∇h̄u, V 〉+ 〈∇ (h+H (u− v)) , V v〉 ,

where f , h and h̄u are smooth functions, H is the mean curvature
of Σ, and V , V v and W are smooth vector fields satisfying:

|f |, |h|, |W | 6 C (‖u‖C1 + ‖v‖C1) (|u− v|+ |∇u−∇v|) ,(4.3)
|V | 6 C (|u− v|+ |∇u−∇v|) ,(4.4)

|h̄u|, |V v| 6 C (‖u‖C1 + ‖v‖C1) ,(4.5) ∣∣∇h̄u∣∣ 6 C ‖u‖C1 (1 + |Hessu|) ,(4.6)

|divΣ(V v)| 6 C ‖v‖C2 .(4.7)

Finally, we have

(4.8) |divΣ(W )|
6 C (‖u‖C1 + ‖v‖C1) (|u− v|+ |∇u−∇v|+ |Hessu−Hessv|)

+ C |Hessu| (|u− v|+ |∇u−∇v|) ,

(4.9) |∇h| 6 C(1 + |Hessu|) (|u− v|+ |∇u−∇v|)
+ C (|u|+ |∇u|) |Hessu−Hessv| .

Lemma 4.3 will be proven in an appendix.
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4.2. Local existence for the graph equation

We are now prepared to prove Lemma 4.1. Using Lemma 4.2, we can write
the equation as a quasilinear parabolic equation. The argument follows the
approach for graphical MCF in [16], [24] with three steps:

• Bound |u| and |∇u| so that the equation becomes uniformly para-
bolic.

• Use the Cα estimate on ∇u for uniformly parabolic quasilinear
equations.

• Appeal to the Schauder estimates for linear equations.
Short time existence follows from standard arguments, but it also follows

directly from short time existence for MCF together with the relationship
between MCF and rescaled MCF. The point is to obtain uniform estimates
along the flow. The first step is to establish uniform estimates for the height
of the graph. This is done in the next lemma for a solution u : Σ×[0, ε]→ R
of the graphical rescaled MCF equation, where ε ∈ (0, 1].

Lemma 4.4. — There exist C and δ > 0 so that if supΣ |u( · , 0)| 6 δ,
then

(4.10) sup
Σ×[0,ε]

|u| 6 C sup
Σ
|u( · , 0)| .

Proof. — We first bound the positive part of the maximum of u. Given
t, choose p ∈ Σ with

(4.11) u(p, t) = max
x

u(x, t) .

We may assume that u(p, t) > 0 since we are otherwise done. By the first
derivative test, ∇u(p, t) = 0. The second derivative test gives that uαβ(p, t)
is negative semi-definite.
By Lemma 4.2, Ω(p, 0, 0) = 0, Φαβ(p, 0, 0) = δαβ , and both Ω and Φαβ

are smooth as long as |u| is sufficiently small. In particular, there exist
δ1 > 0 and C1 > 0 so that if s 6 δ1, then

• Φαβ(p, s, 0) is positive definite and |Ω(p, s, 0)| 6 C1 s.
In particular, as long as the maximum u(p, t) is at most δ1, then we have
that

(4.12) ∂t u(p, t) = Ω(p, u(p, t), 0)+Φαβ(p, u(p, t), 0)uαβ(p, t) 6 C1 u(p, t) .

From this, it will follow for x ∈ Σ and t ∈ [0, ε] that

(4.13) u(x, t) 6 eC1 t max
x
|u|(x, 0)

as long as supx u(x, 0) 6 δ ≡ 1
2 e−2C1 δ1.
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We will prove (4.13) by contradiction, so suppose that there exists t̄ ∈
(0, ε] so that (4.13) fails at time t̄. In particular, we can choose κ > 0 (but
less than min{C1, 1}) so that

(4.14) e−(C1+κ) t̄ max
x

u(x, t̄) > κδ1 + max
x

u(x, 0) .

We will get a contradiction from this. Define an auxiliary function

(4.15) v(x, t) = e−(C1+κ) t u(x, t) .

It follows that

v(x, 0) 6 max
x
|u(x, 0)| and max

x
v(x, t̄) > κδ + max

x
|u(x, 0)| .

Let T < t̄ be the smallest time that the maximum of v on Σ × [0, T ] is at
least κ δ + maxx |u|(x, 0). It follows that the maximum of v on Σ × [0, T ]
occurs at a point (p, T ). Since this is the first time, we have v(p, T ) =
κ δ + maxx |u|(x, 0) 6 2 δ and, thus,

(4.16) u(p, T ) = e(C1+κ)T v(p, T ) 6 2 δ e(C1+κ)T 6 δ1 .

By the first derivative test in time, we have

(4.17) 0 6 e(C1+κ)T ∂tv(p, T ) = ∂tu(p, T )− (C1 + κ)u(p, T ) .

However, (4.16) allows us to apply (4.12) at (p, T ), giving the desired con-
tradiction. Thus, we get that at each point x ∈ Σ and time t ∈ [0, ε] we
have

(4.18) max{0, u(x, t)} 6 eC1 t max
x
|u|(x, 0) .

The bound for the negative part follows by the same argument, but with
the inequality on the ∂t derivative and on the Hessian of u reversed. �

We will need the following standard maximum principle argument:

Lemma 4.5. — If f : Mt × [0, T ]→ [0,∞) satisfies maxM0 f 6 C and

(∂t −∆Mt
) f 6 2 f2 ,(4.19)

then maxMt f 6 2C for t 6 1
4C .

Proof. — Define m(t) = max{w(x, s) | s 6 t}. A standard argument
shows that m(t) satisfies the differential equality m′(t) 6 2m2(t). In par-
ticular, (

1
m(t)

)′
= −m

′(t)
m2(t) > −2 .(4.20)

Since m(0) 6 C, integrating this gives that 1
m(t) −

1
m(0) > −2 t and, thus,

m(t) 6 1
1
C−2t . It follows that m(t) 6 2C as long as t 6 1

4C . �
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We next apply this to get a short-time uniform curvature estimate for
MCF.

Corollary 4.6. — If Mt is a MCF with supM0 |A|
2 6 C, then

supMt
|A|2 6 2C for t 6 1

4C .

Proof. — Simons’ equation ([18, Theorem 3.2]) for |A|2 gives that

(∂t −∆Mt
) |A|2 = −2 |∇A|2 + 2|A|4 .(4.21)

The Corollary now follows by applying Lemma 4.5 with f = |A|2. �

Proposition 4.7. — Given Σ, there exists δ0, α′, ε0 > 0 and C so that
if w : Σ→ R satisfies

(4.22) |w|+ |∇w| 6 δ 6 δ0 and |Hessw| 6 1 ,

then there is a solution of rescaled MCF u : Σ× [0, ε0]→ R with u(x, 0) =
w(x) and

(A) |u| 6 C δ, |Hessu| 6 C, and |∇u|2 6 C δ on Σ× [0, ε0].
(B) ‖u( · , ε0)‖C2,α′ 6 C.
(C) Given α ∈ [0, α′), we have ‖u( · , ε0)‖C2,α 6 C δ

α′−α
2+α′ .

Proof. — The first bound in (A) follows from Lemma 4.4. The second
bound in (A) follows from Corollary 4.6 and the relationship between MCF
and the rescaled MCF; this is where ε0 > 0 is chosen. The third bound
in (A) follows from the first two bounds and the interpolation inequality

(4.23) sup
Σ
|∇f |2 6 C

(
sup

Σ
|f |
) (

sup
Σ
|Hessf |

)
.

Using the uniform |u| and |∇u| bounds from (A), Lemma 4.2 implies that
the graphical mean curvature flow equation is uniformly parabolic and we
get an interior Hölder gradient estimate (see [25, 12.10]; cf. [23], [24, 4.6]):

(4.24) ‖∇u‖Cα′ ({t> ε0
4 })
6 C ′ ,

for constants C ′ and α′ > 0 depending on the other bounds thus far. Since
the space-time gradient of u is bounded, u is also Hölder continuous. Thus,
the chain rule gives

‖Φαβ(x, u,∇u)‖Cα′ ({t> ε0
4 })
6 C ′ ,(4.25)

‖Ω(x, u,∇u)‖Cα′ ({t> ε0
4 })
6 C ′ .(4.26)

We can now appeal to the interior Schauder estimates ([25, Theorem 4.9])
for the linear equation to get an interior C2,α′ bound on u

‖u‖C2,α′ ({t> ε0
3 })
6C

(
sup |u( · , 0)|+‖Ω(x, u,∇u)‖Cα′ ({t> ε0

4 })

)
6C ′ .(4.27)
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This gives (B). To get (C), we use the interpolation inequality (see [13,
p. 141])

(4.28) ‖u‖Ck,α(Σ) 6 C
(
‖u‖Ck1,α1 (Σ)

)µ (‖u‖Ck2,α2 (Σ)
)1−µ

,

where 0 < µ < 1 and

(4.29) k + α = µ(k1 + α1) + (1− µ) (k2 + α2) .

If we set k = k1 = 2, k2 = 0, α1 = α′ and α2 = 0, then µ = 2+α
2+α′ and we

get (C). �

Iterating this gives essentially the same corollary, but on the unit time
interval [0, 1].

Corollary 4.8. — Choosing δ0 > 0 smaller and C larger, Proposi-
tion 4.7 holds with ε0 = 1.

Proof. — Proposition 4.7 gives a solution u for t 6 ε0. However, prop-
erty (C) implies that the C2 norm of u( · , ε0) is small (i.e., bounded by a
positive power of δ). Therefore, we can apply Proposition 4.7 again but this
time with w(x) = u(x, ε0). After iterating Proposition 4.7 approximately
1/ε0 times, we get a solution up to t = 1. �

Proof of Lemma 4.1. — It follows immediately from Corollary 4.8. �

5. The Q-Lipschitz approximation property

We will prove that the mapping Ψ given by time one rescaled MCF is
continuous:

Corollary 5.1. — There exist α > 0 and a neighborhood of 0 in C2,α

so that Ψ is continuous.

Furthermore, we will prove that Ψ has the Q-Lipschitz approximation
property (3), i.e., the Q-Lipschitz norm of Ψ− T is small. Thus, let u be a
solution of the nonlinear equation

(∂t − L) u = Q(u) ,(5.1)

where the nonlinear Q satisfies property (Q) from Lemma 4.3 on a closed
shrinker Σ.

Proposition 5.2. — Given C2, there exist δ1 > 0, ε > 0 and C1 so
that if u1, u2 solve (5.1) for t ∈ [0, 1] with

‖ui‖C1 6 δ 6 δ1, |Hessui | 6 C2 and ui(x, 0) = wi(x) for i = 1, 2 ,
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and T is the linear map from (3.6), then

‖(u1(x, 1)−T (w1)(x))−(u2(x, 1)−T (w2)(x))‖2W 1,2 6 C1 δ
ε ‖w1−w2‖2L2 .

5.1. Lipschitz continuity of Q

The next lemma shows that the nonlinearity Q is Lipschitz with an arbi-
trarily small Lipschitz bound near 0. This is expected as the nonlinearity is
higher order and thus, formally, its derivative at 0 is zero. We will give two
formulations of this. The first is an integral bound with a slightly better
dependence, while the second is a pointwise bound that depends also on
the second derivatives of the difference.

Lemma 5.3. — There exist C and δ0 > 0 so that if u1 and u2 have
|ui| + |∇ui| 6 δ 6 δ0 and |Hessui | 6 C2 for i = 1, 2 and v is a function,
then

(5.2)
∫

Σ
v (Q(u1)−Q(u2)) e−

|x|2
4

6 C δ
∫

Σ
((1 + C2) |v|+ |∇v|) (|u|+ |∇u|) e−

|x|2
4 ,

where u(p) = u1(p)− u2(p) is the difference of the ui’s. Moreover, we have

|Q(u1)−Q(u2)| 6 C(δ + C2) (|u|+ |∇u|) + C δ |Hessu| .(5.3)

Proof. — Property (Q) from Lemma 4.3 gives that

(5.4) v (Q(u1)−Q(u2))

= v
(
f + divΣ(W ) + 〈∇h̄u1 , V 〉+ 〈∇h, V u2〉+ 〈∇(H u), V u2〉

)
,

where f , h, h̄u1 , V , V u2 and W are given by property (Q) and H is the
mean curvature of Σ. We will bound the integrals of each of the five terms
on the right individually.
The first term. — Using the bound |f | 6 C δ (|u|+ |∇u|) from prop-

erty (Q) gives∣∣∣∣∫
Σ
v f e−

|x|2
4

∣∣∣∣ 6 C δ ∫
Σ
|v| (|u|+ |∇u|) e−

|x|2
4 .(5.5)

The second term. — We use Stokes’ theorem to take the derivatives off
of W to get∫

Σ
v divΣ(W ) e−

|x|2
4 =

∫
Σ

{
−〈∇v ,W 〉+ 1

2v 〈W,x〉
}

e−
|x|2

4 .(5.6)
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Since |x| is bounded on Σ and (Q) gives |W | 6 C δ (|u|+ |∇u|), we get
that ∣∣∣∣∫

Σ
v divΣ(W ) e−

|x|2
4

∣∣∣∣ 6 C δ ∫
Σ

(|v|+ |∇v|) (|u|+ |∇u|) e−
|x|2

4 .(5.7)

The third term. — Property (Q) gives |V | 6 C (|u|+ |∇u|) and∣∣∇h̄u1

∣∣ 6 C δ (1 + C2). This allows us to bound the third term by∣∣∣∣∫
Σ
v 〈∇h̄u1 , V 〉 e−

|x|2
4

∣∣∣∣ 6 C δ (1 + C2)
∫

Σ
|v| (|u|+ |∇u|) e−

|x|2
4 .(5.8)

The fourth term. — We use Stokes’ theorem to take the derivative off
of h to get

(5.9)
∫

Σ
v 〈∇h, V u2〉 e−

|x|2
4

=
∫

Σ

{
−〈∇v , hV u2〉 − v h divΣ

(
V u2

)
+ 1

2v 〈hV u2 , x〉
}

e−
|x|2

4 .

Since |x| is bounded on Σ and (Q) gives that |h| 6 C δ (|u|+ |∇u|),
∣∣V u2

∣∣ 6
C δ, and |divΣ(V u2)| 6 C (1 + C2), we bound the fourth term by

(5.10)
∣∣∣∣∫

Σ
v 〈∇h, V u2〉 e−

|x|2
4

∣∣∣∣ 6 C δ ∫
Σ

(|v|+ |∇v|) (|u|+ |∇u|) e−
|x|2

4

+ C δ C2

∫
Σ
|v| (|u|+ |∇u|) e−

|x|2
4 .

The fifth term. — Since |H| + |∇H| is bounded on the closed surface,
we have∣∣∣∣∫

Σ
v 〈∇(H u), V u2〉 e−

|x|2
4

∣∣∣∣ 6 C ∫
Σ
|v| (|u|+ |∇u|)

∣∣V u2

∣∣ e−
|x|2

4 .(5.11)

Using the bound for
∣∣V u2

∣∣ bounds the fifth term by∣∣∣∣∫
Σ
v 〈∇(H u), V u2〉 e−

|x|2
4

∣∣∣∣ 6 C δ ∫
Σ
|v| (|u|+ |∇u|) e−

|x|2
4 .(5.12)

This completes the proof of the integral bound.
The pointwise bound. — We argue as above for terms one, three and

five, but we do not integrate by parts on terms two and four. Instead, we
use the last two conclusions from Lemma 4.3 on these terms. Namely, we
have

|divΣ(W )| 6 C(δ + C2) (|u|+ |∇u|) + C δ |Hessu| ,(5.13)
|∇h| 6 C(1 + C2) (|u|+ |∇u|) + C δ |Hessu| .(5.14)
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Since |V u2 | 6 C δ, we get

|〈∇h, V u2〉| 6 C(1 + C2) δ (|u|+ |∇u|) + C δ2 |Hessu| .(5.15)

The pointwise bound now follows. �

5.2. The map Ψ is continuous

The next lemma shows that if two solutions of the nonlinear equation
have initial values that are close in L2, then they remain close in W 1,2.

Lemma 5.4. — There exist C and δ0 > 0 so that if u1 and u2 satisfy
(5.1) for t ∈ [0, 1] with |ui|+ |∇ui| 6 δ0 and |Hessui | 6 C2 for i = 1, 2, then
u(x, t) = u1(x, t)− u2(x, t) satisfies∫

Σ
|u(x, t)|2 e−

|x|2
4 6eC (1+δ0 C

2
2 )t
∫

Σ
|u(x, 0)|2 e−

|x|2
4 ,(5.16) ∫ 1

0

∫
Σ
|∇u(x, t)|2 e−

|x|2
4 6C (1+δ0 C

2
2 ) eC (1+δ0 C

2
2 )
∫

Σ
|u(x, 0)|2 e−

|x|2
4 .(5.17)

Moreover, we also get

(5.18) ‖∇u( · , 1)‖2L2 +
∫ 1

0

∫
Σ
|Hessu|2 e−

|x|2
4

6 C (1 + C4
2 ) eC (1+δ0 C

2
2 )
∫

Σ
|u(x, 0)|2 e−

|x|2
4 .

As an immediate consequence, we also get that Ψ is continuous:
Proof of Corollary 5.1. — Let u1 and u2 be solutions as in Lemma 5.4

and set u = u1 − u2. Lemma 5.4 gives

(5.19) ‖u( · , 1)‖L2 6 C ‖u( · , 0)‖L2 ,

where C is uniform as long as u1 and u2 are small in C1 and bounded in
C2. On the other hand, Corollary 4.8 gives a uniform C2,α′ bound for u1
and u2, and hence also for u, for some α′ > α. It follows from interpolation
inequalities that there is a β in (0, 1) so that

(5.20) ‖u( · , 1)‖C2,α 6 C ‖u( · , 1)‖βL2 ‖u( · , 1)‖1−β
C2,α′ .

Finally, the corollary follows by combining this with (5.19). �

Proof of Lemma 5.4. — Within this proof, C will be a constant that is
allowed to change from line to line and depends only on Σ and an upper
bound for ‖u1‖C1 + ‖u2‖C1 .
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Recall that if φ is any function, then Stokes’ theorem gives∫
Σ

(Lφ) e−
|x|2

4 = 0 .

Applying this with φ = u2 and using that L = L+ |A|2 + 1
2 gives

(5.21) ∂t

∫
Σ
u2 e−

|x|2
4 =

∫
Σ

(∂t − L) u2 e−
|x|2

4

6
∫

Σ

{
Cu2 − |∇u|2 + u (Q(u1)−Q(u2))

}
e−
|x|2

4 .

Applying Lemma 5.3 with v = u bounds the u (Q(u1)−Q(u2)) term by

(5.22)
∫

Σ
u (Q(u1)−Q(u2)) e−

|x|2
4

6 C δ0

∫
Σ

((1 + C2) |u|+ |∇u|) (|u|+ |∇u|) e−
|x|2

4

6 C δ0

∫
Σ

((
1 + C2

2
)
u2 + |∇u|2

)
e−
|x|2

4 ,

where the last inequality used (a + b)(c + d) 6 a2 + b2 + c2 + d2. Putting
this into (5.21) gives

(5.23) ∂t

∫
Σ
u2 e−

|x|2
4

6
∫

Σ

{(
C + C δ0(1 + C2

2 )
)
u2 + [C δ0 − 2] |∇u|2

}
e−
|x|2

4 .

To control the energy term, take δ0 > 0 small so that C δ0 6 1. Using this
in (5.23) gives

∂t

∫
Σ
u2 e−

|x|2
4 6 C

(
1 + δ0 C

2
2
) ∫

Σ
u2 e−

|x|2
4 −

∫
Σ
|∇u|2 e−

|x|2
4 .(5.24)

The first claim follows by throwing away the last term and integrating this
differential inequality from 0 to t 6 1. To get the second claim, we integrate
(5.24) in time to get

(5.25)
∫
t=1

u2 e−
|x|2

4 −
∫
t=0

u2 e−
|x|2

4

6 C
(
1 + δ0 C

2
2
) ∫ 1

0

∫
Σ
u2 e−

|x|2
4 −

∫ 1

0

∫
Σ
|∇u|2 e−

|x|2
4 .

Combining this with the first claim gives the second claim.
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We turn next to the higher derivative bounds. We have

(5.26) 1
2 ∂t

∫
Σ
|∇u|2 e−

|x|2
4

=
∫

Σ
〈∇ut,∇u〉 e−

|x|2
4 = −

∫
Σ
utLu e−

|x|2
4

= −
∫

Σ

(
Lu+ (|A|2 + 1/2)u+ (Q(u1)−Q(u2))

)
Lu e−

|x|2
4

6
∫

Σ

{
−1

2(Lu)2 + C |∇u|2 + u2 + 1
2 (Q(u1)−Q(u2))2

}
e−
|x|2

4 .

The drift Bochner formula and the divergence theorem give that∫
Σ
|Hessu|2 e−

|x|2
4 6

∫
Σ

{
(Lu)2 + C |∇u|2

}
e−
|x|2

4 ,(5.27)

so we get that

(5.28) ∂t

∫
Σ
|∇u|2 e−

|x|2
4

6
∫

Σ

{
−|Hessu|2 + C |∇u|2 + 2u2 + (Q(u1)−Q(u2))2

}
e−
|x|2

4 .

The last part of Lemma 5.3 gives

(5.29) |Q(u1)−Q(u2)|2 6 C(1 + C2
2 )
(
|u|2 + |∇u|2

)
+ C δ2 |Hessu|2 .

Taking δ0 > 0 small enough that C δ2 < 1
2 , it follows that

(5.30)
∫

Σ

|Hessu|2

2 e−
|x|2

4 +∂t
∫

Σ
|∇u|2 e−

|x|2
4

6 C(1 + C2
2 )
∫

Σ

(
|u|2 + |∇u|2

)
e−
|x|2

4 .

Integrating this in t and using the first two claims to bound the right-hand
side completes the proof. �

5.3. The Q-Lipschitz approximation property

We will next prove the Q-Lipschitz approximation property for the time-
one rescaled MCF in a neighborhood of a shrinker Σ. Namely, the time one
flow is Q-Lipschitz close to the linear mapping T defined in (3.6).
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Proof of Proposition 5.2. — Let w̃i solve (∂t − L) w̃i = 0 with w̃i(x, 0) =
wi(x), so that w̃i(x, 1) = T (wi)(x). Set vi = ui − w̃i. It follows that
vi(x, 0) = 0

vi(x, 1) = ui(x, 1)− T (wi)(x) ,(5.31)
(∂t − L) vi = Q(ui) .(5.32)

Finally, let v and u be the differences of the vi’s and ui’s, i.e.,

v(x, t) = v1(x, t)− v2(x, t) ,(5.33)
u(x, t) = u1(x, t)− u2(x, t) ,(5.34)

and define ψ(t) to be the L2 norm (squared) of v at time t

(5.35) ψ(t) =
∫

Σ
|v(x, t)|2 e−

|x|2
4 .

To prove (5.16), we will get a uniform bound for ψ(t) for all t 6 1.
We will derive a differential inequality for ψ(t). Applying ∂t−L to v2 as

in (5.21) gives
1
2 ψ
′(t) 6

∫
Σ

{
C v2 − |∇v|2 + v (Q(u1)−Q(u2))

}
e−
|x|2

4 .(5.36)

Applying Lemma 5.3, we bound the v (Q(u1)−Q(u2)) term by

(5.37)
∫

Σ
v (Q(u1)−Q(u2)) e−

|x|2
4

6 C δ
∫

Σ
((1 + C2) |v|+ |∇v|) (|u|+ |∇u|) e−

|x|2
4

6 C δ
∫

Σ

(
u2 + |∇u|2 + (1 + C2)2 v2 + |∇v|2

)
e−
|x|2

4 ,

where the last inequality used the inequality (a+b)(c+d) 6 a2+b2+c2+d2.
Substituting this bound back into (5.36), we get that

(5.38) ψ′(t) 6 C
(
1 + δ C2

2
) ∫

Σ
v2 e−

|x|2
4 + (C δ − 2)

∫
Σ
|∇v|2 e−

|x|2
4

+ C δ

∫
Σ

(
|u|2 + |∇u|2

)
e−
|x|2

4 .

We now choose δ1 > 0 so that Cδ1 6 1 and |∇v|2 term is negative. We get
that

(5.39) ψ′(t) +
∫

Σ
|∇v|2 e−

|x|2
4

6 C
(
1 + δ C2

2
)
ψ(t) + C δ

∫
Σ

(
|u|2 + |∇u|2

)
e−
|x|2

4 .
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To simplify notation, set κ = C
(
1 + δ C2

2
)
, so we get the differential in-

equality (
e−κ t ψ

)′ + ∫
Σ
|∇v|2 e−

|x|2
4 6 C δ

∫ (
|u|2 + |∇u|2

)
e−
|x|2

4 ,(5.40)

Integrating this up in time and using that ψ(0) = 0 gives

(5.41) e−κ sup
s∈[0,1]

ψ(s) +
∫ 1

0

∫
Σ
|∇v|2 e−

|x|2
4

6 C δ
∫ 1

0

∫
Σ

(
|u|2 + |∇u|2

)
e−
|x|2

4 .

Using Lemma 5.4 to bound the right-hand side gives

(5.42) e−κ sup
s∈[0,1]

ψ(s) +
∫ 1

0

∫
Σ

{
v2 + |∇v|2

}
e−
|x|2

4

6 C δ
∫

Σ
|u( · , 0)|2 e−

|x|2
4 .

We turn next to proving a W 1,2 on v at time 1. Define χ(t) to be the L2

norm squared of ∇v at time t

χ(t) =
∫

Σ
|∇v(x, t)|2 e−

|x|2
4 .(5.43)

Using the space-time L2 bound on |∇v| that we have already, there exists
t0 ∈ [1/2, 1] with

χ(t0) 6 C δ
∫

Σ
|u( · , 0)|2 e−

|x|2
4 .(5.44)

To get the bound on χ(1), we will bound the integral of χ′ from t0 to 1.
The divergence theorem and the equation vt = Lv + (|A|2 + 1/2)v +

Q(u1)−Q(u2) give

(5.45) 1
2 χ
′(t) =

∫
Σ
〈∇vt,∇v〉 e−

|x|2
4

= −
∫

Σ
vt Lv e−

|x|2
4

= −
∫

Σ
Lv
{
Lv + (|A|2 + 1/2)v +Q(u1)−Q(u2)

}
e−
|x|2

4

=
∫

Σ

{
(|A|2 + 1/2)|∇v|2 + v〈∇|A|2,∇v〉

− Lv [Q(u1)−Q(u2)]− (Lv)2} e−
|x|2

4 .
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Bounding the first two terms on the right in terms of v2 and |∇v|2 and
using an absorbing inequality gives

χ′(t) 6
∫

Σ

{
c |∇v|2 + v2 + [Q(u1)−Q(u2)]2

}
e−
|x|2

4 .

where the constant c depends only ‖|A|2‖C1 . The last part of Lemma 5.3
gives

(5.46) |Q(u1)−Q(u2)|2

6 C(δ + sup
i
|Hessui( · , t)|2)

(
|u|2 + |∇u|2

)
+ C δ2 |Hessu|2 .

Interior (in time) parabolic Schauder estimates and interpolation give ε > 0
so that

sup
t∈[1/2,1]

|Hessui( · , t)|2 6 C δε .(5.47)

Thus, we get that

(5.48)
∫ 1

t0

χ′(t) dt

6 C
∫ 1

t0

∫
Σ

{
δε
(
u2 + |∇u|2

)
+ δ2 |Hessu|2 +

(
v2 + |∇v|2

)}
e−
|x|2

4

6 C δε
∫

Σ
|u( · , 0)|2 e−

|x|2
4 ,

where the last inequality used Lemma 5.4 and (5.42). Combining this with
(5.44) completes the proof. �

6. The action of the rotation group

The rotation group acts naturally on the space of closed hypersurfaces. In
particular, given u ∈ U ⊂ E and g ∈ R, gives a new hypersurface g(Υ(u))
that is not necessarily a graph over Σ. If u ∈ U and g(Υ(u)) ∈ Û , then we
will identity g(u) and Υ−1(g(Υ(u))) and think of g as acting on E itself.
This applies when u is small and g is close to the identity.
In this section, we will show that the action of the rotation group R

satisfies the properties (R0)–(R1). The first property (R0) is automatic
since rotations preserve both the geometry and the Gaussian weight. The
other two properties require some work. Properties (R1) and (R2) are given
by the next proposition:
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Proposition 6.1. — Given ε > 0, there exists δ > 0 so that if u, v ∈ E
and g ∈ R satisfy g(Υ(u)) ∈ Û and

‖u‖E , ‖v‖E , ‖g(u)‖E <
δ

3 ,(6.1)

then ‖g(v)‖E < δ and

‖g(v)− g(u)‖Q 6 (1 + ε) ‖v − u‖Q ,(6.2)
‖v1 − u1‖Q 6 ‖(g(v)− g(u))1‖Q + ε ‖v − u‖Q .(6.3)

The proposition will follow easily from the next lemma that writes the
graph of v as a normal graph over the graph of u.

Lemma 6.2. — There exist C and δ0 > 0 so that if u, v ∈ E satisfy
‖u‖E , ‖v‖E < δ0, then the graph of v can be written as a normal graph
over the graph of u of a function w satisfying the pointwise estimate for
p ∈ Σ

|w(p)− (v − u)(p)| 6 C δ2
0 |(v − u)(p)| .(6.4)

Proof. — Since u, v and their gradients are small and A is bounded on Σ
and both graphs, we get the existence of a normal graph function w. The
point is to establish the estimate (6.4).
Following the appendix in [4], define the mapping B(p, s) = I − sAp on

the tangent space to Σ at p so that the vector field

V (p) ≡ n(p)−B−1(p, u(p))(∇u(p))(6.5)

is normal(5) to the graph of u at the point p+u(p) n(p). The function w(p)
is the length of the segment that leaves p+ u(p) n(p) in the direction V (p)
and intersects the graph of v. Define q = q(p) ∈ Σ to be the point so that
the segment ends at q+v(q) n(q). We are looking to solve for q, s satisfying

p+ u(p) n(p) + s V (p) = q + v(q) n(q) .(6.6)

We can rewrite this as

(6.7) p− q + sB−1(p, u(p))(∇u(p)) = v(q) n(q)− u(p) n(p)− sn(p)
= (v(q)− v(p)) n(q) + v(p) (n(q)− n(p)) + (v(p)− u(p)− s) n(p) .

Taking the tangent (at p) part of these vectors, we see that

|(p− q)T | 6 C δ2
0 s+ C δ0 |p− q| .(6.8)

(5)Note that V (p) is not the unit normal, but its norm is one up to higher order
corrections.
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Since p and q are close in Σ, the difference is almost tangent and we conclude
that

|p− q| 6 C δ2
0 s .(6.9)

This time we take the normal part in (6.7) to get

(6.10) |(v(p)− u(p)− s)|
6 |〈(p− q),n(p)〉|+ |v(q)− v(p)|+ |v(p)| |n(q)− n(p)| .

Using (6.9) on the right hand side gives |(v(p)− u(p)− s)| 6 C δ2
0 s. The

claim follows easily from this. �

Proof of Proposition 6.1. — Let U be a neighborhood of Σ (to be cho-
sen). Given u ∈ U , let Lu be the second variation operator on Υ(u), Qu the
induced Gaussian W 1,2 inner product (that makes Lu self-adjoint), µu be
largest eigenvalue of Lu that is less than −1, and E1

u the span of the eigen-
functions of Lu with eigenvalues less than −1. Let Πu

1 be Qu-orthogonal
projection to E1

u. Moreover, µu, E1
u, and Πu

1 are continuous(6) as long as
U is small enough.
The proposition now follows in three steps. First, Lemma 6.2 gives a

function w so that the graph of v is a normal graph of w over the graph of
u and |w − (v − u)| 6 C δ2 |v − u| pointwise. It follows that

|‖w‖Qu − ‖v − u‖Q| 6 (1 + ε1) ‖v − u‖Q ,(6.11)
‖v1 − u1‖Q 6 ‖Πu

1 (w)‖Qu + ε1 ‖v − u‖Q .(6.12)

If we now apply g to u and v, then the graph of g(v) is a normal graph over
the graph of g(u) of the same function w. To be precise, the function w is
unchanged on the underlying manifold (the graph of u, which is isometric
to the graph of g(u)), but there is a new identification between points in the
graph and points in Σ. The operator Lu is also preserved by the action of
g (we use here that g is a rotation about the origin, so it also preserves the
Gaussian weight). It follows that (6.11) and (6.12) hold with Qu replaced
by Qg(u) and Πu

1 replaced by Πg(u)
1 . We can now apply Lemma 6.2 in the

reverse direction to relate w and g(v)− g(u), completing the proof. �

7. Hypersurfaces modulo translations, dilations and
rotations

In this section, we will complete the proof of the main theorem by analyz-
ing an equivalent dynamical system that mods out the action by dilations
(6)The continuity of the union of eigenspaces relies on the gap to −1.
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and translations. The rescaled MCF is the gradient flow for the F func-
tional and, thus, builds in a choice of a center and scale. Following [3], the
entropy λ of a hypersurface M ⊂ Rn+1 mods out for this choice by taking
the supremum of Gaussian areas over all possible centers and scales

λ(M) = sup
(x0,t0)∈Rn+1×R+

Fx0,t0(M) ,(7.1)

where Fx0,t0(M) is the Gaussian area with center x0 and scale t0 given by

Fx0,t0(M) = (4π t0)−
n
2

∫
M

e−
|x−x0|2

4t0 .(7.2)

We will say that M is balanced if its entropy is equal to its F = F0,1
functional. By Lemma 7.10 in [3], any shrinker is automatically balanced.
Let Γ ⊂ U0 be the set of balanced graphs, i.e., u ∈ U0 is in Γ if the graph
Υ(u) satisfies the balancing condition

F (Υ(u)) = λ(Υ(u)) .(7.3)

Heuristically, the way to mod out for translations and dilations would be
to look at the gradient flow for λ. However, λ is not in general differentiable
since it is given as a supremum. To get around this, we will analyze the
dynamics on Γ. The key idea is that each graph Υ(u) nearby Σ has a unique
center of mass and scale that achieve its entropy. Thus, there is a canonical
translation and dilation that “balances” it to have center 0 and scale 1 and
this “balancing map” γ depends smoothly on u. When we relate this to
the original dynamics, it will be crucial that the balancing map commutes
with rescaled MCF.

7.1. The balancing map

Let G ⊂ H be the group generated by translations and dilations of Rn+1.
The group G can be parameterized by (y, h) ∈ Rn+1 ×R+, where we asso-
ciate (y, h) to the map gy,h given by

gy,h(p) = h(p) + y .(7.4)

Let g ⊂ E2 be the linear space of translation and dilation vector fields

g = {y⊥ + b x⊥ | y ∈ Rn+1, b ∈ R} .(7.5)

The translations lie in the − 1
2 eigenspace of L while the dilations are in the

−1 eigenspace. Let g⊥ denote the orthogonal complement of g with respect
to the inner product Q.
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The next proposition gives a “balancing map” γ that maps each graph
near Σ to a nearby balanced graph, does so in a Q-Lipschitz way, and is
the identity on Γ. Let T be the Q-orthogonal projection from E to g⊥.
Obviously, T is linear.

Proposition 7.1. — There exists δc > 0, C, and a map γ : Bδc ⊂ E →
B2δc ∩ Γ so that γ is the identity on Γ and if δ 6 δc and u, v ∈ Bδ ⊂ E,
then

‖(γ(u)− T (u))− (γ(v)− T (v))‖Q 6 C δ ‖u− v‖Q .(7.6)

7.2. Center of mass and the proof of Proposition 7.1

The next lemma shows that the optimal center and scale in (7.1) is
Lipschitz continuous with respect to the GaussianW 1,2 norm. The distance
on Rn+1 × R+ is defined to be

‖(x0, t0)− (y0, s0)‖Rn+1×R+ ≡ |x0 − y0|+ | log t0 − log s0| .(7.7)

The linear map Tρ in the lemma is the linearization (or derivative) of ρ.

Lemma 7.2. — There exists δb > 0, C, a map ρ : Bδb ⊂ E → Rn+1×R+

and a linear map Tρ : E → Rn+1 × R so that:
(ρ1) λ(Υ(u)) = Fρ(u)(Υ(u)) and, thus, ρ = (0, 1) on Γ.
(ρ2) If v ∈W 1,2, then |Tρ(v)| 6 C ‖v‖W 1,2 . If v ∈ g⊥, then Tρ(v) = 0.
(ρ3) If δ < δb and u, v ∈ Bδ ⊂ E, then

‖ρ(u)− ρ(v)− Tρ(u− v)‖Rn+1×R+ 6 C δ ‖u− v‖W 1,2 .(7.8)

Proof. — The key is to examine the map

G(y0, s0, u) = Fy0,s0(Υ(u)) .(7.9)

In [3, Section 7], it is proven that (y0, s0) → G(y0, s0, 0) has a strict max-
imum at (0, 1) and its Hessian there is negative definite (this uses that Σ
cannot split off a line since it is compact). Moreover, it follows from the
proof of Theorem 0.15 in [3, Section 7] that, as long as δb > 0 is small,
the optimal center and scale in (7.1) can be achieved only in a small ball
around (0, 1).
If we fix u, then the derivative of the map (y0, s0)→ G(y0, s0, u) is given

by the vector-valued function (see [3, Lemma 3.1])

(7.10) F (x0, t0, u)

= (4π t0)−
n
2

∫
Υ(u)

{(
|x− x0|2 − 2nt0

4t20

)
,
x− x0

2t0

}
e−
|x−x0|2

4t0 .
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Observe that we can write F as

F (x0, t0, u) = (4π t0)−
n
2

∫
Σ
ν(p, u(p),∇u(p)) Ξ(p, u(p)) e−

|x−x0|2
4t0 ,(7.11)

where ν is the relative area function from the appendix and Ξ is a vector-
valued function of p and u(p). In particular, F depends only on x0, t0, the
value of u, and ∇u.

We will use the implicit function theorem to get the map ρ. To do this,
we need to understand the derivative of F both with respect to (x0, t0) and
with respect to u. Since F is itself the (x0, t0) derivative of G, it follows
that the (x0, t0) derivative d(x0,t0)F of F is the second derivative of G in
the (x0, t0) direction. Thus, since Σ does not split off a line, [3] implies that
d(x0,t0)F is invertible at 0. By continuity in u, d(x0,t0)F is invertible in a
ball about 0. Next, if we differentiate (7.11) along a path u+ tv, then the
chain rule gives

(7.12) d
dt

∣∣∣∣
t=0

F (x0, t0, u+ tv)

= (4π t0)−
n
2

∫
Σ
ν(p, u,∇u) Ξs(p, u) v e−

|x−x0|2
4t0

+ (4π t0)−
n
2

∫
Σ

[νs(p, u,∇u) v + νyα(p, u,∇u) vα] Ξ(p, u) e−
|x−x0|2

4t0 .

It follows that the linear map duF can be written as

(7.13) duF (v) =
∫

Σ
ζ1(x0, t0, p, u(p),∇u(p)) v

+
∫

Σ
ζ2,α(x0, t0, p, u(p),∇u(p)) vα ,

where ζ1, ζ2,α are smooth vector-valued functions. Thus, we can apply the
Implicit Function Theorem ([14, Theorem 1.5]) to get δb > 0 and a map
ρ : Bδb ⊂ E → Rn+1 × R+ so that

F (ρ(u), u) = 0 ,(7.14)

duρ = −d−1
(x0,t0) ◦ duF .(7.15)

Define the linear map Tρ to be duρ at x0 = 0, t0 = 1 and u = 0. If v ∈ g⊥,
then Section 4 in [3] gives that Tρ(v) = 0, giving (ρ2). Finally, (ρ3) follows
easily from the form of dF . �

Proof of Proposition 7.1. — Let the map ρ be given by Lemma 7.2. This
induces a map

ρ̄ : Bδb ⊂ E → T ,(7.16)
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where ρ̄(u) translates and dilates to take ρ(u) to (0, 1). The balancing map
γ is then defined by letting ρ̄(u) act on u. Since ρ(u) = (0, 1) if u ∈ Γ, γ is
the identity on Γ.

We will show next that T is the linearization (or derivative) of γ at 0,
using different arguments to compute the linearization first in the direction
of g⊥ and then in the direction of g. Property (ρ2) implies that the lin-
earization of γ at 0 is the identity on g⊥. Since the group action is undone
by γ, it follows that T is the linearization of γ at 0.
Finally, property (ρ3) gives the Q-Lipschitz property (7.6). �

7.3. The proof of Theorem 1.1

We will use Proposition 7.1 to complete the proof of the main theorem
of the paper. Let Ψ be the time one map for rescaled MCF, restricted to
a small neighborhood U0 ⊂ E of 0, and T its linearization. As before, we
have a T -invariant splitting E = E1 ⊕E2 where T is strictly expanding on
E1 and less expanding on E2.
The key will be to mod out the group action by considering an equivalent

dynamical system on the set of balanced hypersurfaces Γ. To do this, define
ΨΓ : U0 → Γ by

ΨΓ(u) = γ(Ψ(u)) .(7.17)

To make this work, it will be crucial that:
• γ commutes with ΨΓ.
• The rotation group R commutes with ΨΓ.

Proof of Theorem 1.1. — Let s > 0 be a small constant to be chosen
and let W0 be the set of points whose trajectories never leave the (closed)
s-tubular neighborhood of the orbit R0 under the action of ΨΓ

(7.18) W0 = {x ∈ E | ∀ n > 0, ∃ gn ∈ R, gn(Ψn
Γ(x)) ∈ Bs} .

Since ΨΓ and the action are continuous, W0 is closed.
We will apply the general results from Section 2 to the map ΨΓ. It follows

from the chain rule that the linearization TΓ of ΨΓ at 0 is the composition
of T and T . This preserves the splitting of E1 and E2 and satisfies prop-
erty (2) from Section 2. Property (3) in Section 2 follows from property (3)
for Ψ and T together with Proposition 7.1 and the triangle inequality. Since
R commutes with ΨΓ, properties (R0)–(R2) for Ψ extend to ΨΓ. Conse-
quently, Proposition 2.5 applies and, thus, if s > 0 is sufficiently small, then
Bs ∩W0 is the graph of a Q-Lipschitz mapping u : P2(W0) ⊂ E2 → E1.
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Finally, we will show that the complement of W0 has the desired proper-
ties. Suppose therefore that v ∈ Bs \W0. By the definition of W0, there is
some first positive integer n so that if g is any rotation, then g(Ψn

Γ(v)) /∈ Bs.
Note that gn−1(Ψn−1

Γ (v)) is in Bs, so gn−1(Ψn
Γ(v)) is in a small ball Bs′

(by continuity) and, by construction, is also in Γ. The hypersurface Ψn
Γ(v)

differs from Ψn(v) by a translation and dilation.
Define the set Ω = Bs′ ∩ Γ \ R(Bs) and then let ΩB ⊂ Ω be the subset

where the hypersurface satisfies the uniform bound |∇A| 6 CB . Using
interior estimates for mean curvature flow, we can choose CB large enough
that any time one flow starting in Bs satisfies this bound and continues to
do so even after applying the balancing map γ.
Note that gn−1(Ψn

Γ(v)) is in ΩB . To complete the proof, we will show
that there exists δ > 0 so that the action of the conformal linear group on
Bδ does not intersect ΩB . We will argue by contradiction. Suppose, thus,
that there exist vi ∈ B2−i , gi ∈ R and hi ∈ G with

gi(hi(vi))) ∈ ΩB .(7.19)

Since vi → 0, we have that ρ(vi) → (0, 1). It follows that hi → 0. Since R
is compact, we can pass to a subsequence so that the gi’s converge to some
ḡ. It follows that gi(hi(vi))) → ḡ(0), i.e., they converge to something that
is not in Ω. However, ΩB is compactly contained in Ω and, thus, the limit
must be in Ω. This contradiction completes the proof. �

Appendix A. The rescaled MCF equation

In this appendix, we will prove Lemma 4.3. We will need expressions for
geometric quantities for a graph Υ(u) of a function u over a hypersurface Σ.
Let en+1 be the gradient of the (signed) distance function to Σ, normalized
so that en+1 equals n on Σ. The geometric quantities are:

• The relative area element νu(p) =
√

det guij(p)/
√

det gij(p), where
gij(p) is the metric for Σ at p and guij(p) is the pull-back metric
from Υ(u).

• The mean curvature Hu(p) of Υ(u) at (p+ u(p) n(p)).
• The support function ηu(p) = 〈p + u(p) n(p),nu〉, where nu is the
normal to Υ(u).

• The speed function wu(p) = 〈en+1,nu〉−1 evaluated at the point
p+ u(p) n(p).

The mean curvature and the support function appear in the rescaled
MCF equation. The speed function enters indirectly when we rewrite the
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equation in graphical form; the speed function adjusts for that the normal
direction and vertical directions may not be the same. The relative area
element is used to compute the mean curvature. See [9], [10] for similar
quantities for graphs over a plane.
The next lemma from [4, Lemma A.3] computes νu, ηu and wu:

Lemma A.1 ([4]). — There are functions w, ν, η depending on (p, s, y) ∈
Σ×R×TpΣ that are smooth for |s| sufficiently small and depend smoothly
on Σ so that:

• wu(p) = w(p, u(p),∇u(p)), νu(p) = ν(p, u(p),∇u(p)) and ηu(p) =
η(p, u(p),∇u(p)).

The ratio w
ν depends only on p and s. Finally, the functions w, ν, and η

satisfy:
• w(p, s, 0) ≡ 1, ∂sw(p, s, 0) = 0, ∂yαw(p, s, 0) = 0, and
∂yα∂yβw(p, 0, 0) = δαβ .

• ν(p, 0, 0) = 1; the only non-zero first and second order terms are
∂sν(p, 0, 0) = H(p), ∂pj∂sν(p, 0, 0) = Hj(p), ∂2

sν(p, 0, 0) = H2(p)−
|A|2(p), and ∂yα∂yβν(p, 0, 0) = δαβ .

• η(p, 0, 0) = 〈p,n〉, ∂sη(p, 0, 0) = 1, and ∂yαη(p, 0, 0) = −pα.

Using this, Corollary A.30 in [4] computed the mean curvature Hu:

Corollary A.2 ([4]). — The mean curvature Hu of Υ(u) is given by

Hu(p) = w

ν
[∂sν − divΣ (∂yαν)] ,(A.1)

where ν and its derivatives are all evaluated at (p, u(p),∇u(p)).

Using this and Lemma A.1 gives the well-known (see, e.g., [18]) formula
for the linearization LH of Hu:

(A.2) LH u ≡ d
dt

∣∣∣∣
t=0

Htu = −∆u− |A|2 u .

A.1. The rescaled mean curvature flow over a shrinker

Lemma A.44 in [4] computes the graphical rescaled MCF equation:

Lemma A.3 ([4]). — The graphs Υ(u) flow by rescaled MCF if and only
if u satisfies

(A.3) ∂tu(p, t)

= w(p, u(p, t),∇u(p, t))
(

1
2 η(p, u(p, t),∇u(p, t))−Hu

)
≡Mu .
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Using this, we can compute the linearization ofM:

Corollary A.4. — The linearization ofMu at u = 0 is given by

(A.4) d
dr

∣∣∣∣
r=0
M(r u) = ∆u+ |A|2 u− 1

2 〈p,∇u〉+ 1
2 u = Lu ,

where L is the second variation operator for the F functional from [3,
Section 4].

Proof. — Computing directly and using that LH is the linearization of
Hu gives

(A.5) d
dr

∣∣∣∣
r=0
M(r u)

= w(p, 0, 0)
(

1
2 u ∂sη(p, 0, 0) + 1

2uα ∂yαη(p, 0, 0)− LH u
)

+ (u ∂sw(p, 0, 0) + uα ∂yαw(p, 0, 0))
(

1
2 η(p, 0, 0)−H0

)
.

Since Lemma A.1 gives ∂sw(p, 0, 0) = ∂yαw(p, 0, 0) = 0 and w(p, 0, 0) = 1,
we get

(A.6) d
dr

∣∣∣∣
r=0
M(r u)

= 1
2 u ∂sη(p, 0, 0) + 1

2uα ∂yαη(p, 0, 0) + ∆u+ |A|2 u ,

where the last equality used that LH u = −∆u − |A|2 u by (A.2). Finally,
note that Lemma A.1 gives ∂sη(p, 0, 0) = 1 and ∂yαη(p, 0, 0) = −pα. �

A.2. Controlling the nonlinearity

The nonlinearity Q(u) is defined by Q(u) = Mu − Lu, where L is the
linearization ofM at 0.

Proposition A.5. — The nonlinearity Q can be written as

Q(u) = f̄(p, u,∇u) + divΣ
(
W (p, u,∇u)

)
+ 〈∇h̄, V 〉 ,(A.7)

where f̄ and h̄ are smooth functions and W and V are smooth vector fields
with:
(P1) f̄(p, 0, 0) = ∂sf̄(p, 0, 0) = ∂yα f̄(p, 0, 0) = 0.
(P2) W (p, 0, 0) = ∂sW (p, 0, 0) = ∂yαW (p, 0, 0) = 0.
(P3) h̄(p, 0, 0) = 0, ∂sh̄(p, 0, 0) = H(p) and ∂yα h̄(p, 0, 0) = 0.
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(P4) V (p, 0, 0) = 0.

The point of Proposition A.5 is that Q(u) is essentially quadratic in u.
Namely, if r is a small parameter and u is a fixed function, then Proposi-
tion A.5 gives

(A.8) |Q(r u)| 6 Cu r2 ,

where Cu is a constant depending on u and bounds for the derivatives of
f̄ and W .
Proof of Proposition A.5. — In this proof, w(0) denotes w(p, 0, 0) and

w denotes w(p, u(p),∇u(p)); we use the same convention for η(0), ν(0) and
other functions of (p, s, y).
Using Corollary A.2 and Lemma A.3, the operatorM is given by

Mu = w

(
1
2 η −Hu

)
= 1

2 w η −
w2∂sν

ν
+ w2

ν
divΣ (∂yαν) .(A.9)

Define W = w2

ν ∂yα ν − yα, so that

(A.10) Qu− divΣ(W )

= w η

2 −
w2∂sν

ν
+ w2

ν
divΣ(∂yα ν)−∆u+

〈p
2 ,∇u

〉
− |A|2 u− u

2 + divΣ

(
uα −

w2

ν
∂yα ν

)
= w η

2 −
w2∂sν

ν
−
〈
∇w

2

ν
, ∂yα ν

〉
+ 1

2 〈p,∇u〉 − |A|
2 u− 1

2 u .

Hence, we define the vector field V by V = ∂yαν and functions h̄ = 1− w2

ν

and(7)

f̄ = w η

2 −
w2 ∂sν

ν
+ 1

2 〈p, y〉 − |A|
2 s− 1

2 s .(A.11)

It remains to check the (P1)–(P4) using the following results from Lem-
ma A.1:
Function of (p, s, y) Value at (p, 0, 0) ∂s at (p, 0, 0) ∂yβ at (p, 0, 0)

w 1 0 0
ν 1 H(p) 0
η 〈p,n〉 1 −pβ

∂yαν 0 0 δαβ
∂sν H(p) H2(p)− |A|2(p) 0

(7)We added 1 in the definition of h̄ to make h̄(0) = 0.
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The first claim in (P1) follows

f̄(0) = w(0)η(0)
2 − w2(0)∂sν(0)

ν(0) = 1
2 〈p,n〉 −H(p) = 0 ,(A.12)

where the last equality is the shrinker equation. For the second claim
in (P1), we get

(A.13) ∂sf̄(0)

= η(0)∂sw(0)
2 + w(0)∂sη(0)

2 − w2(0)∂2
sν(0)

ν(0)

+ w2(0)(∂sν(0))2

ν2(0) − 2w(0) ∂sw(0)∂sν(0)
ν(0) − |A|2(p)− 1

2

= 0 + 1
2 − (H2(p)− |A|2(p)) +H2(p)− 0− |A|2(p)− 1

2 = 0 .

The last claim in (P1) follows from

(A.14) ∂yβ f̄(0)

=
η(0)∂yβw(0)

2 +
w(0)∂yβη(0)

2 −
w2(0)∂yβ∂sν(0)

ν(0)

+
w2(0)∂sν(0) ∂yβν(0)

ν2(0) −
2w(0) ∂yβw(0)∂sν(0)

ν(0) + 1
2 pβ

= 0− 1
2 pβ − 0 + 0− 0 + 1

2 pβ = 0 .

Next, we turn to (P2) andW . The first claim is immediate sinceW (0) =
w2(0)
ν(0) ∂yα ν(0) = 0. The second claim follows from

(A.15) ∂sW (0) = 2w(0) ∂sw(0)
ν(0) ∂yα ν(0)

− w2(0)∂sν(0)
ν2(0) ∂yα ν(0) + w2(0)

ν(0) ∂s ∂yα ν(0) = 0

since each term vanishes. The last claim follows from

∂yβW (0) =
2w(0) ∂yβw(0)

ν(0) ∂yα ν(0)−
w2(0)∂yβν(0)

ν2(0) ∂yα ν(0)(A.16)

+ w2(0)
ν(0) ∂yβ ∂yα ν(0)− δαβ

= 0− 0 + δαβ − δαβ = 0 .
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The first part of (P3) follows since ν(p, 0, 0) = w(p, 0, 0) = 1. The second
part uses

∂sh̄(0) = w2(0) ∂sν(0)
ν2(0) − 2w(0)∂sw(0)

ν(0) = H(p)− 0 = H(p) .(A.17)

The last claim in (P3) follows from ∂yαν(0) = ∂yαw(0) = 0.
Finally, (P4) is immediate since V = ∂yαν vanishes at (p, 0, 0). �

We will also use the following elementary calculus lemma:

Lemma A.6. — Let U be a C1 function of (p, s, y). If u and v are C1

functions on Σ, then

(A.18)
∣∣U(p, u(p),∇u(p))− U(p, v(p),∇v(p))

∣∣
6 CU (|u(p)− v(p)|+ |∇u(p)−∇v(p)|) ,

where CU = sup{
∣∣∂sU ∣∣+

∣∣∂yαU ∣∣ ∣∣ |s|+ |y| 6 ‖u‖C1 + ‖v‖C1}.

Proof. — Using the fundamental theorem of calculus and the chain rule
gives

(A.19) U(p, u,∇u)− U(p, v,∇v)

= (u− v)
∫ 1

0
∂sU(p, t(u− v) + v, t(∇u−∇v) +∇v) dt

+ (∂pα(u− v))
∫ 1

0
∂yαU(p, t(u− v) + v, t(∇u−∇v) +∇v) dt ,

where u, v, ∇u and ∇v are all evaluated at p. �

Proof of Lemma 4.3. — To get (Q), use Proposition A.5 to write Q(u)−
Q(v) as

(A.20) Q(u)−Q(v)

= f̄(p, u,∇u)− f̄(p, v,∇v) + divΣ
(
W (p, u,∇u)−W (p, v,∇v)

)
+ 〈∇h̄(p, u,∇u), V (p, u,∇u)〉 − 〈∇h̄(p, v,∇v), V (p, v,∇v)〉 ,

where u, v, ∇u and ∇v are all evaluated at p. Define f(p) = f̄(p, u,∇u)−
f̄(p, v,∇v) and W (p) = W (p, u,∇u) −W (p, v,∇v) and write the remain-
der as

〈∇h̄(p, u,∇u), V (p, u,∇u)− V (p, v,∇v)〉

+ 〈∇
(
h̄(p, u,∇u)− h̄(p, v,∇v)

)
, V (p, v,∇v)〉 .
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Finally, define h̄u = h̄(p, u,∇u), V v = V (p, v,∇v), V = V (p, u,∇u) −
V (p, v,∇v) and(8)

h = h̄(p, u,∇u)− h̄(p, v,∇v)−H(p) (u− v) .(A.21)

It remains to prove the bounds for the quantities.
To bound |f |, use Lemma A.6 and then (P1) to get

(A.22) |f | 6 Cf̄ (|u− v|+ |∇u−∇v|)
6 C (‖u‖C1 + ‖v‖C1) (|u− v|+ |∇u−∇v|) ,

where the last inequality used that f̄ is C2 and ∂sf̄(p, 0, 0) = ∂yα f̄(p, 0, 0) =
0 to bound Cf̄ by C (‖u‖C1 + ‖v‖C1) for a constant C depending on the sec-
ond derivatives of f̄ . The bound onW follows similarly since ∂sW (p, 0, 0) =
∂yβW (p, 0, 0) = 0 by (P2). To bound h, apply Lemma A.6 to h̄−H s and
use (P3) to get ∂yβ

(
h̄−H s

)
(p, 0, 0) = 0 and

∂s
(
h̄−H s

)
(p, 0, 0) = ∂sh̄(p, 0, 0)−H = 0 .(A.23)

To bound V , use Lemma A.6 to get(9) that |V | 6 CV (|u− v|+ |∇u−∇v|).
Next, since h̄(p, 0, 0) = 0 and V (p, 0, 0) by (P3) and (P4), we can apply

Lemma A.6 (with one of the functions equal to 0) to get∣∣h̄u∣∣ =
∣∣h̄(p, u,∇u)| − h̄(p, 0, 0)

∣∣ 6 Ch̄ (|u|+ |∇u|) ,(A.24) ∣∣V v∣∣ =
∣∣V (p, v,∇v)| − V (p, 0, 0)

∣∣ 6 CV (|v|+ |∇v|) .(A.25)

To bound |∇h̄u|, use the chain rule to get

∂pα h̄u = ∂pα h̄(p, u,∇u) + ∂sh̄(p, u,∇u)uα + ∂yβ h̄(p, u,∇u)uαβ .(A.26)

For the first term, we use that h̄(p, 0, 0) = 0 by (P3) and, thus also
∂pα h̄(p, 0, 0) = 0, so we can apply Lemma A.6 to ∂pα h̄, u and 0 to get

(A.27)
∣∣∂pα h̄(p, u,∇u)

∣∣ =
∣∣∂pα h̄(p, u,∇u)− ∂pα h̄(p, 0, 0)

∣∣
6 C (|u|+ |∇u|) .

The second term is bounded by C |∇u|. For the third term, we use that
∂yβ h̄(p, 0, 0) = 0 by (P3), so Lemma A.6 gives

(A.28)
∣∣∂yβ h̄(p, u,∇u)

∣∣ =
∣∣∂yβ h̄(p, u,∇u)− ∂yβ h̄(p, 0, 0)

∣∣
6 C (|u|+ |∇u|) .

(8)We subtracted H(p) (u − v) to kill off the non-zero term in the first order Taylor
series of h̄.
(9)We do not get the smallness in the C1 norms of u and v since the y derivative of V
is not 0 at 0.
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Putting these three bounds back into (A.26) gives∣∣∇h̄u∣∣ 6 C (|u|+ |∇u|) (1 + |Hessu|) .(A.29)

The bound on divΣ V v follows similarly from the chain rule.
It now remains only to prove (4.8) and (4.9). SinceW (p) = W (p, u,∇u)−

W (p, v,∇v), we have

(A.30) |∂pαW | 6
∣∣W pα(p, u,∇u)−W pα(p, v,∇v)

∣∣
+
∣∣W s(p, u,∇u)uα −W s(p, v,∇v)vα

∣∣
+
∣∣W yβ (p, u,∇u)uαβ −W yβ (p, v,∇v)vαβ

∣∣ .
Using Lemma A.6 and, by (P2), W pαs(p, 0, 0) = W pαyβ (p, 0, 0) = 0, we get

(A.31)
∣∣W pα(p, u,∇u)−W pα(p, v,∇v)

∣∣
6 C (‖u‖C1 + ‖v‖C1) (|u− v|+ |∇u−∇v|) .

To bound the second term in (A.30), we start with the triangle inequality∣∣W s(p, u,∇u)uα −W s(p, v,∇v)vα
∣∣(A.32)

6
∣∣W s(p, u,∇u)−W s(p, v,∇v)

∣∣ |uα|+ ∣∣W s(p, v,∇v)
∣∣ |uα − vα| .

We use that W s is locally Lipschitz to get

(A.33)
∣∣W s(p, u,∇u)−W s(p, v,∇v)

∣∣ |uα|
6 C |∇u| (|u− v|+ |∇u−∇v|) .

Similarly, using also that W s(p, 0, 0) by (P2), we get∣∣W s(p, v,∇v)
∣∣ |uα − vα| 6 C (|v|+ |∇v|) |∇u−∇v| .(A.34)

For the last term in (A.30), we begin with the triangle inequality

(A.35)
∣∣W yβ (p, u,∇u)uαβ −W yβ (p, v,∇v)vαβ

∣∣
6
∣∣W yβ (p, u,∇u)−W yβ (p, v,∇v)

∣∣ |uαβ |
+
∣∣W yβ (p, v,∇v)

∣∣ |uαβ − vαβ | .
Since W yβ is locally Lipschitz, we get

(A.36)
∣∣W yβ (p, u,∇u)−W yβ (p, v,∇v)

∣∣ |uαβ |
6 C (|u− v|+ |∇u−∇v|) |uαβ | .

Similarly, using also that W yβ (p, 0, 0) by (P2), we get∣∣W yβ (p, v,∇v)
∣∣ |uαβ − vαβ | 6 C (|v|+ |∇v|) |uαβ − vαβ | .(A.37)
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Substituting these bounds into (A.30) gives the desired bound on |∇W |
in (4.8).
To prove (4.9), first use that h = h̄(p, u,∇u)− h̄(p, v,∇v)−H(p) (u− v)

to get

(A.38) |∂pαh| 6 |∇H| |u− v|

+ |h̄s(p, u,∇u)uα − h̄s(p, v,∇v) vα −H(uα − vα)|

+ |h̄pα(p, u,∇u)− h̄pα(p, v,∇v)|

+ |h̄yβ (p, u,∇u)uαβ − h̄yβ (p, v,∇v)vαβ | .

The first and third terms on the right in (A.38) are clearly bounded by
C |u − v| and, since hpα is locally Lipschitz, C (|u− v|+ |∇u−∇v|). To
bound the last term in (A.38), we use the triangle inequality to get

(A.39) |h̄yβ (p, u,∇u)uαβ − h̄yβ (p, v,∇v)vαβ |

6 |h̄yβ (p, u,∇u)− h̄yβ (p, v,∇v)| |uαβ |

+ |h̄yβ (p, u,∇u)| |uαβ − vαβ |
6 C |Hessu| (|u− v|+ |∇u−∇v|) + C (|u|+ |∇u|) |Hessu−Hessv| ,

where the last inequality uses that h̄yβ is locally Lipschitz and h̄yβ (p, 0, 0) =
0. Finally, to bound the second term on the right in (A.38), we use the
triangle inequality to get

(A.40) |h̄s(p, u,∇u)uα − h̄s(p, v,∇v) vα|

6 |h̄s(p, u,∇u)− h̄s(p, v,∇v)| |uα|+ |h̄s(p, u,∇u)| |∇u−∇v| ,

which we bound similarly. Combining the various bounds gives (4.9). �
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