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NON-UNIQUENESS RESULTS FOR THE
ANISOTROPIC CALDERÓN PROBLEM WITH DATA

MEASURED ON DISJOINT SETS

by Thierry DAUDÉ,
Niky KAMRAN & François NICOLEAU (*)

Abstract. — In this paper, we show that there is non-uniqueness in the
Calderón problem on Riemannian manifolds when the Dirichlet and Neumann data
are measured on disjoint sets of the boundary. We provide counterexamples in the
case of two and three dimensional Riemannian manifolds with boundary having the
topology of circular cylinders in dimension two and toric cylinders in dimension
three. The construction could be easily extended to higher dimensional Riemannian
manifolds.
Résumé. — Dans cet article, on montre qu’il y a non-unicité pour le problème

de Calderón sur des variétés riemanniennes quand les données de Dirichlet et de
Neumann sont mesurées sur des sous-ensembles disjoints du bord. On construit des
contre-exemples à l’unicité en dimension 2 et 3 pour des variétés riemanniennes à
bord topologiquement équivalentes à des cylindres dont les fibres sont des tores.
La construction pourrait être aisément étendue à des variétés riemanniennes de
dimensions supérieures.

1. Introduction

This paper is devoted to the study of various anisotropic Calderón prob-
lems on some simple Riemannian manifolds to be described below. Let us
first recall some basic facts about the anisotropic Calderón problem in this
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setting. We refer for instance to [10, 11, 15, 16, 25, 31, 32, 33] for impor-
tant contributions to the subject and to the surveys [17, 26, 42, 45] for the
current state of the art.
Let (M, g) be an n dimensional smooth compact Riemannian manifold

with smooth boundary ∂M . Let us denote by ∆LB the positive Laplace–
Beltrami operator on (M, g). In a local coordinate system (xi)i=1,...,n, the
Laplace–Beltrami operator ∆LB has the expression

∆LB = −∆g = − 1√
|g|
∂i

(√
|g|gij∂j

)
,

where
(
gij
)
is the matrix inverse of the metric tensor (gij), where |g| =

det (gij) is the determinant of g and where we use the Einstein summation
convention. We recall that the Laplace–Beltrami operator −∆g with Dirich-
let boundary conditions is selfadjoint on L2(M,dVolg) and has pure point
spectrum {λ2

j}j>1 so that 0 < λ2
1 6 · · · 6 λ2

j → +∞ (see for instance [23]).
We consider the Dirichlet problem at a frequency λ2 ∈ R on (M, g) such

that λ2 /∈ {λ2
j}j>1. We are interested in the solutions u of

(1.1)
{
−∆gu = λ2u, on M,

u = ψ, on ∂M.

It is well known (see for instance [42]) that for any ψ ∈ H1/2(∂M), there ex-
ists a unique weak solution u ∈ H1(M) of (1.1). This allows us to define the
Dirichlet-to-Neumann (DN) map as the operator Λg(λ2) from H1/2(∂M)
to H−1/2(∂M) defined for all ψ ∈ H1/2(∂M) by

(1.2) Λg(λ2)(ψ) = (∂νu)|∂M ,

where u is the unique solution of (1.1) and (∂νu)|∂M is its normal derivative
with respect to the unit outer normal vector ν on ∂M . Here (∂νu)|∂M is
interpreted in the weak sense as an element of H−1/2(∂M) by〈

Λg(λ2)ψ|φ
〉

=
∫
M

〈du,dv〉gdVolg,

for any ψ ∈ H1/2(∂M) and φ ∈ H1/2(∂M) such that u is the unique
solution of (1.1) and v is any element of H1(M) so that v|∂M = φ. If ψ is
sufficiently smooth, we can check that

Λg(λ2)ψ = g(ν,∇u)|∂M = du(ν)|∂M = ν(u)|∂M ,

where ν represents the unit outer normal vector to ∂M . Clearly, in that
case, an expression in local coordinates for the normal derivative is thus

(1.3) ∂νu = νi∂iu.
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CALDERÓN PROBLEM WITH DISJOINT DATA 121

We shall be interested in fact in the partial DN maps defined as follows.
Let ΓD and ΓN be two open subsets of ∂M . We then define the partial
DN map Λg,ΓD,ΓN (λ2) as the restriction of the global DN map Λg(λ2) to
Dirichlet data given on ΓD and Neumann data measured on ΓN . Precisely,
consider the Dirichlet problem

(1.4)


−∆gu = λ2u, on M,

u = ψ, on ΓD,
u = 0, on ∂M \ ΓD.

We thus define Λg,ΓD,ΓN (λ2) as the operator acting on the functions ψ ∈
H1/2(∂M) with suppψ ⊂ ΓD by

(1.5) Λg,ΓD,ΓN (λ2)(ψ) = (∂νu)|ΓN ,

where u is the unique solution of (1.4).
The anisotropic partial Calderón problem can be initially stated as: does

the knowledge of the partial DN map Λg,ΓD,ΓN (λ2) at a frequency λ2 deter-
mine uniquely the metric g? One can think of three subcases of the above
problem:

Full data: ΓD = ΓN = ∂M . In that case, we simply denote by Λg(λ2)
the DN map.

Local data: ΓD = ΓN = Γ, where Γ can be any nonempty open subset
of ∂M . In that case, we denote by Λg,Γ(λ2) the DN map.

Data on disjoint sets: ΓD and ΓN are disjoint open sets of ∂M .
Due to a number of gauge invariances, the answer to the above ques-

tions is no. Indeed, it is clear from the definitions (1.4) and (1.5) that in
any dimension, the partial DN map Λg,ΓD,ΓN (λ2) is invariant under pull-
back of the metric by the diffeomorphisms of M that are the identity on
ΓD ∪ ΓN , i.e.

(1.6) ∀ φ ∈ Diff(M), φ|ΓD∪ΓN = Id, Λφ∗g,ΓD,ΓN (λ2) = Λg,ΓD,ΓN (λ2).

In the two dimensional case and for zero frequency λ2 = 0, there is
another gauge invariance of the DN map due to the conformal invariance
of the Laplace–Beltrami operator. More precisely, recall that in dimension 2

∆cg = 1
c

∆g,

for any smooth function c > 0. Therefore, we have in dimension 2

(1.7) ∀ c ∈ C∞(M), c > 0 and c|ΓN = 1, Λcg,ΓD,ΓN (0) = Λg,ΓD,ΓN (0),

since the unit outer normal vectors νcg and νg coincide on ΓN in that case.

TOME 69 (2019), FASCICULE 1



122 Thierry DAUDÉ, Niky KAMRAN & François NICOLEAU

Hence the appropriate question (called the anisotropic Calderón conjec-
ture) to adress is the following.

(Q1). — Let M be a smooth compact manifold with smooth boundary
∂M and let g1, g2 be smooth Riemannian metrics on M . Let ΓD,ΓN be
any open sets of ∂M and λ2 be a fixed frequency that does not belong to
σ(−∆g). If

Λg1,ΓD,ΓN (λ2) = Λg2,ΓD,ΓN (λ2),

then is it true that
g1 = g2,

up to the invariance (1.6) if dimM > 3 and up to the invariances (1.6)–
(1.7) if dimM = 2 and λ2 = 0?

In dimM > 3, we can adress another relevant (and simpler!) problem by
assuming that the Riemannian manifolds (M, g1) and (M, g2) belong to the
same conformal class, i.e. there exists a smooth positive function c (called
the conformal factor) such that g2 = cg1. In that case, g1 is considered as
the background known metric and the problem consists in determining the
unknown scalar function c from the DN map Λcg1,ΓD,ΓN (λ2). Precisely, the
question becomes:

(Q2). — Let (M, g) be a smooth compact Riemannian manifold with
boundary ∂M and let ΓD,ΓN be any open sets of ∂M . Let c be a smooth
positive function on M . If

Λcg,ΓD,ΓN (λ2) = Λg,ΓD,ΓN (λ2),

show that there exists a diffeomorphism φ : M −→M with φ|ΓD∪ΓN = Id
so that

(1.8) φ∗g = cg.

Note that in the case of full data ΓD = ΓN = ∂M or more generally in
the case where ΓD ∪ ΓN = ∂M , it is known that any diffeomorphism φ :
M −→M which satisfies φ|∂M = Id and φ∗g = cg must be the identity [35].
Therefore, in either of these particular cases, there is no ambiguity arising
from diffeomorphisms and (1.8) should be replaced by the condition

(1.9) c = 1, on M.

A last version of the anisotropic Calderón problem which in some sense
generalizes (Q2) is the following. Consider the solution of the Schrödinger

ANNALES DE L’INSTITUT FOURIER



CALDERÓN PROBLEM WITH DISJOINT DATA 123

equation on (M, g) with potential V ∈ L∞(M)

(1.10)


(−∆g + V )u = λ2u, on M,

u = ψ, on ΓD,
u = 0, on ∂M \ ΓD.

It is well known (see again for instance [10, 42]) that if λ2 does not belong to
the Dirichlet spectrum of−∆g+V , then for any ψ ∈ H1/2(∂M), there exists
a unique weak solution u ∈ H1(M) of (1.10). This allows us to define the
partial Dirichlet-to-Neumann map Λg,V,ΓD,ΓN (λ2) for all ψ ∈ H1/2(∂M)
with supp ψ ⊂ ΓD by

(1.11) Λg,V,ΓD,ΓN (λ2)(ψ) = (∂νu)|ΓN ,

where u is the unique solution of (1.10) and (∂νu)|ΓN is its normal derivative
with respect to the unit outer normal vector ν on ΓN . Once again, we
assume that g is a known background metric and the problem consists
in determining the unknown potential V ∈ L∞(M) from the DN map
Λg,V,ΓD,ΓN (λ2). Precisely, the question is:

(Q3). — Let (M, g) be a smooth compact Riemannian manifold with
smooth boundary ∂M and let ΓD,ΓN be any open sets of ∂M . Let V1 and
V2 be potentials in L∞(M). If

Λg,V1,ΓD,ΓN (λ2) = Λg,V2,ΓD,ΓN (λ2),

is it true that
V1 = V2?

There is a straightforward link between (Q2) and (Q3) in the case of zero
frequency λ2 = 0 and global data. The main point is the observation that
the Laplace–Beltrami operator transforms under conformal scalings of the
metric by

(1.12) ∆cgu = c−
n+2

4 (∆g + q)
(
c
n−2

4 u
)
,

where

(1.13) q = c−
n−2

4 ∆gc
n−2

4 .

Then we can show that if c is a positive smooth function on M such that

c|ΓD∪ΓN = 1, (∂νc)|ΓN = 0,

then

(1.14) Λcg,V,ΓD,ΓN (0) = Λg,cV−q,ΓD,ΓN (0),

TOME 69 (2019), FASCICULE 1



124 Thierry DAUDÉ, Niky KAMRAN & François NICOLEAU

where q is given by (1.13). The proof of (1.14) is an immediate adaptation
of the proof of the Proposition 8.2 in [10]. In particular, we have (using the
preceding notations)

(1.15) Λcg,ΓD,ΓN (0) = Λg,−q,ΓD,ΓN (0),

where q is given by (1.13).
Let us show that (Q3) implies (Q2) in the case of zero frequency and

global data (i.e. when ΓD = ΓN = ∂M). Assume that (Q3) is true and
assume that for two metrics g and cg, we have

(1.16) Λcg(0) = Λg(0).

Then by boundary determination ([10, 22, 33], we can show that c|∂M = 1
and (∂νc)|∂M = 0. Hence, we can use (1.15) to show that (1.16) is equivalent
to

(1.17) Λg,−q(0) = Λg,0(0),

with q given by (1.13) and Λg,−q(0) stands for the global DN map. Finally,
our hypothesis that (Q3) holds true now asserts that q = 0, or in other
words that ∆gc

n−2
4 = 0. Since c|∂M = 1, uniqueness of solutions for the

Dirichlet problem shows that c = 1 on M and (Q2) is proved.
The most complete results on the anisotropic Calderón problems (Q1),

(Q2) and (Q3) have been obtained in the case of full data (ΓD = ΓN = ∂M)
and local data (ΓD = ΓN = Γ with Γ any open subset of M) for vanishing
frequency λ2 = 0. In dimension 2, the anisotropic Calderón problem (Q1)
for global and local data with λ2 = 0 was shown to be true for connected
Riemannian surfaces in [32]. We also refer to [1] for similar results answer-
ing (Q1) for global and local data in the case of anisotropic conductivities
which are only L∞ on bounded domains of Rn. A positive answer to (Q1)
for global and local data and zero frequency λ2 = 0 in dimension 3 or higher
has been given for compact connected real analytic Riemannian manifolds
with real analytic boundary first in [33] under some topological assumptions
relaxed later in [31, 32] and for compact connected Einstein manifolds with
boundary in [15]. Note that Einstein manifolds are real analytic in their
interior. Let us point out here that no connectedness assumption on the
measurement set Γ was made in the works [15, 32].

The general full or local data anisotropic Calderón problem (Q1) in di-
mension 3 or higher remains a major open problem. A few deep results con-
cerning the partial questions (Q2) and (Q3) have been obtained recently
in [10, 11] for some classes of smooth compact Riemannian manifolds with
boundary that are conformally transversally anisotropic, i.e. Riemannian
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manifolds (M, g) such that

M ⊂⊂ R×M0, g = c(e⊕ g0),

where (M0, g0) is a n − 1 dimensional smooth compact Riemannian man-
ifold with boundary, e is the Euclidean metric on the real line, and c is a
smooth positive function in the cylinder R ×M0. Under some conditions
on the transverse manifold (M0, g0) such as for instance simplicity(1) , the
Riemannian manifold (M, g) is said to be admissible. In that framework,
the authors of [10, 11] were able to determine uniquely the conformal factor
c from the knowledge of the DN map at zero frequency λ2 = 0, that is,
they answered both (Q2) and (Q3) for the class of admissible Riemannian
manifolds. Moreover, these results were extended recently to anisotropic
Calderón problems with partial data in [25] (see below). We also refer
to [16, 19, 21] for other local data results and to the surveys [17, 26] for
more references on the subject.
Concerning the anisotropic Calderón problem with data measured on dis-

tinct (not necessarily disjoint) sets ΓD,ΓN of ∂M , we refer to [27] for some
positive results of (Q3) in the case of bounded domains Ω of Rn, n > 3
equipped with the Euclidean metric. Roughly speaking, in [27], the sets
ΓD,ΓN where the measurements are made must overlap a little bit. Pre-
cisely, ΓD ⊂ ∂Ω can possibly be very small and ΓN must then be slightly
larger than ∂Ω \ ΓD. We also refer to [25] for the generalization of [27] to
admissible Riemannian manifolds. To explain the result of [25], we recall
first that admissible manifolds admit certain functions ϕ which are called
limiting Carleman weights (LCW) and which are useful for constructing
complex geometrical optic solutions. We refer to [10] for the definition and
properties of limiting Carleman weights on manifolds and their applica-
tions. Thanks to the existence of LCW ϕ, we can decompose the boundary
of M as

∂M = ∂M+ ∪ ∂Mtan ∪ ∂M−,

where

∂M± = {x ∈ ∂M : ±∂νϕ(x) > 0}, ∂Mtan = {x ∈ ∂M : ±∂νϕ(x) = 0}.

(1)We say that a compact manifold (M0, g0) is simple if any two points in M0 are
connected by a unique geodesic depending smoothly on the endpoints and if ∂M0 is
strictly convex (its second fundamental form is positive definite).

TOME 69 (2019), FASCICULE 1
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Roughly speaking, the authors of [25] show that (Q3) is true(2) if the set
of Dirichlet data ΓD contains ∂M− ∪ Γa and the set of Neumann mea-
surements ΓN contains ∂M+ ∪ Γa where Γa is some open subset of ∂Mtan.
Hence in particular, the sets ΓD and ΓN must overlap in order to have
uniqueness. The only exception occurs in the case where ∂Mtan has zero
measure. In that case, it is enough to take ΓD = ∂M− and ΓN = ∂M+
to have uniqueness in (Q3) (see [25, Theorem 2.3]). Note in this case that
ΓD ∩ ΓN = ∂M− ∩ ∂M+ = ∅.
We conclude our survey of anisotropic Calderón problems with the case

of data measured on disjoint sets for which only a few results are known
in the case of zero frequency λ2 = 0. We already mentioned above the
recent paper [25] which concerns a certain subclass of admissible Riemann-
ian manifolds. The only other result we are aware is due to Imanuvilov,
Uhlmann and Yamamoto [20] who, roughly speaking, showed in the 2 di-
mensional case, that the potential of a Schrödinger equation on a two-
dimensional domain homeomorphic to a disc, where the boundary is par-
titioned into eight clockwise-ordered parts Γ1,Γ2, . . . ,Γ8 is determined by
boundary measurements with sources supported on S = Γ2 ∪ Γ6 and fields
observed on R = Γ4 ∪ Γ8, hence answering (Q3) in this particular setting.
Let us also mention some related papers by Rakesh [38] and by Oksanen,

Lassas [29, 30] dealing with the hyperbolic anisotropic Calderón problem,
that is to say in our language, the case where we assume the knowledge
of the partial DN map at all frequencies λ2. We refer to [23] for a thor-
ough account on hyperbolic anisotropic Calderón problem and to [24] for
the link between the hyperbolic DN map and the elliptic DN map at all
frequencies. For instance, Oksanen and Lassas showed in [30] that (M, g) is
uniquely determined (up to the gauge invariance (1.6)) from the knowledge
of Λg,ΓD,ΓN (λ2) at all frequencies λ2 under the Hassell–Tao type assump-
tion

∃ C0 > 0, λ2
j 6 C0‖∂νφj‖2L2(ΓD), ∀ j > 1, . . .

where λ2
j are the eigenvalues of −∆g with Dirichlet boundary conditions

and φj are the associated normalized eigenfunctions.
Finally, in [38], Rakesh proved that the coefficients of a wave equation

on a one-dimensional interval are determined by boundary measurements
with sources supported on one end of the interval and the waves observed

(2) In fact, additional geometric assumptions on the transverse manifold (M0, g0) are
needed to give a full proof of this result. We refer to [25, Theorem 2.1] for the precise
statement.
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on the other end. Here again, the uniqueness result entails to know the
hyperbolic DN map or equivalently the DN map at all frequencies.
In this paper, we are mainly concerned with the anisotropic Calderón

problems (Q1) and (Q2) with Dirichlet and Neumann data measured on dis-
joint sets. We provide some simple counterexamples to uniqueness in (Q1)
and (Q2) for Riemannian surfaces (in the case of nonzero frequency) and
for 3 dimensional Riemannian manifolds (without restriction on the fre-
quency). In fact, similar counterexamples to uniqueness can be found for
any n dimensional Riemannian manifold, but we only give the details in
the 3 dimensional case to keep things concise.

First, we consider a smooth compact Riemannian surface (S, g) having
the topology of a cylinder M = [0, 1] × T 1 and that is equipped with a
Riemannian metric given in global isothermal coordinates (x, y) by

(1.18) g = f(x)[dx2 + dy2].

Here f is a smooth positive function on S of the variable x only and T 1

stands for the one dimensional torus. The boundary ∂S of S is not con-
nected and consists in two copies of T 1, precisely

∂S = Γ0 ∪ Γ1, Γ0 = {0} × T 1, Γ1 = {1} × T 1.

Let ΓD and ΓN be nonempty open subsets of ∂M . We denote Λg,ΓD,ΓN (λ2)
the associated partial DN map corresponding to Dirichlet data given on ΓD
and Neumann data measured on ΓN . We shall prove

Theorem 1.1. — Let (S, g) denote a Riemannian surface of the
form (1.18), i.e.

g = f(x)[dx2 + dy2],
with f a smooth positive function on S. Let λ2 6= 0 be a fixed frequency.
Let ΓD and ΓN be nonempty open subsets of ∂M that belong to distinct
connected components of ∂M . Then there exists an infinite dimensional
family of non-isometric metrics g̃c = cg of the form (1.18), parametrized
by smooth positive functions c = c(x), which satisfy c(0) = c(1) = 1 such
that

Λg,ΓD,ΓN (λ2) = Λ
g̃c,ΓD,ΓN (λ2).

We emphasize that the family of metrics g̃c parametrized by the smooth
positive functions c = c(x) satisfying c(0) = c(1) = 1 is explicit. We refer to
the end of the proof of Theorem 3.6 below for its complete description and
more particularly to the formulae (3.48) and (3.49) for a countable family
of examples. Conversely, at zero frequency λ2 = 0 and still for Dirichlet
and Neumann data measured on distinct connected components of ∂M ,

TOME 69 (2019), FASCICULE 1



128 Thierry DAUDÉ, Niky KAMRAN & François NICOLEAU

we show that a metric g = f(x)[dx2 + dy2] can be uniquely determined by
Λg,ΓD,ΓN (0) up to the gauge invariance (1.7). We mention finally that in the
case where the data ΓD and ΓN belong to the same connected component
of ∂M , we can show that a metric g = f(x)[dx2 + dy2] can be uniquely
determined by Λg,ΓD,ΓN (λ2) for any frequency λ2 (up to the gauge invari-
ance (1.7) when λ2 = 0). This is proved in Theorem 3.2.

In which sense is our family of metrics g̃c a counterexample to (Q1)
and (Q2) when the data are measured on disjoint sets? Since we work
at a fixed nonzero frequency λ2 6= 0, the only gauge invariance for the
above partial anisotropic Calderón problem is a priori (1.6), i.e. g and g̃c
coincide up to the existence of a diffeomorphism φ : M −→ M such that
φ|ΓD∪ΓN = Id and φ∗g = g̃c = cg.

Assume the existence of such a diffeomorphism φ in the case ΓD ⊂ Γ0 and
ΓN ⊂ Γ1. Then φmust send the boundary ∂M into itself, i.e. φ(∂M) = ∂M .
More precisely, since by hypothesis φ|ΓD = Id and φ|ΓN = Id, we see that
in fact φ must send the connected components Γ0 and Γ1 of the boundary
into themselves, i.e. φ(Γ0) = Γ0 and φ(Γ1) = Γ1. Let us denote now by
g0 = f(0)dy2 and g1 = f(1)dy2 the metrics on Γ0 and Γ1 induced by g.
Taking the restrictions to Γ0 and Γ1 of φ∗g = g̃c = cg, using c(0) = c(1) = 1
and our previous result, we get φ∗g0 = g0 and φ∗g1 = g1. In other words,
φ|Γ0 and φ|Γ1 are isometries of (Γ0, g0) and (Γ1, g1) respectively. But the
isometries of (Γ0, g0) and (Γ1, g1) are simply the transformations y 7→ ±y+a
for any constant a. Using our hypothesis φ|ΓD = Id and φ|ΓN = Id again,
we see that the unique possibility is φ|Γ0 = φ|Γ1 = Id. We thus have
φ|∂M = Id. According to [35], the only diffeomorphism φ satisfying the
previous properties is Id. We thus conclude that our family of metrics
g̃c = cg cannot come from the pull back of the initial metric g by such a
diffeomorphism and thus provide the claimed counterexamples.
We also solve the anisotropic Calderón problem (Q3) in the class of

smooth compact Riemannian surfaces (1.18) for potentials V ∈ L∞ that
only depend on the variable x. We show similarly that if the Dirichlet and
Neumann data ΓD and ΓN belong to two distinct components of ∂S, then
there exists an infinite dimensional family of potentials Ṽ = Ṽ (x) that
satisfies

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2).

This is done in Theorem 3.8.
In 3 dimensions, we consider the family of smooth compact Riemannian

manifolds (M, g) which have the topology of a toric cylinderM = [0, 1]×T 2
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and that are equipped with a metric

(1.19) g = f(x)dx2 + f(x)dy2 + h(x)dz2,

where f, h are smooth positive functions on M . Once again, the boundary
∂M of M is disconnected and consists in two copies of T 2, precisely

∂M = Γ0 ∪ Γ1, Γ0 = {0} × T 2, Γ1 = {1} × T 2.

Let ΓD and ΓN be nonempty open subsets of ∂M . We denote Λg,ΓD,ΓN (λ2)
the associated partial DN map corresponding to Dirichlet data given on ΓD
and Neumann data measured on ΓN . We shall prove

Theorem 1.2. — Let (M, g) and (M, g̃) denote two generic Riemannian
manifolds of the form (1.19), i.e.

g = f(x)dx2 + f(x)dy2 + h(x)dz2, g̃ = f̃(x)dx2 + f̃(x)dy2 + h̃(x)dz2.

Let λ2 ∈ R be a fixed frequency and let ΓD and ΓN be nonempty open
subsets of ∂M such that ΓD ∩ ΓN = ∅. Then

(1) There exist infinitely many pairs of non isometric Riemannian man-
ifolds (M, g) and (M, g̃) with g̃ = cg for some smooth positive
strictly increasing or decreasing functions c = c(x) satisfying
• c(0) = 1 if ΓD,ΓN ⊂ Γ0,
• c(1) = 1 if ΓD,ΓN ⊂ Γ1,
• c(1)3 = c(0) 6= 1 if ΓD ⊂ Γ0 and ΓN ⊂ Γ1,
• c(0)3 = c(1) 6= 1 if ΓD ⊂ Γ1 and ΓN ⊂ Γ0,

such that
Λg,ΓD,ΓN (λ2) = Λ

g̃,ΓD,ΓN (λ2).

(2) If moreover λ2 = 0, there exists a one parameter family of Riemann-
ian manifolds (M, g̃a)a>0 non isometric with the given Riemannian
manifold (M, g), satisfying

Λg,ΓD,ΓN (0) = Λ
g̃a,ΓD,ΓN (0).

The one parameter family of metrics (g̃a)a>0 has the form g̃a =
cag where ca = c(x, a) are smooth positive strictly increasing or
decreasing functions satisfying
• c(0, a) = 1 if ΓD,ΓN ⊂ Γ0,
• c(1, a) = 1 if ΓD,ΓN ⊂ Γ1,
• c(x, a) > 1 or c(x, a) < 1 if ΓD ⊂ Γ0 (resp. ΓD ⊂ Γ1) and

ΓN ⊂ Γ1 (resp. ΓD ⊂ Γ0),
that are explicitly given in terms of g.
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As in the 2 dimensional case, the only gauge invariance for the above par-
tial anisotropic Calderón problems (Q1) and (Q2) with data measured on
disjoint sets is a priori (1.6). Assume that there exists a diffeomorphism φ :
M −→M such that φ|ΓD∪ΓN = Id and φ∗g = g̃ = cg. In particular, since φ
is a diffeomorphism, we see that Volg(M) = Volφ∗g(M) = Volcg(M). Hence
we must have ∫

M

√
|g|dxdydz =

∫
M

c3/2
√
|g|dxdydz.

But in any case, we know that c > 1 or c < 1 on (0, 1). Hence the
above equality is impossible. We conclude that our family of metrics is
not captured by this gauge invariance and thus provides counterexamples
to uniqueness.
We emphasize that we could extend the results of Theorem 1.2 to higher

dimensional Riemannian manifolds. Consider for instance n dimensional
Riemannian manifolds (M, g) which have the topology of a toric cylinder
M = [0, 1]× Tn−1 and that are equipped with a metric

(1.20) g = f(x)dx2 + f(x)dy2
1 + h2(x)dy2

2 + · · ·+ hn−1(x)dy2
n−1,

where f, h2, . . . , hn−1 are smooth positive functions on M . The analysis
given for the 3 dimensional models extend in a straightforward way to such
Riemannian manifolds and the results are basically the same.
We also solve the anisotropic Calderón problem (Q3) in the class of

smooth compact Riemannian manifolds (1.19) for potentials V ∈ L∞ that
only depend on the variable x. Contrary to Theorem 1.2, we show in The-
orems 3.8 and 4.10 that if the Dirichlet and Neumann data ΓD and ΓN
belong to the same connected component of ∂M and if Λg,V,ΓD,ΓN (λ2) =
Λ
g,Ṽ ,ΓD,ΓN

(λ2), (and a technical asumption on ΓN in Theorem 4.10), then

V = Ṽ .

The anisotropic Calderón problems (Q2) and (Q3) are thus not equivalent
in our 3 dimensional models. Moreover, if the Dirichlet and Neumann data
ΓD and ΓN does not belong to the same connected component of ∂M , we
show there exists an explicit infinite dimensional family of potentials Ṽ
that satisfies Λg,V,ΓD,ΓN (λ2) = Λ

g,Ṽ ,ΓD,ΓN
(λ2).

The remainder of this paper is devoted to the proofs of Theorems 1.1
and 1.2. In Section 2, we collect some results on the inverse spectral problem
of one dimensional Schrödinger operators. In particular, we define the no-
tion of characteristic and Weyl–Titchmarsh functions associated with one
dimensional equation Schrödinger equations with certain boundary con-
ditions and state a version of the Borg–Marchenko Theorem that will be
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needed for our proof. We refer for instance to [2, 12, 14, 28, 34, 44] for a
detailed account of these results.
The interest in one dimensional inverse spectral theory comes from the

presence of symmetries in our models. These symmetries allow to decom-
pose the solution of the Dirichlet problem and the DN map onto the Fourier
modes {eimy}m∈Z in 2D and the Fourier modes {eimyeinz}m,n∈Z in 3D.
Hence we are able to reduce our initial problem to an infinite number of
1D inverse spectral problems for which the results recalled in Section 2 will
be useful.
In Section 3, we describe the 2 dimensional models and construct first the

global and partial DN maps that we aim to study as well as their restric-
tions onto the Fourier modes {eimy}m∈Z. Using essentially the Complex
Angular Momentum Method (see [6, 7, 8, 9, 39, 40]) that consists in allow-
ing the angular momentum m to be complex, we solve in Theorem 3.2 an
anisotropic Calderón problem with Dirichlet and Neumann data measured
on some open subsets ΓD and ΓN of ∂M . We continue with the proof of
our main Theorem 1.1 in two dimensions. We finish this Section solving
the anisotropic Calderón problem (Q3) in Theorem 3.8 and giving new
counterexamples to uniqueness in this setting.
In Section 4, we perform a similar analysis for the 3 dimensional models.

We construct first the global and partial DN maps that we aim to study
as well as their restrictions onto the Fourier modes {eimy+inz}m,n∈Z. In
Theorem 4.4, we solve the anisotropic Calderón problem with Dirichlet
and Neumann data measured on some overlaping open subsets ΓD or ΓN
belonging to the same connected component of ∂M . Once again here, the
main tool is the Complex Angular Momentum method that makes possible
to complexify the angular momenta m and n. We then proceed to prove
our second main Theorem 1.2 in three dimensions. We finish this section
showing that the anisotropic Calderón problem (Q3) has a unique solution
in the case where the Dirichlet and Neumann data belong to the same
connected component of the boundary. This is done in Theorem 4.10.

2. Preliminary results on 1D inverse spectral problems

We consider the class of ODE on the interval [0, 1] given by

(2.1) − v′′ + q(x)v = −µ2v, q ∈ L2([0, 1]), q real,

with Dirichlet boundary conditions

(2.2) v(0) = 0, v(1) = 0.
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Since the potential q belongs to L2([0, 1]) ⊂ L1([0, 1]), we can define for
all µ ∈ C two fundamental systems of solutions (FSS)

{c0(x, µ2), s0(x, µ2)}, {c1(x, µ2), s1(x, µ2)},

of (2.1) by imposing the Cauchy conditions

(2.3)
{
c0(0, µ2) = 1, c′0(0, µ2) = 0, s0(0, µ2) = 0, s′0(0, µ2) = 1,
c1(1, µ2) = 1, c′1(1, µ2) = 0, s1(1, µ2) = 0, s′1(1, µ2) = 1.

It follows from (2.3) that

(2.4) W (c0, s0) = 1, W (c1, s1) = 1, ∀ µ ∈ C,

where W (u, v) = uv′ − u′v is the Wronskian of u, v. Moreover, the FSS
{c0(x, µ2), s0(x, µ2)} and {c1(x, µ2), s1(x, µ2)} are entire functions with re-
spect to the variable µ2 ∈ C by standard properties of ODEs depending
analytically on a parameter.
We then define the characteristic function of (2.1) with boundary condi-

tions (2.2) by

(2.5) ∆(µ2) = W (s0, s1).

The characteristic function µ2 7→ ∆(µ2) is entire with respect to µ2 and
its zeros (α2

k)k>1 correspond to “minus” the eigenvalues of the selfadjoint
operator − d2

dx2 + q with Dirichlet boundary conditions. The eigenvalues α2
k

are thus real and satisfy −∞ < · · · < α2
2 < α2

1 <∞.
We next define two Weyl–Titchmarsh functions by the following classical

prescriptions. Let the Weyl solutions Ψ and Φ be the unique solutions
of (2.1) having the form

(2.6)
Ψ(x, µ2) = c0(x, µ2) +M(µ2)s0(x, µ2),

Φ(x, µ2) = c1(x, µ2)−N(µ2)s1(x, µ2),

which satisfy the Dirichlet boundary condition at x = 1 and x = 0 re-
spectively. Then a short calculation using (2.3) shows that the Weyl–
Titchmarsh functions M(µ2) and N(µ2) are uniquely defined by

(2.7) M(µ2) = −W (c0, s1)
∆(µ2) , N(µ2) = −W (c1, s0)

∆(µ2) .

For later use, we introduce the functions D(µ2) = W (c0, s1) and E(µ2) =
W (c1, s0) which also turn out to be entire functions of µ2. We then have
the following notation for the Weyl–Titchmarsh functions

M(µ2) = −D(µ2)
∆(µ2) , N(µ2) = −E(µ2)

∆(µ2) .
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We now collect some analytic results involving the functions ∆(µ2),
D(µ2), E(µ2),M(µ2) and N(µ2) and give a version of the Borg–Marchenko
Theorem we shall need later.

Lemma 2.1. — The FSS {c0(x, µ2), s0(x, µ2)} and {c1(x, µ2), s1(x, µ2)}
have the following asymptotics uniformly with respect to x ∈ [0, 1] as |µ| →
∞ in the complex plane C.

(2.8)



c0(x, µ2) = cosh(µx) +O

(
e|<(µ)|x

µ

)
,

c′0(x, µ2) = µ sinh(µx) +O
(
e|<(µ)|x

)
,

s0(x, µ2) = sinh(µx)
µ

+O

(
e|<(µ)|x

µ2

)
,

s′0(x, µ2) = cosh(µx) +O

(
e|<(µ)|x

µ

)
,

and

(2.9)



c1(x, µ2) = cosh(µ(1− x)) +O

(
e|<(µ)|(1−x)

µ

)
,

c′1(x, µ2) = −µ sinh(µ(1− x)) +O
(
e|<(µ)|(1−x)

)
,

s1(x, µ2) = − sinh(µ(1− x))
µ

+O

(
e|<(µ)|(1−x)

µ2

)
,

s′1(x, µ2) = cosh(µ(1− x)) +O

(
e|<(µ)|(1−x)

µ

)
.

Proof. — These asymptotics are classical and can be found in [37, The-
orem 3, p. 13]. �

Corollary 2.2.
(1) For each fixed x ∈ [0, 1], the fundamental systems of solutions
{c0(x, µ2), s0(x, µ2)} and {c1(x, µ2), s1(x, µ2)} are entire functions
of order 1

2 with respect to the variable µ2.
(2) The characteristic function ∆(µ2) and the functions D(µ2) and

E(µ2) are entire functions of order 1
2 with respect to the variable µ2.

(3) We have the following asymptotics in the complex plane C:
∆(µ2) = sinhµ

µ
+O

(
e|<(µ)|

µ2

)
,

D(µ2) = cosh(µ) +O

(
e|<(µ)|

µ

)
, E(µ2) = cosh(µ) +O

(
e|<(µ)|

µ

)
.
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In particular, M(µ2) = ∓µ + O(1), N(µ2) = ∓µ + O(1) when
µ→ ±∞, µ ∈ R.

Proof. — The proof of (1), (2) and (3) follows directly from (2.5), (2.7)
and Lemma 2.1. �

Corollary 2.3. — The characteristic function ∆(µ2) and the func-
tions D(µ2) and E(µ2) can be written as

(2.10)

∆(µ2) = Aµ2p
∞∏
k=1

(
1− µ2

α2
k

)
,

D(µ2) = Bµ2q
∞∏
k=1

(
1− µ2

β2
k

)
,

E(µ2) = Cµ2r
∞∏
k=1

(
1− µ2

γ2
k

)
,

where (α2
k)k>1, (β2

k)k>1 and (γ2
k)k>1 are the zeros of the entire functions

∆(µ2), D(µ2) and E(µ2) respectively, A,B,C are constants and p, q, r are
the multiplicities of the root at the origin.

Proof. — This is a direct consequence of Hadamard’s factorization The-
orem (see [3, 34, 41]) for the entire functions ∆(µ2), D(µ2) and E(µ2) of
order 1

2 . �

Let us finally recall here the celebrated Borg–Marchenko Theorem which
roughly speaking states that the Weyl–Titchmarsh functionsM or N of the
differential expression − d2

dx2 + q with regular boundary condition at x = 0
and x = 1 and with a real-valued potential q determines uniquely this
potential. We refer for instance to [2, 4, 5, 12, 13, 14, 28, 36, 44] for historic
and recent developments on the theory of WT functions. We state here a
version from [12, Corollary 4.3] adapted to our particular problem.

Theorem 2.4 (Borg–Marchenko). — Consider two boundary value
problems (2.1) with potentials q and q̃ in L1([0, 1]). Let M(µ2) and M̃(µ2)
the Weyl–Titchmarsh functions associated to (2.1) using (2.7). Then, if

M(µ2) = M̃(µ2) + f(µ2), µ2 ∈ C \ R,

for any f entire function of growth order at most 1
2 (here the equality is

understood on the domains of holomorphy of both sides of the equality,
that is in this case, on C minus the set of discrete eigenvalues of (2.1) that
lie on the real axis), then

q = q̃, on [0, 1].
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Conversely, if q = q̃ on [0, 1], then obviouslyM = M̃ on C\R. Of course, the
same results hold with M(µ2) and M̃(µ2) replaced by N(µ2) and Ñ(µ2).

3. The two dimensional case

3.1. The model and the Dirichlet-to-Neumann map

In this Section, we work on a Riemannian surface (S, g) which has the
topology of a cylinder M = [0, 1] × T 1 and that is equipped with a Rie-
mannian metric given in global isothermal coordinates (x, y) by

(3.1) g = f(x)[dx2 + dy2].

Here f is a smooth positive function on S of the variable x only and T 1

stands for the circle. The metric g obviously possesses one Killing vector
field ∂y that generates the cylindrical symmetry of our surface of revolution.
The boundary ∂S of S consists in two copies of T 1, precisely

∂S = Γ0 ∪ Γ1, Γ0 = {0} × T 1, Γ1 = {1} × T 1.

In our global coordinates system (x, y), the positive Laplace–Beltrami
operator takes the expression

−∆g = 1
f

(
−∂2

x − ∂2
y

)
.

It is well known that the Laplace–Beltrami operator −∆g with Dirichlet
boundary conditions is selfadjoint on L2(S,dVol) and has pure point spec-
trum {λ2

j}j>1 so that 0 < λ2
1 < λ2

2 6 · · · 6 λ2
j → +∞.

Consider the Dirichlet problem at a frequency λ2 such that λ /∈ {λ2
j}j>1.

That is we look at the solutions u of the following PDE

−∆gu = λ2u, on S,

which can be rewritten in our coordinates system as

(3.2) − ∂2
xu− ∂2

yu− λ2fu = 0, on S,

with the boundary conditions

(3.3) u = ψ on ∂S.

The DN map Λg(λ2) is then defined by (1.2) as

(3.4) Λg(λ2)(ψ) = (∂νu)|∂S ,

where u is the unique solution in H1(S) of (3.2) and (∂νu)|∂S ∈ H−1/2(∂S)
is the weak normal derivative of u on ∂S.
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In order to find a nice representation of the DN map, we introduce certain
notations. Since the boundary ∂S of S has two disjoint components ∂S =
Γ0 ∪ Γ1, we may decompose the Sobolev spaces Hs(∂S) as Hs(∂S) =
Hs(Γ0) ⊕ Hs(Γ1) for any s ∈ R. We also recall that Γ0 = Γ1 = T 1.
Moreover, we shall use the vector notation

ϕ =
(
ϕ0

ϕ1

)
,

for all elements ϕ of Hs(∂S) = Hs(Γ0) ⊕ Hs(Γ1). Finally, since the DN
map is a linear operator from H1/2(∂S) to H−1/2(∂S), it has the structure
of an operator valued 2× 2 matrix

Λg(λ2) =
(
L(λ2) TR(λ2)
TL(λ2) R(λ2)

)
,

where L(λ2), R(λ2), TR(λ2), TL(λ2) are bounded operators from H1/2(T 1)
to H−1/2(T 1). The operators L(λ2), R(λ2) correspond to the partial DN
map whose measurements are restricted to Γ0 and Γ1 respectively whereas
the operators TR(λ2), TL(λ2) correspond to the partial DN maps whose
measurements are made on the disjoints sets Γ0 and Γ1. For instance,
TL(λ2) is the operator from H1/2(Γ0) to H−1/2(Γ1) given by

TL(λ2)(ψ0) = (∂νu)|Γ1 ,

where u is the unique solution of (3.2)–(3.3) such that suppψ0 ⊂ Γ0.
To summarize, using the notations in the Introduction, we have the fol-

lowing dictionary

L(λ2) = Λg,Γ0(λ2), R(λ2) = Λg,Γ1(λ2),

TL(λ2) = Λg,Γ0,Γ1(λ2), TR(λ2) = Λg,Γ1,Γ0(λ2).

Now we take advantage of the cylindrical symmetry of (S, g) to find a
simple expression of the DN map. We first write ψ = (ψ0, ψ1) ∈ H1/2(Γ0)×
H1/2(Γ1) using their Fourier series representation as

ψ0 =
∑
m∈Z

ψ0
mYm, ψ1 =

∑
m∈Z

ψ1
mYm,

where
Ym(y) = eimy.

Note that for any s ∈ R, the space Hs(T 1) can be described as{
ϕ ∈ D′(T 1), ϕ =

∑
m∈Z

ϕmYm,
∑
m∈Z

(1 +m2)s|ϕm|2 <∞
}
.
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Therefore, the unique solution u of (3.2)–(3.3) can be looked for under the
form

u =
∑
m∈Z

um(x)Ym(y),

where for all m ∈ Z, the functions um are the unique solutions of the ODEs
(w.r.t. x) with boundary conditions

(3.5)
{
−u′′m +m2um − λ2f(x)um = 0,
um(0) = ψ0

m, um(1) = ψ1
m.

The DN map can now be diagonalized on the Hilbert basis {Ym}m∈Z
and can be shown to have a very simple expression on each Fourier mode.
First, a short calculation using the particular form of the metric (3.1) and
for smooth enough Dirichlet data ψ shows that

Λg(λ2)
(
ψ0

ψ1

)
=
(

(∂νu)|Γ0

(∂νu)|Γ1

)
=

− 1√
f(0)

(∂xu)|x=0
1√
f(1)

(∂xu)|x=1

 .

Hence, if we let the DN map act on the vector space generated by the
Fourier mode Ym, we get

(3.6) Λg(λ2)
(
ψ0
mYm
ψ1
mYm

)
=

− 1√
f(0)

u′m(0)Ym
1√
f(1)

u′m(1)Ym

 .

We denote by

Λg(λ2)|〈Ym〉 = Λmg (λ2) =
(
Lm(λ2) TmR (λ2)
TmL (λ2) Rm(λ2)

)
,

the 2 × 2 matrix corresponding to the restriction of the DN map to each
Fourier mode 〈Ym〉. This operator is clearly defined for all m ∈ Z and for
all
(
ψ0
m, ψ

1
m

)
∈ C⊕ C by

(3.7) Λmg (λ2)
(
ψ0
m

ψ1
m

)
=

− 1√
f(0)

u′m(0)
1√
f(1)

u′m(1)

 .

We can further simplify the partial DN maps Λmg (λ2) by interpreting
their coefficients as the characteristic and Weyl–Titchmarsh functions of
the 1D equation (3.5) with appropriate boundary conditions. Precisely,
consider the ODE

(3.8) − v′′ + qλ(x)v = −µ2v, qλ = −λ2f,

with boundary conditions

(3.9) v(0) = 0, v(1) = 0.
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Note that the equation (3.8) is nothing but equation (3.5) in which the
parameter −m2 is written as −µ2 and is interpreted as the spectral pa-
rameter of the equation. On the other hand, the boundary conditions (3.3)
have been replaced by Dirichlet boundary conditions at x = 0 and x = 1.
Since the potential qλ lies in L1([0, 1]) and is real, the boundary value prob-
lem (3.8)–(3.9) lies in the framework recalled in Section 2. Hence, for all
µ ∈ C, we can define the fundamental systems of solutions

{c0(x, µ2), s0(x, µ2)}, {c1(x, µ2), s1(x, µ2)},

of (3.8) by imposing the Cauchy conditions

(3.10)
{
c0(0, µ2) = 1, c′0(0, µ2) = 0, s0(0, µ2) = 0, s′0(0, µ2) = 1,
c1(1, µ2) = 1, c′1(1, µ2) = 0, s1(1, µ2) = 0, s′1(1, µ2) = 1.

Note that the dependence of the FSS on λ2 is not written for clarity but
implicit.
We then define the characteristic function of (3.8) with boundary condi-

tions (3.9) by

(3.11) ∆(µ2) = W (s0, s1),

whereas the Weyl–Titchmarsh functions are defined by

(3.12)
M(µ2) = −W (c0, s1)

∆(µ2) = −D(µ2)
∆(µ2) ,

N(µ2) = −W (c1, s0)
∆(µ2) = −E(µ2)

∆(µ2) .

We refer to Section 2 for the notations.

Remark 3.1.
(1) In the case λ2 = 0, we get immediately the following explicit for-

mulas for the characteristic and WT functions.

(3.13)

c0(x, µ2) = cosh(µx), s0(x, µ2) = sinh(µx)
µ

,

c1(x, µ2) = cosh(µ(1− x)), s1(x, µ2) = − sinh(µ(1− x))
µ

,

∆(µ2) = sinh(µ)
µ

, D(µ2) = E(µ2) = cosh(µ),

M(µ2) = −µ coth(µ), N(µ2) = −µ coth(µ).

(2) The WT function M(µ2) is meromorphic on C and has an infinite
and discrete set of poles {α2

k}k>1 corresponding to “minus” the
Dirichlet eigenvalues of − d

dx2 + qλ or equivalently, corresponding
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to the zeros of the characteristic function ∆(µ2). Let us show that
the integers m2,m ∈ Z cannot be poles of M(µ2) under our gen-
eral assumption. Assume the converse, i.e. there exists m ∈ Z such
that m2 is a pole of M(µ2). Thus −m2 is a Dirichlet eigenvalue
of − d

dx2 + qλ and we denote by um(x) the associated eigenfunc-
tion solution of (3.5). Then the function u(x, y) = um(x)Ym(y) is
a nontrivial solution of (3.2) with Dirichlet boundary conditions.
We conclude that u is an eigenfunction of −∆g associated to the
Dirichlet eigenvalue λ2. But this case has been ruled out from the
beginning since we assume that λ2 is not a Dirichlet eigenvalue of
∆g. Whence the contradiction.

In particular, we see that 0 cannot be a pole ofM(µ2) or in other
words, that the characteristic function ∆(µ2) doesn’t vanish at 0.
Using Corollary 2.3, we have thus the following factorization for
∆(µ2) that will be used later.

(3.14) ∆(µ2) = ∆(0)
∞∏
k=1

(
1− µ2

α2
k

)
.

We now come back to the expression (3.7) of the partial DN map Λmg (λ2).
For all m ∈ Z, we need to express u′m(0) and u′m(1) in terms of ψ0

m and ψ1
m

in order to find the expressions of the coefficients Lm(λ2), TmR (λ2), TmL (λ2)
and Rm(λ2). But the solution um of (3.5) can be written as linear combi-
nations of the FSS {c0(x,m2), s0(x,m2)} and {c1(x,m2), s1(x,m2)}. Pre-
cisely, we have

um(x) = α c0(x,m2) + β s0(x,m2) = γ c1(x,m2) + δ s1(x,m2),

for some constants α, β, γ, δ. Using (3.5) and (3.10), we first get

(3.15)
(
um(0)
um(1)

)
=
(
ψ0
m

ψ1
m

)
=
(
α

γ

)
=
(
γ c1(0,m2) + δs1(0,m2)
α c0(1,m2) + β s0(1,m2)

)
.

From (3.15), we obtain in particular

(3.16)
(
β

δ

)
=
(
− c0(1,m2)
s0(1,m2)

1
s0(1,m2)

1
s1(0,m2) − c1(0,m2)

s1(0,m2)

)(
ψ0
m

ψ1
m

)
.

Also using (3.10) and (3.16), we have

(3.17)
(
u′m(0)
u′m(1)

)
=
(
β

δ

)
=
(
− c0(1,m2)
s0(1,m2)

1
s0(1,m2)

1
s1(0,m2) − c1(0,m2)

s1(0,m2)

)(
ψ0
m

ψ1
m

)
.
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Therefore by (3.7) and (3.15)–(3.17), we obtain.

(3.18) Λmg (λ2)
(
ψ0
m

ψ1
m

)
=

 1√
f(0)

c0(1,m2)
s0(1,m2) − 1√

f(0)
1

s0(1,m2)

1√
f(1)

1
s1(0,m2) − 1√

f(1)
c1(0,m2)
s1(0,m2)

(ψ0
m

ψ1
m

)
.

Hence, we obtain the following expression for the partial DN map Λmg (λ2).

(3.19) Λmg (λ2) =

 1√
f(0)

c0(1,m2)
s0(1,m2) − 1√

f(0)
1

s0(1,m2)

1√
f(1)

1
s1(0,m2) − 1√

f(1)
c1(0,m2)
s1(0,m2)

 .

Finally, using (3.10) again, we easily show that

(3.20)

∆(m2) = s0(1,m2) = −s1(0,m2),

M(m2) = − c0(1,m2)
s0(1,m2) ,

N(m2) = c1(0,m2)
s1(0,m2) .

Therefore

(3.21) Λmg (λ2) =

− 1√
f(0)

M(m2) − 1√
f(0)

1
∆(m2)

− 1√
f(1)

1
∆(m2) − 1√

f(1)
N(m2)

 .

We emphasize that the quantities ∆(m2) andM(m2) are well defined for all
m ∈ Z thanks to our assumption on λ2, i.e. λ2 is not a Dirichlet eigenvalue
of ∆g (see Remark 3.1 for this point).

The result above shows that the coefficients of Λmg (λ2) which correspond
to the global DN map Λg(λ2) restricted to the Fourier mode 〈Ym〉, can
be simply interpreted in terms of the characteristic and Weyl–Titchmarsh
functions ∆(m2), M(m2) and N(m2) associated to the simple ODE (3.8)
with boundary data (3.9). In particular, the partial DN maps L(λ2) and
R(λ2) which correspond to the global DN map with data restricted to Γ0
and Γ1 respectively, only depend on the Weyl–Titchmarsh functionsM(m2)
and N(m2) respectively (modulo some explicit constants). In fact, it is clear
in our model that the knowledge of L(λ2) and R(λ2) is equivalent to the
knowledge of the sequence of Weyl–Titchmarsh functions {M(m2)}m∈Z
and {N(m2)}m∈Z respectively (modulo some constants).

Similarly, the knowledge of the partial DN maps TL(λ2) and TR(λ2)
which correspond to the global DN map whose data are measured on the
disjoint sets Γ0 and Γ1, is equivalent to the knowledge of the characteristic
functions {∆(m2)}m∈Z (modulo some explicit constants). We emphasize
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that this is the key point that explains our non-uniqueness result for the
Calderón problem with data measured on disjoint sets belonging to two
distinct connected components of the boundary. Indeed, it is well known
that the characteristic function ∆(µ2) does not contain enough information
to determine uniquely the potential qλ in (3.8) and thus the metric g.

3.2. The 2D anisotropic Calderón problem with data measured
on the same connected component.

In this Section, we solve the Calderón problem from the knowledge of the
partial DN map Λg,ΓD,ΓN , where ΓD and ΓN are any open subsets living
in the same connected component of the boundary, (i.e, we assume that
ΓD,ΓN are subsets of, either {0} × T 1, or {1} × T 1). Precisely, we prove
the following result.

Theorem 3.2. — Let (S, g) and (S, g̃) two Riemannian surfaces of the
form (3.1), i.e.

g = f(x)[dx2 + dy2], g̃ = f̃(x)[dx2 + dy2].

We shall add the subscript ˜ to all the quantities referring to (S, g̃). Let
the frequency λ2 be fixed and let ΓD, ΓN be subsets belonging to the same
connected component of ∂S. We assume that

Λg,ΓD,ΓN = Λ
g̃,ΓD,ΓN .

Then
(1) If λ2 = 0, there exists a function c > 0 with c(0) = 1 if ΓD,ΓN ⊂
{0} × T 1, and c(1) = 1 if ΓD,ΓN ⊂ {1} × T 1 such that

g̃ = cg.

(2) If λ2 6= 0, we have g̃ = g.

Remark 3.3. — In the case λ2 = 0 and when ΓD and ΓN are not dis-
joint, this result is well known and has been proved first for any smooth
Riemannian surface by Lassas and Uhlmann in [32]. We also refer to the
work of Guillarmou and Tzou [16] for similar results and to [17] for a recent
survey on 2D inverse Calderón problem.

Proof. — Assume for instance that ΓD,ΓN ⊂ {0} × T 1. As usually, we
identify {0} × T 1 with [−π, π]. Without loss of generality, we can always
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assume that 0 ∈ ΓD and ±π ∈ ΓN . The general case requires minor mod-
ifications. It follows from the hypothesis that, for all Ψ ∈ C∞0 (−R,R), R
small enough, (R < π), and for all y ∈ ΓN ,

(3.22)
∑
m∈Z

1√
f(0)

M(m2)Ψ̂(m)eimy =
∑
m∈Z

1√
f̃(0)

M̃(m2)Ψ̂(m)eimy,

where

(3.23) Ψ̂(m) = 1
2π

∫ π

−π
Ψ(y)e−imydy

is the mth Fourier coefficient of Ψ. We set

(3.24) Φ(y) =
∑
m∈Z

 1√
f(0)

M(m2)− 1√
f̃(0)

M̃(m2)

 Ψ̂(m)eimy.

From (3.22), we deduce that suppΦ ⊂ (−R′, R′) for some R′ < π, and
clearly, the mth Fourier coefficient of Φ is

(3.25) Φ̂(m) =

 1√
f(0)

M(m2)− 1√
f̃(0)

M̃(m2)

 Ψ̂(m).

By the Paley–Wiener Theorem ([3, Theorem 6.8.1]), Ψ̂(m), (resp. Φ̂(m))
can be extended as an entire function, µ → Ψ̂(µ), (resp. µ → Φ̂(µ)) of
order 1, of type strictly less than π. More precisely, there exists A > 0 and
B < π such that

(3.26) |Ψ̂(µ)| 6 AeB|µ|, |Φ̂(µ)| 6 AeB|µ|, ∀ µ ∈ C.

Now, we can establish the following elementary lemma:

Lemma 3.4. — For all µ ∈ C,

F (µ) := ∆(µ2)∆̃(µ2)Φ̂(µ)

+

 1√
f(0)

D(µ2)∆̃(µ2)− 1√
f̃(0)

D̃(µ2)∆(µ2)

 Ψ̂(µ) = 0.

Proof. — Using (3.26) and Corollary 2.2, we see that F (µ) is an entire
function of order 1 satisfying the following estimate on the imaginary axis:

(3.27) |F (iy)| 6 CeB|y|, ∀ y ∈ R,

for some C > 0. Moreover, since M(m2) = −D(m2)
∆(m2) , we deduce from (3.25)

that F (m) = 0,∀ m ∈ Z. Since B < π, using Carlson’s theorem, (see [3,
Theorem 9.2.1]), we have F (µ) = 0 for all µ ∈ C. �
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We can deduce from this lemma:

Proposition 3.5. — Assume that Λg,ΓD,ΓN = Λ
g̃,ΓD,ΓN , with

ΓD,ΓN ⊂ {0} × T 1.

Then:
(1) The zeros of ∆(µ2) and ∆̃(µ2) coincide, and in particular, for all

µ ∈ C,

(3.28) ∆(µ2) = ∆̃(µ2).

(2) For all µ ∈ C \ R,

(3.29) M(µ2)−M(0) = M̃(µ2)− M̃(0)

Proof. — First, we recall that the zeros of ∆(µ2), (resp. ∆̃(µ2)) are sim-
ple (see for instance [37, Theorem 2, p. 30]). Second, let us show that the
zeros of ∆(µ2) and ∆̃(µ2)) coincide. For instance, assume that ∆(α2

k) =
0, k > 1. Taking in Lemma 3.4, Ψ ∈ C∞0 (−R,R) such that Ψ̂(αk) = 1, we
obtain

D(α2
k)∆̃(α2

k) = 0.

But, by definition, D(µ2) and ∆(µ2) cannot vanish at the same time. We
deduce then that ∆̃(α2

k) = 0.
Hence we infer from Corollary 2.3 and (3.14) that

(3.30) ∆(µ2) = ∆(0)
∆̃(0)

∆̃(µ2), ∀ µ ∈ C.

But we know from Corollary 2.2 that ∆(µ2) ∼ ∆̃(µ2) when µ → +∞. We
deduce that ∆(0) = ∆̃(0) and then ∆(µ2) = ∆̃(µ2) for all µ ∈ C. This
equality will be useful in the next section.
Now, let us prove the assertion (2) of Proposition 3.5. First, using Lem-

ma 3.4, we obtain: for all µ ∈ C \ R,

(3.31) Φ̂(µ) +

 1√
f(0)

M(µ2)− 1√
f̃(0)

M̃(µ2)

 Ψ̂(µ) = 0

We set m(µ) = M(µ2), (resp. m̃(µ) = M̃(µ2)). Clearly, m, (resp. m̃)
is a meromorphic function with simple poles ±αk, (we recall that
αk 6= 0). Moreover, Res(m;−αk) = −Res(m;αk), (resp. Res(m̃;−αk) =
−Res(m̃;αk). Now, in (3.31), taking again a function Ψ such that Ψ̂(αk) =
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1 or Ψ̂(−αk) = 1, and since Φ̂(µ) is entire, we see that the residues at ±αk
of 1√

f(0)
m(µ) and 1√

f̃(0)
m̃(µ) must be the same. So, we have proved that:

(3.32) 1√
f(0)

Res(m;±αk) = 1√
f̃(0)

Res(m̃;±αk).

Secondly, we set

(3.33) F (µ) = m(µ)−m(0)
µ

.

Clearly, F (µ) is a meromorphic function with simple poles at the zeros
±αk, k > 1. Moreover, using the asymptotics of D(µ2) and ∆(µ2) given
in Corollary 2.2, a standard calculation (see for instance, [43, Chapter 7,
p. 227]) shows there exists a constant C > 0 such that for all N ∈ N:

(3.34) |F (z)| 6 C, ∀ z ∈ CN ,

where CN is the square with vertices z = (±1 ± i)(N + 1
2 )π. We deduce

from (3.34) that

(3.35) lim
N→+∞

∫
CN

F (z)
z(z − µ)dz = 0,

where µ 6= 0,±αk is fixed. Then, using the Cauchy’s residue theorem,
we obtain the well-known Mittag-Leffler’s expansion (see [43, Chapter 7,
p. 210] for details):

(3.36) F (µ) = F (0) +
+∞∑
k=1

Res(F ;αk)
(

1
µ− αk

+ 1
αk

)

+
+∞∑
k=1

Res(F ;−αk)
(

1
µ+ αk

− 1
αk

)
.

Clearly, F (0) = 0 since m(µ) is an even function of µ and we also have:

(3.37) Res(F ;±αk) = ±Res(m;±αk)
αk

.

So, we can rewrite (3.36) as

(3.38) M(µ2)−M(0) = 2
+∞∑
k=1

Res(m;αk)
αk

µ2

µ2 − α2
k

.

Thus, with the help of (3.32), we obtain:

(3.39) 1√
f(0)

(
M(µ2)−M(0)

)
= 1√

f̃(0)

(
M̃(µ2)− M̃(0)

)
.
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Using the asymptotics of the Weyl–Titchmarsh function M(µ2) as µ→∞
given in Corollary 2.2, we get f(0) = f̃(0) and the Proposition is proved.

�

Now, we can finish the proof of Theorem 3.2. First, let us examine the
obvious case λ2 = 0, (which can probably be done differently). When
λ2 = 0, the WT functions M(µ2), (resp. M̃(µ2)) do not depend on the
metric, (see (3.13)). So the unique condition we can get from the hypothe-
sis Λg,ΓD,ΓN = Λ

g̃,ΓD,ΓN is f(0) = f̃(0), which was obtained above. Thus,
we have:

g̃ = cg, c(x) = f̃(x)
f(x) ,

with
c(0) = 1.

Now, let us study the more interesting case λ2 6= 0. Recalling that the
WT functions M(µ2) and M̃(µ2) are associated to equation (3.8) with
potentials qλ and q̃λ, we thus conclude from (3.29) and the Borg–Marchenko
Theorem 2.4 that

(3.40) qλ(x) = q̃λ(x), ∀ x ∈ [0, 1].

In other words, f(x) = f̃(x),∀ x ∈ [0, 1] and thus g̃ = g. This proves the
result. �

3.3. The 2D anisotropic Calderón problem with data measured
on distinct connected components.

In this Section, we prove our first main theorem, namely we give a
counterexample to uniqueness for the anisotropic Calderón problem, at a
nonzero frequency, for Riemannian surfaces with partial data measured on
sets belonging to two distinct connected components. Precisely, we prove:

Theorem 3.6. — Let (S, g) and (S, g̃) two Riemannian surfaces of the
form (3.1), i.e.

g = f(x)[dx2 + dy2], g̃ = f̃(x)[dx2 + dy2].

We shall add the subscript˜ to all the quantities referring to (S, g̃). Let
the frequency λ2 be fixed and let ΓD, ΓN be subsets belonging to distinct
connected components of ∂S. Then
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(1) If λ2 = 0 and Λg,ΓD,ΓN (0) = Λ
g̃,ΓD,ΓN (0), there exists a function

c > 0 with c(0) = 1 if ΓD ⊂ {1} × T 1, and ΓN ⊂ {0} × T 1, (resp.
c(1) = 1 if ΓD ⊂ {0} × T 1 and ΓN ⊂ {1} × T 1) such that

g̃ = cg.

(2) If λ2 6= 0, there exists an explicit infinite dimensional family of
metrics g̃ = cg with c > 0 and c(0) = c(1) = 1 that satisfies

Λg,ΓD,ΓN (λ2) = Λ
g̃,ΓD,ΓN (λ2).

Proof. — Assume for instance that ΓD ⊂ {1} × T 1 and ΓN ⊂ {0} × T 1.
We follow the same strategy as in the previous section and we use the same
notation. We assume that 0 ∈ ΓD and ±π ∈ ΓN where T 1 is identified with
[−π, π]. Thus, for all Ψ ∈ C∞0 (−R,R), R small enough, (R < π), and for
all y ∈ ΓN ,

(3.41)
∑
m∈Z

1√
f(0)

1
∆(m2) Ψ̂(m)eimy =

∑
m∈Z

1√
f̃(0)

1
∆̃(m2)

Ψ̂(m)eimy.

Then, repeating exactly the argument of the previous section, we see that

(3.42) f(0) = f̃(0),

and

(3.43) α2
k = α̃2

k, ∀ k > 1,

where (α2
k)k>1 and (α̃2

k)k>1 are the zeros of ∆(µ2) and ∆̃(µ2).
Obviously, in the case λ2 = 0, since the characteristic functions ∆(µ2)

and ∆̃(µ2) do not depend on the metrics (see (3.13)), the unique condition
we can get from the hypothesis Λg,ΓD,ΓN = Λ

g̃,ΓD,ΓN is f(0) = f̃(0). Hence,
we have

g̃ = cg, c(x) = f̃(x)
f(x) ,

with
c(0) = 1.

This proves the assertion (1).
Now, let us examine the case λ2 6= 0. First, we make the following remark:

if the conditions (3.42) and (3.43) are satisfied, we can prove easily that
Λg,ΓD,ΓN = Λ

g̃,ΓD,ΓN . Indeed, from the proof of Proposition 3.5 and (3.43),
we deduce that

(3.44) ∆(µ2) = ∆̃(µ2),∀ µ ∈ C.

It follows that, under the conditions (3.42) and (3.43), we have TmR (λ2) =
T̃mR (λ2), for all m ∈ Z, or equivalently TR(λ2) = T̃R(λ2) which is a stronger
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condition than Λg,ΓD,ΓN = Λ
g̃,ΓD,ΓN . To summarize, this shows that the

hypothesis Λg,ΓD,ΓN = Λ
g̃,ΓD,ΓN is equivalent to both conditions (3.42)

and (3.43).
We would like to emphasize now that the condition (3.43) is nothing

but a condition of isospectrality of the potentials qλ and q̃λ appearing in
equation (3.8). Indeed, the sequences (α2

k)k>1 and (α̃2
k)k>1 correspond to

“minus” the Dirichlet spectra of the Schrödinger operators − d2

dx2 + qλ and
− d2

dx2 + q̃λ. Hence, condition (3.43) means exactly that the Dirichlet spectra
of − d2

dx2 +qλ and − d2

dx2 + q̃λ coincide, (we recall that the eigenvalues of these
Schrödinger operators are always simple, (see for instance [37, Theorem 2,
p. 30] or [46, Theorem 4.3.1])). In other words, the potentials qλ and q̃λ are
isospectral.
Hence, the hypothesis Λg,ΓD,ΓN = Λ

g̃,ΓD,ΓN is equivalent to both condi-
tions (3.42) and qλ, q̃λ are isospectral.

It turns out that the isospectral class in L2([0, 1]) associated to a given
potential q and equation (3.8) has been the subject of intensive studies.
We refer to the beautiful book [37] for a clear presentation of the results
concerning this problem. For instance, the isospectral class in L2([0, 1]) of
a given potential q has been shown to be a real analytic submanifold of
L2([0, 1]) lying in the hyperplane of all functions with mean [q] =

∫ 1
0 q(s)ds

(see [37, Theorem 4.1, p. 69]).
Even better, we have the following explicit characterization of the isospec-

tral class of a given potential q ∈ L2([0, 1]).

Theorem 3.7 ([37, Theorem 5.2, p. 102]). — Let q ∈ L2([0, 1]). Denote
by (vk)k>1 = (vk(x, q))k>1 the normalized eigenfunctions of the boundary
value problem (3.8)–(3.9) with the potential q. The eigenfunctions (vk)k>1
are associated to the eigenvalues (α2

k)k>1.
Let ξ ∈ l21 = {ξ = (ξ1, ξ2, . . . ),

∑
k>1 k

2|ξk|2 < ∞}. Define the infinite
matrix Θ(x, ξ, q) = (θij(x, ξ, q))i,j>1 by

θij(x, ξ, q) = δij + (eξi − 1)
∫ 1

x

vi(s)vj(s)ds.

Define also the determinant of Θ as the limit of the determinants of its
principal minors, i.e.

det Θ = lim
n→∞

det Θn, Θn = (θij)16i,j6n.
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Then the isopectral class of q is completely and explicitly described by the
family of potentials

qξ(x) = q(x)− 2 d2

dx2 log det Θ(x, ξ, q),

where ξ ∈ l21. It is implicit in the statement of this result that the determi-
nant of Θ always exists and never vanishes.

In particular, to each sequence ξk ∈ l21 defined by ξk = (ξkj )j>1 with
ξkj = tδkj , t ∈ R, we can find a one parameter family of explicit isospectral
potentials to q ∈ L2([0, 1]) by

(3.45) qk,t(x) = q(x)− 2 d2

dx2 log θk,t(x), ∀ t ∈ R,

where

(3.46) θk,t(x) = 1 + (et − 1)
∫ 1

x

v2
k(s)ds.

Let us make a few remarks on the family of potentials (qk,t)k>1,t∈R under
the extra assumption that the potential q is smooth on [0, 1].

(1) The potentials qk,t are smooth on [0, 1] for all k > 1 and for all
t ∈ R. Indeed, the eigenfunctions vk(x, q) are smooth on [0, 1] by
elliptic regularity. Hence, the functions θk,t are also smooth and
never vanish on [0, 1] for all k > 1 and for all t ∈ R by (3.46). This
proves the smoothness of qk,t thanks to (3.45).

(2) For all k > 1 and for all t ∈ R, qk,t(0) = q(0) and qk,t(1) = q(1).
Indeed, a short calculation shows that 2 d2

dx2 log θk,t(x) is equal to

(3.47) − 2
(et − 1)

[
1 + (et − 1)

∫ 1
x
v2
k(s)ds

]
v′k(x)vk(x) + (et − 1)2v4

k(x)[
1 + (et − 1)

∫ 1
x
v2
k(s)ds

]2 .

Hence, since vk(0) = 0 and vk(1) = 0 by definition, we get the result
using (3.45).

(3) If moreover q > 0 (resp. q < 0), then for all k > 1, there exists
Tk > 0 such that qk,t > 0 (resp. qk,t < 0) for all −Tk < t < Tk.
Indeed, from (3.47), it is clear that for a fixed k > 1, the function
2 d2

dx2 log θk,t(x) can be made arbitrarily small as t → 0 uniformly
w.r.t. x ∈ [0, 1]. Whence the result thanks to (3.45).

We now come back to our initial problem, that is given a frequency
λ2 6= 0 and a smooth positive function f(x), find all the smooth positive
functions f̃ such that (3.42) and (3.43) are satisfied. Define the smooth
potential qλ = −λ2f as in (3.8). The potential qλ is either positive or
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negative according to the sign of λ2. Then, as discussed above, (3.43) is
equivalent to finding the smooth positive or negative potentials q̃λ = −λ2f̃

that are isospectral to qλ. Thus in order to prove our result and according
to Theorem 3.7, it suffices to show that the intersection of the isospectral
class of qλ in L2([0, 1]) with the set of smooth positive or negative potentials
satisfying (3.42) is infinite dimensional.
But using the three remarks above, we see that for all k > 1, there exists

Tk > 0 such that the potentials qλ,k,t given by (3.45)–(3.46) with q replaced
by qλ are smooth positive or negative (according to the sign of λ2) on [0, 1]
for all −Tk < t < Tk and satisfy (3.42). We thus conclude that the infinite
dimensional family of metrics (3.1) parametrized by the positive functions

(3.48) fλ,k,t(x) = f(x) + 2
λ2

d2

dx2 log θk,t(x), ∀ k > 1, −Tk < t < Tk,

with

(3.49) θk,t(x) = 1 + (et − 1)
∫ 1

x

v2
k(s)ds,

where vk is the normalized eigenfunction of (3.8)–(3.9) associated to the
eigenvalues α2

k, has the same partial DN map Λg,ΓD,ΓN as the metric (3.1)
associated to f . This finishes the proof of the theorem. �

3.4. The 2D anisotropic Calderón with a potential

In this Section, we treat the anisotropic Calderón problem (Q3) with a
potential V ∈ L∞(S) such that V = V (x) for our family of metrics (3.1).
The global DN map Λg,V (λ2) associated to the Dirichlet problem

(3.50)
{

(−∆g + V )u = λ2u, on S,
u = ψ, on ∂S,

with λ2 not belonging to the Dirichlet spectrum of −∆g + V can be con-
structed in the same way as in Section 3 since V = V (x) respects the
symmetry of (S, g). On each Fourier modes Ym = eimy, we get the follow-
ing expression for the induced DN map:

(3.51)

Λmg,V (λ2) =
(
LmV (λ2) TmR,V (λ2)
TmL,V (λ2) RmV (λ2)

)

=

− 1√
f(0)

MV (m2) − 1√
f(0)

1
∆V (m2)

− 1√
f(1)

1
∆V (m2) − 1√

f(1)
NV (m2)

 ,
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where the characteristic and Weyl–Titchmarsh functions ∆V (m2),MV (m2)
and NV (m2) defined by (3.11)–(3.12) are associated to the radial ODE

(3.52) − v′′ + qλ,V (x)v = −µ2v, qλ,V = (V − λ2)f,

with boundary conditions

(3.53) v(0) = 0, v(1) = 0.

We also recall the dictionnary between the above coefficients of the DN
map and the notations used in the Introduction

LV (λ2) = Λg,V,Γ0(λ2), RV (λ2) = Λg,V,Γ1(λ2),

TL,V (λ2) = Λg,V,Γ0,Γ1(λ2), TR,V (λ2) = Λg,V,Γ1,Γ0(λ2),

where Γ0 = {0} × T 1 and Γ1 = {1} × T 1.
We prove

Theorem 3.8. — Let (S, g) a Riemannian surface of the form (3.1), i.e.

g = f(x)[dx2 + dy2].

Let V, Ṽ ∈ L∞(S) be two potentials that only depend on the variable x.
Let the frequency λ2 be fixed and not belonging to the Dirichlet spectra of
−∆g + V and −∆g + Ṽ . Let ΓD, ΓN be nonempty open subsets belonging
to ∂S. Then

(1) If ΓD,ΓN belong to the same connected component of ∂S and

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2),

then
Ṽ = V.

(2) If ΓD,ΓN belong to distinct connected components of ∂S, then
there exists an explicit infinite dimensional family of potentials Ṽ
that satisfies

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2).

Proof.
(1). — Assume for instance that ΓD,ΓN ⊂ Γ0 and

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2).

Then the same proof as in Theorem 3.2 shows first that

(3.54) MV (µ2)−MV (0) = M
Ṽ

(µ2)−M
Ṽ

(0), ∀ µ ∈ C \ R.

Hence the Borg–Marchenko Theorem 2.4 entails

(3.55) qλ,V = q
λ,Ṽ

, on [0, 1].
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We conclude using (3.55) and (3.52) that V = Ṽ on [0, 1].
(2). — Assume that ΓD and ΓN belong to distinct connected compo-

nents of ∂S and that

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2).

Then the same proof as in Theorem 3.6 shows first that our hypothesis is
equivalent to the unique condition

(3.56) ∆V (µ2) = ∆
Ṽ

(µ2), ∀ µ ∈ C.

But, as explained in the proof of Theorem 3.6, this condition is in turn
equivalent to the fact that the potentials qλ,V and q

λ,Ṽ
are isospectral. We

deduce thus from [37] that given a potential V ∈ L∞(S) as above, there ex-
ists an infinite dimensional family of explicit potentials Ṽ satisfying (3.56).
More precisely, the family

(3.57) Ṽλ,k,t(x) = V (x)− 2
f(x)

d2

dx2 log θk,t(x), ∀ k > 1, t ∈ R,

with

(3.58) θk,t(x) = 1 + (et − 1)
∫ 1

x

v2
k(s)ds,

where vk is the normalized eigenfunction of (3.52)–(3.53) associated to the
eigenvalues α2

k satisfies

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽλ,n,t,ΓD,ΓN

(λ2).

Note here that there is no restriction in the range of the parameter t ∈ R
since we work in the class of potentials V ∈ L∞([0, 1]). In particular, we
don’t need Ṽ to be smooth anylonger. �

4. The three dimensional case

4.1. The model and the Dirichlet-to-Neumann map

In this Section, we work on a Riemannian manifold (M, g) which has
the topology of a cylinder M = [0, 1] × T 2 and that is equipped with a
Riemannian metric

(4.1) g = f(x)dx2 + f(x)dy2 + h(x)dz2,

where f, h are smooth positive functions on M . Here (x, y, z) is a global
coordinates system on M and T 2 stands for the two dimensional torus.
The metric g obviously possesses two commuting Killing vector fields ∂y
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and ∂z that generate a two-parameter Abelian group of isometries on M .
These isometries will be referred to as the toroidal symmetries of M . The
boundary ∂M of M is disconnected and consists in the disjoint union of
two copies of T 2, precisely

∂M = Γ0 ∪ Γ1, Γ0 = {0} × T 2, Γ1 = {1} × T 2.

In our global coordinate system (x, y, z), the positive Laplace–Beltrami
operator has the expression

−∆g = 1
f

(
−∂2

x −
1
2(log h)′∂x − ∂2

y −
f

h
∂2
z

)
.

We look at the Dirichlet problem at a frequency λ2 on M such that λ2 /∈
{λ2

j}j>1 where {λ2
j}j>1 is the Dirichlet spectrum of −∆g. We consider thus

the solutions u of

(4.2) − ∂2
xu−

1
2(log h)′∂xu− ∂2

yu−
f

h
∂2
zu− λ2fu = 0, on M,

together with the boundary condition

(4.3) u = ψ on ∂M.

In order to construct the DN map, we shall use the notations introduced
in Section 3. Recall that the boundary ∂M of M has two disjoint compo-
nents ∂M = Γ0 ∪ Γ1 where Γ0 ' Γ1 ' T 2. Hence, we can decompose the
Sobolev spaces Hs(∂M) as Hs(∂M) = Hs(Γ0)⊕Hs(Γ1) for any s ∈ R and
we shall use the vector notation

ϕ =
(
ϕ0ϕ1) ,

for all elements ϕ of Hs(∂M) = Hs(Γ0)⊕Hs(Γ1). The DN map is a linear
operator from H1/2(∂M) to H−1/2(∂M) and thus has the structure of an
operator valued 2× 2 matrix

Λg(λ2) =
(
L(λ2) TR(λ2)TL(λ2) R(λ2)

)
,

where L(λ2), R(λ2), TR(λ2), TL(λ2) are bounded operators from H1/2(T 2)
to H−1/2(T 2). Finally, we recall the dictionary established in Section 3

L(λ2) = Λg,Γ0(λ2), R(λ2) = Λg,Γ1(λ2),

TL(λ2) = Λg,Γ0,Γ1(λ2), TR(λ2) = Λg,Γ1,Γ0(λ2),

which makes the link with the notations used in the Introduction.
Now we use the toroidal symmetry of (M, g) to find a simple expression

of the DN map. We first write ψ = (ψ0, ψ1) ∈ H1/2(Γ0)×H1/2(Γ1) using
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their Fourier series as

ψ0 =
∑
m,n∈Z

ψ0
mnYmn, ψ1 =

∑
m,n∈Z

ψ1
mnYmn,

where
Ymn(y, z) = eimyeinz.

Note that for any s ∈ R, the space Hs(T 2) can be described asϕ ∈ D′(T 2), ϕ =
∑
m,n∈Z

ϕmnYmn,
∑
m,n∈Z

(1 +m2 + n2)s|ϕmn|2 <∞

 .

Next, the unique solution u of (4.2)–(4.3) can be looked for in the form

u =
∑
m,n∈Z

umn(x)Ymn(y, z),

and for all m,n ∈ Z, the function umn is the unique solution of the ODE
(w.r.t. x) with boundary conditions

(4.4)

−u′′mn −
1
2(log h)′u′mn +m2umn + n2 f

h
umn − λ2fumn = 0,

umn(0) = ψ0
mn, umn(1) = ψ1

mn.

For later use, we get rid of the term of order 1 in (4.4) by introducing the
new functions

(4.5) vmn = (h)1/4umn,

which then satisfy
(4.6){
−v′′mn + [(logh)′]2

16 vmn + (logh)′′
4 vmn +m2vmn + n2 f

hvmn − λ
2fvmn = 0,

vmn(0) = (h(0))1/4ψ0
mn, vmn(1) = (h(1))1/4ψ1

mn.

The DN map is now diagonalized on the Hilbert basis {Ymn}m,n∈Z and
is shown to have a very simple expression on each harmonic. First, a short
calculation using the particular form of the metric (4.1) shows that for
smooth enough boundary data ψ

Λg(λ2)
(
ψ0

ψ1

)
=
(

(∂νu)|Γ0

(∂νu)|Γ1

)
=

− 1√
f(0)

(∂xu)|x=0
1√
f(1)

(∂xu)|x=1

 .

Hence, if we make the DN map act on the vector space generated by the
harmonic Ymn, we get

(4.7) Λg(λ2)
(
ψ0
mnYmn

ψ1
mnYmn

)
=

− 1√
f(0)

u′mn(0)Ymn
1√
f(1)

u′mn(1)Ymn

 .
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We denote

Λg(λ2)|〈Ymn〉 = Λmng (λ2) =
(
Lmn(λ2) TmnR (λ2)
TmnL (λ2) Rmn(λ2)

)
,

the restriction of the global DN map to each harmonic 〈Ymn〉. This operator
has the structure of a 2× 2 matrix and satisfies for all m,n ∈ Z

(4.8)
(
Lmn(λ2) TmnR (λ2)
TmnL (λ2) Rmn(λ2)

)(
ψ0
mn

ψ1
mn

)
=

− 1√
f(0)

u′mn(0)
1√
f(1)

u′mn(1)

 .

Using the change of functions (4.5), we get the equivalent expression for
the action of the partial DN maps Λmng (λ2) on vectors (ψ0

mn, ψ
1
mn) ∈ C2

(4.9) Λmng (λ2)
(
ψ0
mn

ψ1
mn

)
=

− 1√
f(0)

(
− h′(0)

4h5/4(0)vmn(0) + 1
h1/4(0)v

′
mn(0)

)
1√
f(1)

(
− h′(1)

4h5/4(1)vmn(1) + 1
h1/4(1)v

′
mn(1)

)
 .

As in Section 3, we can further simplify the partial DN maps Λmng (λ2)
by interpreting their coefficients as the characteristic and Weyl–Titchmarsh
functions of the ODE (4.6) with appropriate boundary conditions. Here is
the procedure. First fix n ∈ Z and consider the ODE

(4.10) −v′′+qλn(x)v = −µ2v, qλn = [(log h)′]2

16 + (log h)′′

4 +n2 f

h
−λ2f,

with boundary conditions

(4.11) v(0) = 0, v(1) = 0.

Note that the equation (4.10) is nothing but equation (4.6) in which the
parameter −m2 is written as −µ2 and is interpreted as the spectral pa-
rameter of the equation. On the other hand, the boundary conditions (4.3)
have been replaced by Dirichlet boundary conditions at x = 0 and x = 1.
Since the potential qλn ∈ L1([0, 1]) and is real, we can define for all n ∈ Z
and all µ ∈ C the fundamental systems of solutions

{c0(x, µ2, n2), s0(x, µ2, n2)}, {c1(x, µ2, n2), s1(x, µ2, n2)},

of (4.10) by imposing the Cauchy conditions
(4.12)
c0(0, µ2, n2) = 1, c′0(0, µ2, n2) = 0, s0(0, µ2, n2) = 0, s′0(0, µ2, n2) = 1,

c1(1, µ2, n2) = 1, c′1(1, µ2, n2) = 0, s1(1, µ2, n2) = 0, s′1(1, µ2, n2) = 1.
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Note that the dependence of the FSS on λ2 is not written for clarity
but implicit. Also, it is clear that (2.4) is satisfied and that the solu-
tions {c0(x, µ2, n2), s0(x, µ2, n2)} and {c1(x, µ2, n2), s1(x, µ2, n2)} are en-
tire functions with respect to the variable µ2 ∈ C.

Following Section 2 we thus define the characteristic function of (4.10)
with boundary conditions (4.11) by

(4.13) ∆(µ2, n2) = W (s0, s1),

while we define the Weyl–Titchmarsh functions by

(4.14)
M(µ2, n2) = −W (c0, s1)

∆(µ2, n2) = −D(µ2, n2)
∆(µ2, n2) ,

N(µ2, n2) = −W (c1, s0)
∆(µ2, n2) = −E(µ2, n2)

∆(µ2, n2) .

Remark 4.1. — For all n ∈ Z, the WT function µ2 7→M(µ2, n2) is mero-
morphic on C and has an infinite and discrete set of poles {α2

nj}j>1 corre-
sponding to “minus” the Dirichlet eigenvalues of − d

dx2 +qλn or equivalently,
corresponding to the zeros of the characteristic function µ2 7→ ∆(µ2, n2).
Let us show that the integersm2,m ∈ Z cannot be poles of µ2 7→M(µ2, n2)
under our general assumption. Assume the converse, i.e. there exists m ∈ Z
such that m2 is a pole of M(µ2, n2). Thus −m2 is a Dirichlet eigenvalue of
− d

dx2 + qλn and we denote by umn(x) the associated eigenfunction solution
of (4.6). Then the function u(x, y) = umn(x)Ymn(y, z) is a nontrivial solu-
tion of (4.2) with Dirichlet boundary conditions. We conclude that such a
u is an eigenfunction of −∆g associated to the Dirichlet eigenvalue λ2. But
this case has been ruled out from the beginning since we assume that λ2 is
not a Dirichlet eigenvalue of ∆g. Whence the contradiction.

We now come back to the expression (4.9) of the partial DNmap Λmng (λ2).
For allm,n ∈ Z, we need to express v′mn(0) and v′mn(1) in terms of ψ0

mn and
ψ1
mn in order to find the expressions of the coefficients Lmn(λ2), TmnR (λ2),

TmnL (λ2) and Rmn(λ2). But the solution vmn of (4.6) can be written as
linear combinations of the FSS

{c0(x,m2, n2), s0(x,m2, n2)}, {c1(x,m2, n2), s1(x,m2, n2)}.

Precisely, we write

vmn(x) = α c0(x,m2, n2) + β s0(x,m2, n2)

= γ c1(x,m2, n2) + δ s1(x,m2, n2),
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for some constants α, β, γ, δ. Using similar calculations as in Section 3, we
get for Λmng (λ2) the expression

(4.15) Λmng (λ2) =

 (logh)′(0)
4
√
f(0)

− M(m2,n2)√
f(0)

− h1/4(1)
h1/4(0)

√
f(0)∆(m2,n2)

− h1/4(0)
h1/4(1)

√
f(1)∆(m2,n2)

− (logh)′(1)
4
√
f(1)

− ∆(m2,n2)√
f(1)

 .

Remark 4.2.
(1) For all m,n ∈ Z, the characterictic and WT functions ∆(m2, n2)

and M(m2, n2) are well defined thanks to our assumption stating
that λ2 is not a Dirichlet eigenvalue of ∆g (see Remark 4.1 for this
point).

(2) There is of course no importance in the choice of the parameters m
or n to be fixed. If m ∈ Z was to be fixed, we could define the same
objects with respect to the parameter ν2 ∈ C which would replace
the parameter n2 in (4.10).

The result above shows that the coefficients of the partial DN map
Λmng (λ2) can be simply interpreted in terms of the characteristic and Weyl–
Titchmarsh functions associated to the ODE (4.10)–(4.11). In particular,
the partial DN maps L(λ2) and R(λ2) which correspond to the global
DN map restricted to Γ0 and Γ1 respectively, only depend on the Weyl–
Titchmarsh functionsM(m2, n2) (modulo some explicit constants). In fact,
in our model, the knowledge of L(λ2) and R(λ2) is clearly equivalent to the
knowledge of the sequence of Weyl–Titchmarsh functions {M(m2,n2)}m,n∈Z
(modulo some constants).
Similarly, the knowledge of the partial DN maps TL(λ2) and TR(λ2)

which correspond to the global DN map whose data are measured on the
disjoint sets Γ0 and Γ1, is equivalent to the knowledge of the characteristic
functions ∆(m2, n2) (modulo some explicit constants).

We finish this Section with a simple result that is the key point of our
non-uniqueness results for the anisotropic Calderón problem with data mea-
sured on disjoint sets.

Lemma 4.3. — Consider two potentials qλn and q̃λn of the form (4.10)
associated to two metrics g and g̃ of the form (4.1). Assume that

qλn = q̃λn,

for at least two different n ∈ Z. Then

(4.16) f̃(x) = c4(x)f(x), h̃(x) = c4(x)h(x),
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where the positive function c satisfies the non-linear ODE

(4.17) c′′ + 1
2(log h)′c′ + λ2f(c− c5) = 0.

If moreover, λ2 = 0, then we can solve (4.17) explicitly and get

(4.18) c(x) =
(
A+B

∫ x

0

ds√
h(s)

)
,

where (A,B) are any constants such that c(x) > 0 for all x ∈ [0, 1].

Proof. — Assume that qλn = q̃λn for two different n ∈ Z. Then using
the definition (4.10) for these two different values of n, we immediately get

(4.19)


f

h
= f̃

h̃
,

(log h)′2

16 + (log h)′′

4 − λ2f = (log h̃)′2

16 + (log h̃)′′

4 − λ2f̃ .

We set c =
(
h̃
h

)1/4
. Hence a short calculation shows that c must sat-

isfy (4.17). Moreover we get easily (4.16) from (4.19). Finally, when λ2 = 0,
the ODE (4.17) becomes a first order linear ODE in the unknown c′ and
its solution leads to (4.18). �

4.2. The 3D anisotropic Calderón problem with data measured
on the same connected component

In this Section, we solve the anisotropic Calderón problem in the case
where the Dirichlet and Neumann data are measured on non-empty open
sets ΓD and ΓN belonging to the same connected component of ∂M . Pre-
cisely, we prove

Theorem 4.4. — Let (M, g) and (M, g̃) denote two Riemannian man-
ifolds of the form (4.1), i.e.

g = f(x)dx2 + f(x)dy2 + h(x)dz2, g̃ = f̃(x)dx2 + f̃(x)dy2 + h̃(x)dz2.

We shall add the subscript˜to all the quantities referring to (M, g̃). Let λ2 ∈
R. Let ΓD and ΓN be non-empty open sets belonging to the same connected
component of ∂M . Assume that ΓD ∩ ΓN 6= ∅, with ΓN containing an
annular region of the type

(y0 − δ, y0 + δ)× T 1, or T 1 × (z0 − δ, z0 + δ),

TOME 69 (2019), FASCICULE 1



158 Thierry DAUDÉ, Niky KAMRAN & François NICOLEAU

where δ > 0. Assume moreover that Λg,ΓD,ΓN (λ2) = Λ
g̃,ΓD,ΓN (λ2). Then

g̃ = g.

To prove this theorem, we shall use the Complex Angular Momentum
(CAM) method with respect to the parameter m2, that is to say that we
shall allowm2 to be complex and use the beautiful analytic properties of the
different objects related to the DN map (such as the characteristic function
∆(m2, n2) and the Weyl–Titchmarsh functions M(m2, n2) and N(m2, n2).
In what follows, we shall use freely the results recalled in Section 2 on the
functions ∆(µ2, n2), D(µ2, n2), E(µ2, n2),M(µ2, n2),N(µ2, n2) with µ ∈ C
and for fixed n ∈ Z.
Proof. — We assume that ΓD,ΓN ⊂ Γ0 = {0} × T 2. The proof for

ΓD,ΓN ⊂ Γ1 = {1}×T 2 is the same and we omit it. Assume also (without
loss of generality) that ΓN contains the annular open set

([−π,−π + δ]× T 1) ∪ (π − δ, π]× T 1),

for a small δ > 0 and that Λg,ΓD,ΓN (λ2) = Λ
g̃,ΓD,ΓN (λ2). According to (4.15)

and the discussion after it, this assumption is equivalent to
(4.20)

Φ(y, z) :=
∑
m,n

A− M(m2, n2)√
f(0)

− Ã+ M̃(m2, n2)√
f̃(0)

 ψ̂(m,n)eimy+inz = 0,

for all (y, z) ∈ ΓN and for all ψ ∈ H1/2(T 2) with supp ψ ⊂ ΓD. Here
ψ̂(m,n) denotes the Fourier coefficients of ψ and

A = (log h)′(0)
4
√
f(0)

, Ã = (log h̃)′(0)

4
√
f̃(0)

.

Let us assume from now on that ψ is smooth enough (say ψ ∈ H1(T 1))
and that supp ψ ⊂ ΓD ∩ [−r, r]× T 1 where r < π. This is always possible
since ΓD is open in T 2 and up to consider ψ with smaller support than ΓD.
Then we can extract several informations from (4.20).
First the functions Φ and ψ are in L2(T 2). Second, supp Φ ⊂ [−R,R]×T 1

with R < π and supp ψ ⊂ [−r, r]×T 1 where r < π. We thus conclude from
the multivariable Paley–Wiener Theorem (see [18, Theorem 7.3.1, p. 181])
that the Fourier transforms of Φ and ψ are entire functions on C2 that
satisfy the estimates

(4.21)
{
c|ψ̂(µ, ν)| 6 Cer|=(µ)|+π|=(ν)|,

|Φ̂(µ, ν)| 6 CeR|=(µ)|+π|=(ν)|,
∀ (µ, ν) ∈ C2.
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Third, we can check directly that for all m,n ∈ Z

(4.22) Φ̂(m,n) =

A− M(m2, n2)√
f(0)

− Ã+ M̃(m2, n2)√
f̃(0)

 ψ̂(m,n).

Recalling the definition (4.14) of the Weyl–Titchmarsh functions M and
M̃ , this latter equality can be rewritten as

(4.23) ∆(m2, n2)∆̃(m2, n2)Φ̂(m,n)−
[

∆(m2, n2)∆̃(m2, n2)(A− Ã)

− D(m2, n2)∆̃(m2, n2)√
f(0)

+ D̃(m2, n2)∆(m2, n2)√
f̃(0)

]
ψ̂(m,n) = 0,

for all m,n ∈ Z.
Let us fix n ∈ Z. We denote by F (µ, n) the function in the left-hand-side

of (4.23) where m2 is replaced by µ. Clearly, F is entire of order 1 with
respect to µ and satisfies the estimate on the imaginary axis:

|F (iy, n)| 6 Cemax(r,R)|y|, ∀ y ∈ R,

thanks to Corollary 2.2 and (4.21). Moreover, F vanishes on the integers
by (4.22). Since max(r,R) < π, we deduce from Carlson’s Theorem (see [3,
Theorem 9.2.1]) that F (µ, n) = 0 for all µ ∈ C, n ∈ Z. This can be written
equivalently as
(4.24)

Φ̂(µ, n) =

A− M(µ2, n2)√
f(0)

− Ã+ M̃(µ2, n2)√
f̃(0)

 ψ̂(µ, n), ∀ µ ∈ C, n ∈ Z.

Since the function Φ̂(µ, n) is entire w.r.t. µ, the functionA− M(µ2, n2)√
f(0)

− Ã+ M̃(µ2, n2)√
f̃(0)

 ψ̂(µ, n),

must also be entire in µ for all ψ smooth enough such that supp ψ ⊂
ΓD ∩ [−r, r] × T 1 where r < π. In other worlds, the poles of M(µ2,n2)√

f(0)

and M̃(µ2,n2)√
f̃(0)

as well their residues must coincide. In fact, an easy adaption

then of the argument given in the proof of Proposition 3.5 shows that (4.24)
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implies

∆(µ2, n2) = ∆̃(µ2, n2), ∀ µ ∈ C, n ∈ Z.(4.25)

M(µ2, n2)−M(0, n2) = M̃(µ2, n2)−M̃(0, n2), ∀ µ ∈ C \ R, n ∈ Z,(4.26)

and

(4.27) f(0) = f̃(0).

We can now finish the proof as follows. From (4.26) and the Borg–
Marchenko Theorem 2.4, we deduce first that

(4.28) qλn(x) = q̃λn(x), ∀ x ∈ [0, 1], n ∈ Z,

which the main assumption of Lemma 4.3. In particular, we know that
f̃ = c4f and h̃ = c4h where c is a function satisfying the ODE (4.17).

But the equality (4.28) in turn implies that M(µ2, n2) = M̃(µ2, n2) for
all µ ∈ C, n ∈ Z. Putting this in (4.20), we get

(4.29) (A− Ã)ψ(y, z) = 0, ∀ (y, z) ∈ ΓN ,

and for all ψ such that supp ψ ⊂ ΓD. Since ΓD ∩ ΓN 6= ∅, we conclude
from (4.29) that

(4.30) A = Ã.

Together with (4.27), (4.30) implies that the function c =
(
h̃
h

)1/4
satisfies

the Cauchy conditions

(4.31) c(0) = 1, c′(0) = 0.

Hence, we deduce from (4.31) that c = 1 is the unique solution of the
ODE (4.17). In other words, we have proved that f̃ = f and h̃ = h or
equivalently, g̃ = g which concludes the proof of the theorem. �

We now state our first non-uniqueness result for three dimensional Rie-
mannian manifolds.

Theorem 4.5. — Let (M, g) and (M, g̃) denote Riemannian manifolds
of the form (4.1), i.e.

g = f(x)dx2 + f(x)dy2 + h(x)dz2, g̃ = f̃(x)dx2 + f̃(x)dy2 + h̃(x)dz2.

Let λ2 ∈ R. Let ΓD and ΓN be non-empty open sets belonging to the same
connected component of ∂M . Assume that ΓD ∩ΓN = ∅. Then there exists
infinitely many pairs of non-isometric metrics (g, g̃) given by g̃ = c4g where
c are smooth positive strictly increasing or decreasing functions such that
c(0) = 1 if ΓD,ΓN ⊂ Γ0 and c(1) = 1 if ΓD,ΓN ⊂ Γ1, satisfying

Λg,ΓD,ΓN (λ2) = Λ
g̃,ΓD,ΓN (λ2).
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Proof. — Let us assume that ΓD,ΓN ⊂ Γ0 = {0} × T 1. We construct
pairs of metrics (g, g̃) satisfying Λg,ΓD,ΓN (λ2) = Λ

g̃,ΓD,ΓN (λ2) as follows.
Let f and c be any smooth positive function on [0, 1] such that c(0) = 1
and c′(x) 6= 0 for all x ∈ [0, 1]. In other words, c(x) is a strictly monotonic
function. Define

(4.32) h = Ce
−2
∫ x

0
c′′(s)+λ2f(s)(c(s)−c5(s))

c′(s) ds
, f̃ = c4f, h̃ = c4h.

Clearly, we have then g̃ = c4g. Using Lemma 4.3, it is immediate to check
that qλn = q̃λn for all n ∈ Z where qλn and q̃λn are given by (4.10). In
particular, for such choices of metrics (g, g̃), we always have M(m2, n2) =
M̃(m2, n2) for all m,n ∈ Z. Moreover, our assumption c(0) = 1 implies
that f(0) = f̃(0).
Now, using (4.15) and the discussion after it, we see that for all ψ ∈

H1/2(T 2) with supp ψ ⊂ ΓD, we have

Λg,ΓD,ΓN (λ2)(ψ)(4.33)

:=
[∑
m,n

(
(log h)′(0)
4
√
f(0)

− M(m2, n2)√
f(0)

)
ψ̂(m,n)eimy+inz

]
| (y,z)∈ΓN

=
[

(log h)′(0)
4
√
f(0)

ψ(y, z)−
∑
m,n

M(m2, n2)√
f(0)

ψ̂(m,n)eimy+inz

]
| (y,z)∈ΓN

.

But since ΓD ∩ ΓN = ∅, we thus deduce that

(log h)′(0)
4
√
f(0)

ψ(y, z) = 0,

for all (y, z) ∈ ΓN . Hence we obtain

Λg,ΓD,ΓN (λ2)(ψ) = −
[∑
m,n

M(m2, n2)√
f(0)

ψ̂(m,n)eimy+inz

]
| (y,z)∈ΓN

(4.34)

= −

∑
m,n

M̃(m2, n2)√
f̃(0)

ψ̂(m,n)eimy+inz


| (y,z)∈ΓN

,

= Λ
g̃,ΓD,ΓN (λ2)(ψ),

for all ψ ∈ H1/2(T 2) with supp ψ ⊂ ΓD. This proves the result. �

Remark 4.6. — If we fix a Riemannian manifold (M, g) of the form (4.1),
we don’t know a priori whether there exists a metric g̃ such that
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Λg,ΓD,ΓN (λ2) = Λ
g̃,ΓD,ΓN (λ2) with ΓD ∩ ΓN = ∅ except if the original

metric g has the form

g = f(x)dx2 + f(x)dy2 + h(x)dz2,

where h given by (4.32).

In the case of zero frequency λ2 = 0, we can do a little better since we
can solve explicitly the ODE (4.17). Since this result is interesting in its
own sake, we state it as a theorem

Theorem 4.7. — Let (M, g) denotes a Riemannian manifold of the
form (4.1), i.e.

g = f(x)dx2 + f(x)dy2 + h(x)dz2.

Let ΓD and ΓN be non-empty open sets belonging to the same connected
component of ∂M . Assume that ΓD ∩ ΓN = ∅. Then

(1) if ΓD,ΓN ⊂ Γ0, there exists a one parameter family of metrics g̃
given by

g̃ =
[

1 +B

∫ x

0

ds√
h(s)

]4

g, B > 0,

that satisfies Λg,ΓD,ΓN (0) = Λ
g̃,ΓD,ΓN (0).

(2) if ΓD,ΓN ⊂ Γ1, there exists a one parameter family of metrics g̃
given by

g̃ =
[

1 +B

∫ 1

x

ds√
h(s)

]4

g, B > 0,

that satisfies Λg,ΓD,ΓN (0) = Λ
g̃,ΓD,ΓN (0).

Proof. — We only prove (1). Assume that λ2 = 0. For arbitrary smooth
positive functions f, h on [0, 1], the function c solution of (4.17) is explicitly
given by

c(x) = A+B

∫ x

0

ds√
h(s)

,

for some constants A,B. Since we also demand c(0) = 1 and c4 > 0, we
only consider the one parameter solutions

c(x) = 1 +B

∫ x

0

ds√
h(s)

,

for some constant B > 0. Then we set g̃ = c4g and we use the same proof
as in Theorem 4.5 to conclude that Λg,ΓD,ΓN (0) = Λ

g̃,ΓD,ΓN (0). �
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4.3. The 3D anisotropic Calderón problem with data measured
on distinct connected components

In this Section, we prove our third main theorem, namely we give a coun-
terexample to uniqueness for the anisotropic Calderón problem for three
dimensional Riemannian manifolds with data measured on two different
connected components of the boundary.

Theorem 4.8. — Let (M, g) and (M, g̃) denote Riemannian manifolds
of the form (4.1), i.e.

g = f(x)dx2 + f(x)dy2 + h(x)dz2, g̃ = f̃(x)dx2 + f̃(x)dy2 + h̃(x)dz2.

Let λ2 ∈ R. Let ΓD and ΓN be non-empty open sets belonging to two
different connected components of ∂M . Then there exist infinitely many
pairs of non-isometric metrics (g, g̃) given by g̃ = c4g where c are smooth
positive strictly increasing or decreasing functions such that c(1)3 = c(0) 6= 1
if ΓD ⊂ Γ0 and ΓN ⊂ Γ1 or c(0)3 = c(1) 6= 1 if ΓD ⊂ Γ1 and ΓN ⊂ Γ0,
satisfying

Λg,ΓD,ΓN (λ2) = Λ
g̃,ΓD,ΓN (λ2).

Proof. — The proof is almost the same as that of Theorem 4.5.
Let us assume that ΓD ⊂ Γ0 = {0} × T 1 and ΓD ⊂ Γ1 = {1} × T 1. We

construct pairs of metrics (g, g̃) satisfying Λg,ΓD,ΓN (λ2) = Λ
g̃,ΓD,ΓN (λ2) as

follows. Let f and c be any smooth positive function on [0, 1] such that
c(1)3 = c(0) and c′(x) 6= 0 for all x ∈ [0, 1].
Define

(4.35) h = Ce
−2
∫ x

0
c′′(s)+λ2f(s)(c(s)−c5(s))

c′(s) ds
, f̃ = c4f, h̃ = c4h.

Clearly, we have then g̃ = c4g. Using Lemma 4.3, it is immediate to check
that qλn = q̃λn for all n ∈ Z where qλn and q̃λn are given by (4.10). In
particular, for such choices of metrics (g, g̃), we always have ∆(m2, n2) =
∆̃(m2, n2) for all m,n ∈ Z. Moreover, our assumption c(1)3 = c(0) is then
equivalent to

1√
f(1)

(
h(0)
h(1)

)1/4
= 1√

f̃(1)

(
h̃(0)
h̃(1)

)1/4

.
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Now, using (4.15) and the ensuing discussion, we see that for all ψ ∈
H1/2(T 2) with supp ψ ⊂ ΓD, we have

Λg,ΓD,ΓN (λ2)(ψ)(4.36)

:= −
[∑
m,n

(
1√
f(1)

(
h(0)
h(1)

)1/4 1
∆(m2, n2)

)
ψ̂(m,n)eimy+inz

]
| (y,z)∈ΓN

= −

∑
m,n

 1√
f̃(1)

(
h̃(0)
h̃(1)

)1/4
1

∆̃(m2, n2)

ψ̂(m,n)eimy+inz


| (y,z)∈ΓN

= Λ
g̃,ΓD,ΓN (λ2)(ψ).

Since the above equality holds for all ψ ∈ H1/2(T 2) with supp ψ ⊂ ΓD,
the result is proved. �

Finally, we can slightly improve our non-uniqueness result in the case of
zero frequency. We have

Theorem 4.9. — Let (M, g) denotes a Riemannian manifold of the
form (4.1), i.e.

g = f(x)dx2 + f(x)dy2 + h(x)dz2.

Let ΓD and ΓN be non-empty open sets belonging to two different con-
nected component of ∂M . Then

(1) if ΓD ⊂ Γ0 and ΓN ⊂ Γ1, there exists a one parameter family of
metrics g̃ given by

g̃ =

A+ A3 −A∫ 1
0

ds√
h(s)

∫ 1

x

ds√
h(s)


4

g, A > 0,

that satisfies Λg,ΓD,ΓN (0) = Λ
g̃,ΓD,ΓN (0).

(2) if ΓD ⊂ Γ1 and ΓN ⊂ Γ0, there exists a one parameter family of
metrics g̃ given by

g̃ =

A+ A3 −A∫ 1
0

ds√
h(s)

∫ x

0

ds√
h(s)


4

g, A > 0,

that satisfies Λg,ΓD,ΓN (0) = Λ
g̃,ΓD,ΓN (0).

Proof. — We only prove (1). Assume that λ2 = 0. For arbitrary smooth
positive functions f, h on [0, 1], the function c solution of (4.17) is explicitly
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given by

c(x) = A+B

∫ 1

x

ds√
h(s)

,

for some constants A,B. Since we also requires that c(1)3 = c(0), we only
consider the one parameter family of functions

c(x) = A+ A3 −A∫ 1
0

ds√
h(s)

∫ 1

x

ds√
h(s)

for some constant A > 0. Then we set g̃ = c4g and we use the same proof
as in Theorem 4.5 to conclude that Λg,ΓD,ΓN (0) = Λ

g̃,ΓD,ΓN (0). �

4.4. The 3D anisotropic Calderón problem with a potential

In this Section, we treat the anisotropic Calderón problem (Q3) with a
potential V = V (x) ∈ L∞(M), that is a potential depending only on the
variable x, for our family of metrics (4.1). The global DN map λg,V (λ2)
associated to the Dirichlet problem

(4.37)
{

(−∆g + V )u = λ2u, on M,

u = ψ, on ∂M,

with λ2 not belonging to the Dirichlet spectrum of −∆g + V can be con-
structed in the same way as in Section 4 since V = V (x) respects the
symmetry of (M, g). On each Fourier mode Ymn = eimy+inz, we get the
following expression for the induced DN map:

(4.38) Λmng,V (λ2) =

 (logh)′(0)
4
√
f(0)

− MV (m2,n2)√
f(0)

− h1/4(1)
h1/4(0)

√
f(0)∆V (m2,n2)

− h1/4(0)
h1/4(1)

√
f(1)∆V (m2,n2)

− (logh)′(1)
4
√
f(1)

− NV (m2,n2)√
f(1)

 ,

where the characteristic function ∆V (m2, n2) and the Weyl–Titchmarsh
functions MV (m2, n2) and NV (m2, n2) defined by (4.13)–(4.14) are associ-
ated to the radial ODE

(4.39) − v′′ + qλ,V,n(x)v = −µ2v,

with potential qλ,V,n = [(logh)′]2
16 + (logh)′′

4 +n2 f
h + (V −λ2)f and boundary

conditions

(4.40) v(0) = 0, v(1) = 0.

TOME 69 (2019), FASCICULE 1



166 Thierry DAUDÉ, Niky KAMRAN & François NICOLEAU

We also recall the dictionary between the above coefficients of the DN map
and the notations used in the Introduction

LmnV (λ2) = (log h)′(0)
4
√
f(0)

− 1√
f(0)

MV (m2, n2) = Λmng,V,Γ0
(λ2),

RmnV (λ2) = − (log h)′(1)
4
√
f(1)

− 1√
f(1)

NV (m2, n2) = Λmng,V,Γ1
(λ2),

TmnL,V (λ2) = − 1√
f(1)

h1/4(0)
h1/4(1)

1
∆V (m2, n2) = Λmng,V,Γ0,Γ1

(λ2),

TmnR,V (λ2) = − 1√
f(0)

h1/4(1)
h1/4(0)

1
∆V (m2, n2) = Λmng,V,Γ1,Γ0

(λ2),

where Γ0 = {0} × T 1 and Γ1 = {1} × T 1.
We prove:

Theorem 4.10. — Let (M, g) a smooth compact Riemannian manifold
of the form (4.1), i.e.

g = f(x)dx2 + f(x)dy2 + h(x)dz2.

Let V, Ṽ ∈ L∞(M) be two potentials that only depend on the variable x.
Let the frequency λ2 be fixed and not belonging to the Dirichlet spectra of
−∆g + V and −∆g + Ṽ . Let ΓD, ΓN be nonempty open subsets belonging
to the same connected component of ∂M , with ΓN containing an annular
region of the type

(y0 − δ, y0 + δ)× T 1, or T 1 × (z0 − δ, z0 + δ),

where δ > 0. Assume moreover

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2).

Then
Ṽ = V.

Proof. — Assume for instance that ΓD,ΓN ⊂ Γ0 and

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2).

Then the same proof as in Theorem 4.4 shows first that

(4.41) MV (µ2, n2)−MV (0, n2) = M
Ṽ

(µ2, n2)−M
Ṽ

(0, n2),
∀ µ ∈ C \ R,∀ n ∈ Z.

Hence the Borg–Marchenko Theorem 2.4 gives

(4.42) qλ,V,n = q
λ,Ṽ ,n

, on [0, 1], ∀ n ∈ Z.
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We conclude using (4.42) and (4.39) that V = Ṽ on [0, 1]. �

In the case where the Dirichlet and Neumann data ΓD and ΓN do not
belong to the same connected component of ∂M , we are able to give very
simple counterexamples to uniqueness, in the case where f = h. Precisely,
we prove:

Theorem 4.11. — Let (M, g) a smooth compact Riemannian manifold
of the form

g = f(x)[dx2 + dy2 + dz2].

Let V, Ṽ ∈ L∞(M) be two potentials that only depend on the variable x.
Let the frequency λ2 be fixed and not belonging to the Dirichlet spectra of
−∆g + V and −∆g + Ṽ . Let ΓD, ΓN be nonempty open subsets belonging
to distinct connected components of ∂M . Then, there exists an infinite
dimensional family of explicit potentials Ṽ ∈ L∞([0, 1]) that satisfy

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2).

Proof. — In the case where f = h, the potentials qλ,V,n and q
λ,Ṽ ,n

have
the following simple form

qλ,V,n = [(log f)′]2

16 + (log f)′′

4 + n2 + (V (x)− λ2)f(x),

q
λ,Ṽ ,n

= [(log f)′]2

16 + (log f)′′

4 + n2 + (Ṽ (x)− λ2)f(x).

Clearly, since n2 does not depend on x, the potentials qλ,V,n, qλ,Ṽ ,n are

isospectral if and only if the potentials [(log f)′]2
16 + (log f)′′

4 +(V (x)−λ2)f(x)
and [(log f)′]2

16 + (log f)′′
4 +(Ṽ (x)−λ2)f(x) are also isospectral. We recall that

this is also equivalent (see the proofs of Theorems 3.8 and 4.4) to

(4.43) ∆V (µ2, n2) = ∆
Ṽ

(µ2, n2), ∀ µ ∈ C, ∀ n ∈ Z,

which would imply that

(4.44) Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽ ,ΓD,ΓN

(λ2),

according to (4.38).
We deduce thus from [37] that given a potential V ∈ L∞(M) as above,

there exists an infinite dimensional family of explicit potentials Ṽ satisfy-
ing (4.43) and thus (4.44). More precisely, the family

(4.45) Ṽλ,k,t(x) = V (x)− 2
f(x)

d2

dx2 log θk,t(x), ∀ k > 1, t ∈ R,
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with

(4.46) θk,t(x) = 1 + (et − 1)
∫ 1

x

v2
k(s)ds,

where vk is the normalized eigenfunction of (4.39)–(4.40) associated to the
kth-eigenvalue α2

k satisfies

Λg,V,ΓD,ΓN (λ2) = Λ
g,Ṽλ,k,t,ΓD,ΓN

(λ2), ∀ k > 1, t ∈ R. �
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