
AN

N
A
L
E
S
D
E

L’INSTI
T

U
T
F
O
U
R

IE
R

ANNALES
DE

L’INSTITUT FOURIER

NGUYEN Hong Duc

Invariants of plane curve singularities and Plücker formulas in positive
characteristic
Tome 66, no 5 (2016), p. 2047-2066.

<http://aif.cedram.org/item?id=AIF_2016__66_5_2047_0>

© Association des Annales de l’institut Fourier, 2016,
Certains droits réservés.

Cet article est mis à disposition selon les termes de la licence
CREATIVE COMMONS ATTRIBUTION – PAS DE MODIFICATION 3.0 FRANCE.
http://creativecommons.org/licenses/by-nd/3.0/fr/

L’accès aux articles de la revue « Annales de l’institut Fourier »
(http://aif.cedram.org/), implique l’accord avec les conditions générales
d’utilisation (http://aif.cedram.org/legal/).

cedram
Article mis en ligne dans le cadre du

Centre de diffusion des revues académiques de mathématiques
http://www.cedram.org/

http://aif.cedram.org/item?id=AIF_2016__66_5_2047_0
http://creativecommons.org/licenses/by-nd/3.0/fr/
http://aif.cedram.org/
http://aif.cedram.org/legal/
http://www.cedram.org/
http://www.cedram.org/


Ann. Inst. Fourier, Grenoble
66, 5 (2016) 2047-2066

INVARIANTS OF PLANE CURVE SINGULARITIES
AND PLÜCKER FORMULAS IN POSITIVE

CHARACTERISTIC

by NGUYEN Hong Duc

Abstract. — We study classical and new invariants of plane curve singularities
f ∈ K[[x, y]], K an algebraically closed field of characteristic p > 0. It is known, in
characteristic zero, that κ(f) = 2δ(f) − r(f) + mt(f), where κ(f), δ(f), r(f) and
mt(f) denotes kappa invariant, delta invariant, number of branches and multiplicity
of f respctively. For arbitrary characteristic, by introducing new invariant γ, we
prove in this note that κ(f) > γ(f) + mt(f) − 1 > 2δ(f) − r(f) + mt(f) with
equalities if and only if the characteristic p does not divide the multiplicity of any
branch of f . As applications we obtain some Plücker formulas for projective plane
curves in positive characteristic. Moreover we show that if p is “big” for f , resp.
for irreducble curve C ⊂ P2 (in fact, if p > κ(f), resp. p > degC(degC − 1)), then
f , resp. C has no wild vanishing cycle.
Résumé. — Nous étudions des invariants classiques et nouveaux des singula-

rités de courbes planes f ∈ K[[x, y]] où K est un corps algébriquement clos de
caractéristique p > 0. En caratéristique nulle, il est connu que κ(f) = 2δ(f) −
r(f) + mt(f), où κ(f), δ(f), r(f) et mt(f) respectivement, désignent l’invariant
kappa, l’invariant delta, le nombre de branches et la multiplicité de f . En carac-
téristique arbitraire, en introduisant un nouvel invariant γ, nous prouvons dans
cette note que κ(f) > γ(f) + mt(f)− 1 > 2δ(f)− r(f) + mt(f) avec égalités si et
seulement si la caractéristique p ne divise pas la multiplicité de chaque branche de
f . Comme applications, nous obtenons des formules de Plücker pour les courbes
projectives planes en caractéristique positive. Nous montrons de plus, que si la
caractéristique p est “grande” par rapport à f , respectivement par rapport à une
courbe irréductible C ⊂ P2 (c’est-à-dire, si p > κ(f), resp. p > degC(degC − 1)),
alors f , resp. C n’a pas de cycle évanescent sauvage.

Keywords: Invariants of plane curve singularities, Plücker formulas, wild vanishing cycles.
Math. classification: 14H20, 14B05.
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1. Introduction

Let K be an algebraically closed field of characteristic p > 0 and K[[x, y]]
the ring of formal power series. We study classical and new invariants: Mil-
nor number, kappa invariant, delta invariant, Swan conductor, multiplicity
and their relations (see Section 2 for definitions and facts).
Let us recall some notions and facts on plan curve singularities (see [3]

and [6] for proofs). Let f, g ∈ K[[x, y]]. We denote by

i(f, g) := dimK[[x, y]]/〈f, g〉

the intersection multiplicity of f and g. The Milnor number (resp. Kappa
invariant) of f is the intersection multiplicity i(fx,fy) (resp. i(f,αfx+βfy)),
where fx, fy are the partials of f and (α : β) ∈ P1 is generic.
If f is reduced and R̄ is a normalization of R := K[[x, y]]/〈f〉, then the

dimension dim R̄/R is called the delta invariant of f , denoted by δ(f). It
relates to the Milnor number by the Milnor formula (see [5]) stating that,
if char(K) = 0 then

µ(f) = 2δ(f)− r(f) + 1,

where r(f) is the number of branches of f . This does not hold in positive
characteristic because of the existence of wild vanishing cycles. More pre-
cisely, using étale cohomology, Deligne showed that the Milnor number µ
(resp. 2δ(f)− r(f) + 1, resp. Sw(f)) is equal to the number of total (resp.
ordinary, resp. wild) vanishing cycles (of the Milnor fiber) of f (cf. [2], [4]),
where Sw(f) denotes the Swan conductor of f (see [2, 1.7, 1.8] for the
definition). This implies that

µ(f) = 2δ(f)− r(f) + 1 + Sw(f)

and therefore
µ(f) > 2δ(f)− r(f) + 1.

However it is unknown how a plane curve singularity without wild van-
ishing cycle can be reasonably characterized. In this paper we will give
a partial answer for this problem saying that if the characteristic p is
“big” for f (resp. for irreducible projective curve C) (e.g. p > κ(f), resp.
p > degC(degC− 1)), then f , resp. C has no wild vanishing cycle. (Corol-
lary 3.2).
Delta invariant is also related to kappa invariant by the following formula

in characteristic zero (cf. [3]):

κ(f) = 2δ(f)− r(f) + mt(f),

ANNALES DE L’INSTITUT FOURIER
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where mt(f) is the multiplicity of f , defined to be the maximal of k for
which 〈f〉 ⊂ 〈x, y〉k. It is easy to see that the equality does not hold in
positive characteristic. The aim of this paper is to see how is this relation
in positive characteristic. We introduce and study new invariants, γ, γ̃ and
prove in Theorem 2.11, that

γ(f) > 2δ(f)− r(f) + 1

with equality if and only if p is right intersection multiplicity good for f
(i.e. there exist a coordinate X,Y such that for any branch fi of f , p does
not divide at least one of i(fi, X) and i(fi, Y ), see Definition 2.5). We then
obtain the main result of the present paper (Theorem 3.1) stating that
there is always the inequality

κ(f) > 2δ(f)− r(f) + mt(f)

with equality if and only if p is multiplicity good for f (i.e. it does not
divide the multiplicity of any branch of f , see Definition 2.5).
We now apply our main result to the Plücker formulas. Recall that the

first Plücker formula gives a relation between the degree d of an irreducible
curve C ⊂ P2 and the degree ď of its dual curve (cf. [8], [7]). Precisely, one
has (see (3.1))

d(d− 1) = deg ρ · ď+
∑

P∈Sing(C)

κ(fP ),

where deg ρ is the degree of the dual map ρ, Sing(C) is the singular locus
of C and fP = 0 is a local equation of C at P . Applying Theorem 3.1
we obtain a kind of Plücker formula for an irreducible plane curve C in
positive characteristic stating that one has

deg(ρ) · ď 6 d(d− 1)− 2δ(C) + r(C)−mt(C)

with equality if and only if p is multiplicity good for C (i.e. it is multiplicity
good for all local functions fP of C at singular points P ), where δ(C)
(resp. r(C), resp. mt(C)) is the sum of the delta invariants (resp. number
of branches, resp. multiplicities) of fP (see Corollary 3.3). We show further
that if p is “big” for C ⊂ P2 (e.g. p > d(d− 1)), then one has

deg(ρ) · ď = d(d− 1)− 2δ(C) + r(C)−mt(C)
= d(d− 1)− µ(C)−mt(C) + s(C),

where µ(C) denotes the sum of the local Milnor numbers µ(fP ) and s(C)
the number of singular points of C.

The paper is organized as follows. In Section 2 we introduce and study
a new invariant (gamma invariant) and its relation to classical invariants

TOME 66 (2016), FASCICULE 5



2050 NGUYEN Hong Duc

of plane curve singularities which play an important role in the proof of
the main result. We present and prove the main result and its applications
to Plücker formula in Section 3. Our method is based on resolution and
parametrization of plane curve singularities.

Acknowledgement

A part of this article was done in my thesis [6] under the supervision of
Professor Gert-Martin Greuel at the Technische Universität Kaiserslautern.
I am grateful to him for many valuable suggestions. The author’s research
is funded by Vietnam National Foundation for Science and Technology
Development (NAFOSTED) under Grant Number 101.04-2014.23.

2. Gamma invariants

We introduce and study new (gamma) invariants γ, γ̃ of plane curve sin-
gularities which have not been considered before. In characteristic zero,
these invariants coincide and are equal to the Milnor number (see Re-
mark 2.3). So they may be considered as generalizations of the Milnor
number in positive characteristic and are believed to be useful in studying
classical invariants. In this section we use them to connect the delta and
kappa invariant. We will show, in Proposition 2.6, that

κ(f) > γ(f) + mt(f)− 1

and in Theorem 2.14, that

γ(f) > 2δ(f)− r(f) + 1

and obtain the inequality in the main result of the paper (Theorem 3.1).

Definition 2.1. — Let f ∈ K[[x, y]] be reduced. The number γ̃x,y(f)
(or γ̃(f), if the coordinate {x, y} is fixed) of f , is defined as follows:

(1) γ̃(x) := 0, γ̃(y) := 0.
(2) If f is irreducible and convenient (i.e. i(f, x), i(f, y) <∞), then

γ̃(f) := min{i(f, fx)− i(f, y) + 1, i(f, fy)− i(f, x) + 1}.

(3) If f = f1 · . . . · fr, then

γ̃(f) :=
r∑
i=1

(
γ̃(fi) +

∑
j 6=i

i(fi, fj)
)
− r + 1.

ANNALES DE L’INSTITUT FOURIER
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Definition 2.2. — The gamma invariant of a reduced plane curve sin-
gularity f , denoted by γ(f), is the minimum of γ̃X,Y (f) for all coordinates
X,Y .

Remarks 2.3.
(a) In characteristic zero, γ(f) = γ̃(f) = µ(f) due to Theorems 2.11,

2.14 and the Milnor formula.
(b) In general we have, by definition, that γ(f) 6 γ̃(f) (with equality

if p is im-good for f , see Corollary 2.12) and that γ(f) = γ̃(g) for some g
right equivalent to f (f is called right equivalent to g, denoted by f ∼r g,
if there is an automorphism Φ ∈ AutK(K[[x, y]]) such that f = Φ(g)).

(c) The number γ̃ depends on the choice of coordinates, i.e. it is not
invariant under right equivalence . E.g. f = x3 +x4 +y5 and g = (x+y)3 +
(x+ y)4 + y5 in K[[x, y]] with char(K) = 3 and then f ∼r g, but γ̃(f) = 8,
γ̃(g) = 10. However, as we will see in Proposition 2.7, if the characteristic
p is multiplicity good for f then γ̃(f) = γ̃(g) for all g contact equivalent
to f . Recall that f, g are contact equivalent if there is an automorphism
Φ ∈ AutK(K[[x, y]]) and a unit u ∈ K[[x, y]] such that f = u · Φ(g), and
we denote this by f ∼c g.
(d) It follows from the definition that γ̃(u) = 1 and γ̃(u · f) = γ̃(f) for

every unit u and therefore γ is invariant under contact equivalence.
(e) Milnor number µ is invariant under right equivalence. The numbers

δ, κ,mt, r, i are invariant under contact equivalence (see, for instance [6,
Prop. 1.2.19] for the invariance of δ). This means that, if f ∼c g then

δ(f) = δ(g), κ(f) = κ(g), mt(f) = mt(g) and r(f) = r(g).

Moreover, for any Φ ∈ AutK (K[[x, y]]) and units u, v, one has

i(f, h) = i (u · Φ(f), v · Φ(h)) .

Before studying in detail gamma invariants, we collect several facts on
invariants of plane curve singularities which we use later. For proofs, we
refer to [3] and [6].

Remarks 2.4.
(a) If f ∈ K[[x, y]] is irreducible then there exists a couple (x(t), y(t)) ∈

K[[t]]2 such that f(x(t), y(t)) = 0 and it satisfies the following univer-
sal property: for each (u(t), v(t)) ∈ K[[t]]2 with f(u(t), v(t)) = 0, there
exists a unique series h(t) ∈ K[[t]] such that u(t) = x(h(t)) and v(t) =
y(h(t)). We call such a couple a parametrization of f . The order of its
parametrization is related to the multiplicity of a singularity as follows

TOME 66 (2016), FASCICULE 5
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mt(f) = min{ord x(t), ord y(t)}. Here for each univariate formal power se-
ries ϕ(t), ord ϕ(t) denotes the order (or multiplicity, or valuation) of ϕ(t).
For each formal series g, one has i(f, g) = ord g(x(t), y(t)) (cf. [3, Chap. 1,
Prop. 3.12]).
(b) If f is irreducible, then

κ(f) = min{i(f, fx), i(f, fy)}.

Indeed, taking a parametrization (x(t), y(t)) of f we obtain that

κ(f) = ord (αfx(x(t), y(t)) + βfy(x(t), y(t))) ,

which equals to the minimum of i(f, fx) and i(f, fy) since (α : β) is generic.
(c) If f is convenient, then

γ̃(f) = i(f, αxfx + βyfy)− i(f, x)− i(f, y) + 1,

where (α : β) ∈ P1 is generic. In fact, assume first that f is irreducible and
take a parametrization (x(t), y(t)) of f . Then one has

γ̃(f) = min{i(f, fx)− i(f, y) + 1, i(f, fy)− i(f, x) + 1}
= min{i(f, fx) + i(f, x), i(f, fy) + i(f, y)} − i(f, fy)− i(f, x) + 1
= min{ord x(t)fx(x(t), y(t)), ord y(t)fy(x(t), y(t))}

− i(f, fy)− i(f, x) + 1
= i(f, αxfx + βyfy)− i(f, x)− i(f, y) + 1

with (α : β) ∈ P1 generic. The reducible case is thus followed by using Defi-
nition 2.1 and simple calculations (for more detail, see [6, Lemma 2.7.2(ii)]).
(d) If f = f1 · . . . · fr, then

i(f, g) =
r∑
i=1

i(fi, g), ∀g ∈ K[[x, y]];

2δ(f) =
r∑
i=1

(
2δ(fi) +

∑
j 6=i

i(fi, fj)
)

;

κ(f) =
r∑
i=1

(
κ(fi) +

∑
j 6=i

i(fi, fj)
)
.

Here the two first equalities follow from [3], Chap. 1, Prop. 3.12 and
Lemma 3.32 respectively and the last one is done by simple caculations.

Definition 2.5. — Let char(K) = p > 0 and let f = f1 · . . . · fr ∈
K[[x, y]] be reduced with fi irreducible. The characteristic p is said to be

(i) multiplicity good (m-good) for f if the multiplicities mt(fi) 6= 0
(mod p) for all i = 1, . . . , r;

ANNALES DE L’INSTITUT FOURIER
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(ii) intersection multiplicity good ( im-good) for f if for all i = 1, . . . , r,
either

i(fi, x) 6= 0 (mod p) or i(fi, y) 6= 0 (mod p);

(iii) right intersection multiplicity good (right im-good) for f if it is im-
good for f after some change of coordinate. That is, it is im-good
for some g right equivalent to f .

Note that these notions are trivial in characteristic zero, i.e. if p = 0 then
it is always m-good, im-good and right im-good for f . In general we have

“m-good” =⇒ “im-good” =⇒ “right im-good”.

The following proposition gives us the first relations between the gamma
invariants and classical invariants.

Proposition 2.6. — Let f ∈ K[[x, y]] be reduced. Then

γ(f) 6 γ̃(f) 6 κ(f)−mt(f) + 1

with equality if p is m-good for f .

Proof. — The first inequality is trivial. The proof of the second inequality
(and equality) will be divided into two steps:

Step 1. — Suppose that f is irreducible.
One has

γ̃(f) = min{i(f, fx)− i(f, y) + 1, i(f, fy)− i(f, x) + 1}
6 min{i(f, fx)−mt(f) + 1, i(f, fy)−mt(f) + 1}
= min{i(f, fx), i(f, fy)} −mt(f) + 1
= κ(f)−mt(f) + 1.

Assume that p is m-good for f . Let (x(t), y(t)) be a parametrization of f .
We may assume that ord x(t) 6 ord y(t), so that m = ord x(t) 6 ord y(t).
Since f(x(t), y(t)) = 0,

fx(x(t), y(t)) · x′(t) + fy(x(t), y(t)) · y′(t) = 0.

Therefore,
i(f, fx) + ordx′(t) = i(f, fy) + ordy′(t).

It follows that

i(f, fx)− ordy(t) > i(f, fy)− ordx(t) = i(f, fy)−m,

TOME 66 (2016), FASCICULE 5
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since ordx′(t) = ordx(t) − 1 = m − 1 and ordy′(t) > ordy(t) − 1. This
implies that

γ̃(f) = i(f, fy)−m+ 1 and i(f, fy) 6 i(f, fx).

Hence

γ̃(f) = min{i(f, fx)− i(f, y) + 1, i(f, fy)− i(f, x) + 1}
= i(f, fy)−m+ 1
= min{i(f, fx), i(f, fy)} −m+ 1
= κ(f)−mt(f) + 1.

Step 2. — The general case as f = f1 · . . . ·fr with fi irreducible, follows
from the first step and Remark 2.4.
It remains to prove that if p is m-good for f then γ(f) = γ̃(f). Indeed,

take g right equivalent to f such that γ(f) = γ̃(g). Since p is also m-good
for g, it follows from the second equality that

γ(f) = γ̃(g) = κ(g)−mt(g) + 1,

and hence γ(f) = κ(f)−mt(f) + 1, due to Remark 2.3(e). This completes
the proposition. �

The following proposition says that the number γ̃ is invariant under
contact equivalence in the class of singularities for which p is m-good. It
will be shown in Corollary 2.12 that γ̃ is invariant under contact equivalence
in the class of singularities for which p is im-good.

Proposition 2.7. — Let f ∈ K[[x, y]] be reduced such that p is m-good
for f and let g ∼c f . Then γ̃(g) = γ̃(f). In particular, γ(f) = γ̃(f).

Proof. — This follows from Proposition 2.6 and Remark 2.3(e). See [6,
Lemma 2.3.4] for a direct proof. �

For the proof of the main results of this section (Theorem 2.11 and 2.14)
we need the following two technical lemmas, which compare the gamma
invariants after blowing ups. Let f ∈ K[[x, y]] be an irreducible plane curve
singularity and (β : α) ∈ P1 be its tangent direction (cf. [1, Lemma 3.4.5]
and [3, Chap. 1, Lemma 3.19]), i.e. i(f, αx − βy) > mt(f). Assume that
(β : α) is a point in the first chart of P1. Then the strict transform of f is
a formal series f̃ defined by f(u, u(v + α

β )) = umf̃(u, v) (One can define f̃
similarly if (β : α) belongs to the second chart).

ANNALES DE L’INSTITUT FOURIER
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Lemma 2.8. — Let f ∈ K[[x, y]] be irreducible such that m := i(f, x) =
i(f, y). Let g ∈ K[[x, y]] be such that f(x, y) = g(x, αx − βy), where (β :
α) ∈ P1 is the unique tangent direction of f . Then

(i) m = i(g, x) < i(g, y).
(ii) γ̃(f) > γ̃(g).
(iii) If the characteristic p is im-good for g but not for f , then

γ̃(f) > γ̃(g).

Proof.
(i) It follows from Remark 2.3 that

i(g, x) = i
(
g(x, αx− βy), x

)
= i(f, x) = m

and
i(g, y) = i

(
g(x, αx− βy), αx− βy

)
= i(f, αx− βy) > m,

which proves (i).
(ii) Let (x(t), y(t)) be a parametrization of f . Then

X(t) = x(t)
Y (t) = αx(t)− βy(t)

is a parametrization of g. Since f(x, y) = g(x, αx− βy),

fx(x, y) = gx(x, αx− βy) + αgy(x, αx− βy)
fy(x, y) = −βgy(x, αx− βy)

and therefore

fx(x(t), y(t)) = gx(X(t), Y (t)) + αgy(X(t), Y (t))
fy(x(t), y(t)) = −βgy(X(t), Y (t)).

We consider the two following cases:
– If i(f, fx) > i(f, fy). Then

γ̃(f) = min{i(f, fx)− i(f, y) + 1, i(f, fy)− i(f, x) + 1}
= i(f, fy)−m+ 1
= i(g, gy)− i(g, x) + 1
> γ̃(g).

– If i(f, fx) < i(f, fy), then ordfx(x(t), y(t)) < ordfy(x(t), y(t)) =
ordgy(X(t), Y (t)).

TOME 66 (2016), FASCICULE 5
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This, together with the equality

fx(x(t), y(t)) = gx(X(t), Y (t)) + αgy(X(t), Y (t))

implies that

ordfx(x(t), y(t)) = ordgx(X(t), Y (t)) < ordgy(X(t), Y (t)),

or equivalently i(f, fx) = i(g, gx) < i(g, gy). Hence

γ̃(g) = min{i(g, gx)− i(g, y) + 1, i(g, gy)− i(g, x) + 1}
= i(g, gx)− i(g, y) + 1
< i(f, fx)− i(g, x) + 1
= i(f, fx)−m+ 1
= γ̃(f).

(iii) As in the proof of part (ii), if i(f, fx) < i(f, fy) then γ̃(f) > γ̃(g).
Assume now that i(f, fx) > i(f, fy). Then as above, we have

γ̃(f) = i(g, gy)− i(g, x) + 1.

Since p is not im-good for f ,m= 0 (mod p) and therefore i(g, y) 6= 0 (mod p)
since p is im-good for g. This, together with the equalities ord Y (t) = i(g, y)
and ord X(t) = i(g, x) = m implies that

ord Ẏ (t) = i(g, y)− 1 and ord Ẋ(t) > m− 1 = i(g, x)− 1.

On the other hand, since g(X(t), Y (t)) = 0, we have

Ẋ(t) · gx(X(t), Y (t)) + Ẏ (t) · gy(X(t), Y (t)) = 0.

It yields

ord Ẋ(t) + ord gx(X(t), Y (t)) = ord Ẏ (t) + ord gy(X(t), Y (t)),

or, equivalently

i(g, gx)− ord Ẏ (t) = i(g, gy)− ord Ẋ(t).

This implies that

i(g, gx)− i(g, y) < i(g, gy)− i(g, x).

Hence

γ̃(g) = min{i(g, gx)− i(g, y) + 1, i(g, gy)− i(g, x) + 1}
= i(g, gx)− i(g, y) + 1
< i(g, gy)− i(g, x) + 1
= γ̃(f). �

ANNALES DE L’INSTITUT FOURIER
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Lemma 2.9. — Let f ∈ K[[x, y]] be irreducible and f̃ its strict trans-
form, then

γ̃(f) > m2 −m+ γ̃(f̃).

Assume moreover that i(f, x) 6= i(f, y). Then
(i) γ̃(f) = m2 −m+ γ̃(f̃), with m := mt(f) the multiplicity of f .
(ii) p is im-good for f , if and only if it is so for f̃ .

Proof.
(i) If f is not convenient then either f = x · u or f = y · u for some unit

u since f is irreducible and hence the lemma is evident.
Assume now that f is convenient and that i(f, x) < i(f, y). Then the

(local equation of) f̃ at the point (1 : 0) in the first chart is:

f(u, uv) = umf̃(u, v)

and therefore

fx(u, uv) + vfy(u, uv) = mum−1f̃(u, v) + umf̃u(u, v)

ufy(u, uv) = umf̃v(u, v).

It yields

xfx(x, y) + yfy(x, y) = mumf̃(u, v) + um
(
uf̃u(u, v)

)
yfy(x, y) = um

(
vf̃v(u, v)

)
,

where x = u, y = uv.
Take a parametrization (u(t), v(t)) of f̃ . Then

x(t) = u(t)
y(t) = u(t)v(t)

will be a parametrization of f and

x(t)fx(x(t), y(t)) + y(t)fy(x(t), y(t)) = u(t)m
(
u(t)f̃u(u(t), v(t))

)
y(t)fy(x(t), y(t)) = u(t)m

(
v(t)f̃v(u(t), v(t))

)
.

Thus

αx(t)fx(x(t), y(t)) + (α+ β)y(t)fy(x(t), y(t))

= αu(t)mf̃u(u(t), v(t)) + βv(t)mf̃v(u(t), v(t)),

for (α : β) ∈ P1 generic. It follows that

i
(
f, αxfx + (α+ β)yfy

)
= m2 + i

(
f̃ , αuf̃u + βvf̃v

)
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since ord u(t) = m. Besides,

i(f, x) + i(f, y) = ordx(t) + ordy(t)
= ordu(t) + ordu(t) + ordv(t)
= m+ ordu(t) + ordv(t)

= m+ i(f̃ , u) + i(f̃ , v).

Hence by Remark 2.4(c) we have

γ̃(f) = i(f, αxfx + (α+ β)yfy)− i(f, x)− i(f, y) + 1

= m2 −m+ i(f̃ , αuf̃u + βvf̃v)− i(f̃ , u)− i(f̃ , v) + 1

= m2 −m+ γ̃(f̃).

(ii) follows from the equalities

i(f, x) = ord x(t) = ord u(t) = i(f̃ , u)

and
i(f, y) = ord y(t) = ord u(t) + ord v(t) = i(f̃ , u) + i(f̃ , v).

In general, it is sufficient to prove γ̃(f) > m2 −m + γ̃(f̃) for provided
i(f, x) = i(f, y). Let (β : α) be the unique tangent direction of f and
g ∈ K[[x, y]] such that f(x, y) = g(x, αx − βy). Then by Lemma 2.8,
i(g, x) < i(g, y) and γ̃(f) > γ̃(g). It follows from (i) that

γ̃(g) = m2 −m+ γ̃(g̃),

where g̃ is the strict transform of g.
Besides, it is easy to see that the local equation of f̃ at the point (β : α)

coincides with that of g̃ at the point (1 : 0). This means that γ̃(f̃) = γ̃(g̃).
Hence

γ̃(f) > γ̃(g) > m2 −m+ γ̃(g̃) = m2 −m+ γ̃(f̃). �

Note that the delta invariants admit an analogous property. More pre-
cisely,

Remark 2.10. — For each reduced (not necessary irreducible) plane
curve singularity f ∈ K[[x, y]] one may define the notion of strict transform
f̃ of f and get the following formula (cf. [3, Chap. I, Prop. 3.34])

2δ(f) = m2 −m+ 2δ(f̃).

However a similar relation for kappa invariants is unknown.

Theorem 2.11. — Let f ∈ K[[x, y]] be reduced. Then

γ̃(f) > 2δ(f)− r(f) + 1.

Equality holds if and only if the characteristic p is im-good for f .
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Proof. — The proof will be divided into two steps

Step 1. — f is irreducible. We argue by induction on the delta invariant
of f .
– Inequality: If δ(f) = 0, i.e. f is non-singular and then γ̃(f) = 0.

Suppose that δ(f) > 0 and the theorem is true for any g satisfying δ(g) <
δ(f). It follows from Remark 2.10 that

δ(f) = m(m− 1)
2 + δ(f̃) > δ(f̃).

Applying the induction hypothesis to f̃ we obtain

γ̃(f) > m2 −m+ γ̃(f̃)

> m2 −m+ 2δ(f̃)
= 2δ(f)

due to Lemma 2.9 and Remark 2.10. This proves the inequality of the
theorem.
– “if” statement: Assume now that p is im-good for f . We need to show

that γ̃(f) = 2δ(f).
– If i(f, x) 6= i(f, y) then γ̃(f) = γ̃(f̃) and p is also im-good for f̃ by
Lemma 2.9. By induction hypothesis, γ̃(f̃) = 2δ(f̃). It hence follows
from Lemma 2.9 and Remark 2.10 that

γ̃(f) = m2 −m+ γ̃(f̃)

= m2 −m+ 2δ(f̃)
= 2δ(f).

– If i(f, x) = i(f, y), then i(f, x) = i(f, y) = m and therefore m 6= 0
(mod p) by assumption that p is im-good for f . Take g ∈ K[[x, y]]
as in Lemma 2.8 then γ̃(f) = γ̃(g) by Proposition 2.7 and δ(f) =
δ(g) by Remark 2.3. Applying induction hypothesis to the strict
transform g̃ of g gives γ̃(g̃) = 2δ(g̃). Combining Lemma 2.9 and
Remark 2.10 we get

γ̃(f) = γ̃(g) = m2 −m+ γ̃(g̃)

= m2 −m+ 2δ(g̃)
= 2δ(g) = 2δ(f).

This proves the sufficiency of the equality.
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– “only if” statement: Finally, we will prove that γ̃(f) > 2δ(f) if p is
not im-good for f by induction on the delta invariant of f . Since p is not
im-good for f , m > p and hence δ(f) > p(p− 1)/2.

– If δ(f) = p(p− 1)/2, then m = p and mt(f̃) = 1. We may write

f = fp + fp+1 + . . . ,

where fp = (αx − βy)p with β 6= 0. We shall show that α 6= 0.
By contradiction, suppose that α = 0. Then i(f, y) > p = i(f, x).
Besides i(f, y) = 0 (mod p) since p is not im-good for f and therefore
i(f, y) > 2p. Thus it is easy to see that mt(f̃) > p > 1, which is a
contradiction and hence α 6= 0. Take g ∈ K[[x, y]] as in Lemma 2.8,
then p = i(g, x) < i(g, y).

On the other hand, g̃ must be non-singular (i.e. mt(g̃) = 1) since

p(p− 1)/2 = δ(f) = δ(g) = p(p− 1)/2 + δ(g̃).

This implies that i(g̃, v) = 1. Hence

i(g, y) = i(g̃, v) + i(g, x) = p+ 1.

Consequently, p is im-good for g and therefore γ̃(f) > γ̃(g) by
Lemma 2.8. Applying the first part to g we have γ̃(g) > 2δ(g) and
hence

γ̃(f) > γ̃(g) > 2δ(g) = 2δ(f).
– Now we prove the induction step. Assume that δ(f) > p(p − 1)/2.
If i(f, x) 6= i(f, y) then p is not im-good for f̃ by Lemma 2.9 since
it is not im-good for f . We can apply the induction hypothesis to
f̃ and obtain

γ̃(f) = m(m− 1) + γ̃(f̃)

> m(m− 1) + 2δ(f̃)
= 2δ(f).

Assume that i(f, x) = i(f, y). Take g ∈ K[[x, y]] as in Lemma 2.8.
If p is not im-good for g, since i(g, x) 6= i(g, y), we may apply the
above argument, with f replaced by g, to obtain γ̃(g) > 2δ(g) and
hence

γ̃(f) > γ̃(g) > 2δ(g) = 2δ(f),
where equalities follow from Lemma 2.8 and Remark 2.3. If p is
im-good for g, then γ̃(f) > γ̃(g) by Lemma 2.8 and therefore

γ̃(f) > γ̃(g) > 2δ(g) = 2δ(f).

This proves the first step.
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Step 2. — Assume that f decomposes into its branches f = f1 · . . . · fr.
Then

γ̃(f) =
r∑
i=1

(
γ̃(fi) +

∑
j 6=i

i(fi, fj)
)
− r + 1

and

2δ(f) =
r∑
i=1

(
2δ(fi) +

∑
j 6=i

i(fi, fj)
)
.

The proposition follows from the above equalities and Step 1. �

Corollary 2.12. — Assume that p is im-good for f . Then

γ(f) = γ̃(f).

Proof. — Let g be right equivalent to f such that γ(f) = γ̃(g). It then
follows from Theorem 2.11 and Remark 2.3 that

γ̃(f) > γ(f) = γ̃(g) > 2δ(g)− r(g) + 1 = 2δ(f)− r(f) + 1 = γ̃(f),

and hence γ(f) = γ̃(f). �

The following simple corollary should be useful in computation, since the
number in the left side is easily computed.

Corollary 2.13. — Assume that p > mt(f). Then

µ(f)− γ̃(f) = Sw(f).

Theorem 2.14. — Let f ∈ K[[x, y]] be reduced. Then

γ(f) > 2δ(f)− r(f) + 1.

Equality holds if and only if the characteristic p is right im-good for f .

Proof. — Taking g right equivalent to f such that γ(f) = γ̃(g) and
combining Theorem 2.11 and Remark 2.3 we get

γ(f) = γ̃(g) > 2δ(g)− r(g) + 1 = 2δ(f)− r(f) + 1

with equality if and only if p is im-good for g. It remains to show that if p
is right im-good for f , then

γ(f) = 2δ(f)− r(f) + 1.

Indeed, by definition, p is im-good for some h right equivalent to f . Again
combining Theorem 2.11 and Remark 2.3 we get

γ(f) = γ(h) 6 γ̃(h) = 2δ(h)− r(h) + 1 = 2δ(f)− r(f) + 1 6 γ(f).

This implies that
γ(f) = 2δ(f)− r(f) + 1,

which completes the theorem. �
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3. Kappa invariants and Plücker formulas

We prove in this section the main result (Theorem 3.1) and apply it
to Plücker formulas (Corollaries 3.3, 3.4). Furthermore we show, in Corol-
lary 3.2 (resp. Corollary 3.4), that if p is “big” for f (resp. for a plane
curve C), then f (resp. C) has no wild vanishing cycle.

Theorem 3.1. — Let f ∈ K[[x, y]] be reduced. One has

κ(f) > 2δ(f) + mt(f)− r(f)

with equality if and only if p is m-good for f .

Proof. — Combining Proposition 2.6 and Theorem 2.11 we get

κ(f) > γ̃(f) + mt(f)− 1 > 2δ(f) + mt(f)− r(f),

with equalities if p is m-good for f . It then remains to prove that if p is
not m-good for f then

κ(f) > 2δ(f) + mt(f)− r(f).

It suffices to prove the inequality for p which is im-good for f , since other-
wise we have

γ̃(f) > 2δ(f)− r(f) + 1

due to Theorem 2.11, and hence

κ(f) > 2δ(f) + mt(f)− r(f).

Suppose that p is im-good for f . By Remark 2.4 we may assume that f is
irreducible. Without loss of generality we may assume further that i(f, x) 6
i(f, y). Then m := mt(f) = i(f, x) and therefore m = 0, i(f, y) 6= 0 (mod
p) since p is not m-good but im-good for f . It yields that i(f, x) < i(f, y).
Putting g(x, y) = f(x, y − x) and applying Lemma 2.8 with replacing the
role of f and g we obtain that γ̃(g) > γ̃(f). Hence

κ(f) = κ(g) > γ̃(g) + mt(g)− 1
> γ̃(f) + mt(f)− 1
> 2δ(f) + mt(f)− r(f)

by combining Remark 2.3, Proposition 2.6 and Theorem 2.11. �

The following interesting corollary says that if the characteristic p is
“big” for f , then f has no wild vanishing cycle.
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Corollary 3.2. — Assume that p > κ(f). Then f has no wild vanish-
ing cycle, i.e. Sw(f) = 0. Moreover one has

κ(f) = 2δ(f) + mt(f)− r(f)
= µ(f) + mt(f)− 1.

Proof. — Clearly
κ(f) > mt(f)

and then p > mt(f). Therefore p is m-good for f and then

κ(f) = 2δ(f) + mt(f)− r(f),

due to Theorem 3.1. It thus suffices to show that

κ(f) = µ(f) + mt(f)− 1.

Indeed, take (α : β), (a : b) ∈ P1 such that α · b− β · a 6= 0 and that

κ(f) = i(f, αfx + βfy), and i(g, x) = i(g, y) = mt(g) = mt(f)

with g(x, y) := f(αx+ ay, βx+ by). Let gx = g1 · . . . · gs with gi irreducible
and let (xi(t), yi(t)) be a parametrization of gi. Since

p > κ(f) > ord (g (xi(t), yi(t))) and p > mt(g) > ord (yi(t)) ,

it yields that

ord (g (xi(t), yi(t))) = ord
(
d

dt
g (xi(t), yi(t))

)
+ 1

= ord (gy (xi(t), yi(t))) + ord
(
d

dt
yi(t)

)
+ 1

= ord (gy (xi(t), yi(t))) + ord (yi(t)) .

This implies, by the additivity of intersection multiplicities, that

i(g, gx) = i(gx, gy) + i(gx, y)
= µ(g) + mt(g)− 1.

Hence, by Remark 2.3,

κ(f) = i(f, αfx + βfy) = i(g, gx)
= µ(g) + mt(g)− 1
= µ(f) + mt(f)− 1,

which finishes the corollary. �
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Let C be a irreducible curve of degree d in P2 defined by a homogeneous
polynomial F ∈ K[x, y, z]. Let Sing(C) resp. C∗ := C\Sing(C) the singular
resp. smooth locus of C, and let s(C) := ]Sing(C) the number of singular
points. Let ρ : C∗ → P̌2, P = (x : y : z) 7→ (Fx(P ) : Fy(P ) : Fz(P )) the dual
(Gauss) map and deg(ρ) its degree. We call the closure of the image of ρ
in P̌2 the dual curve of C denoted by Č. We denote by ď the degree of Č.
For each singular point P ∈ Sing(C) take a local equation fP = 0 of C at
P , and define

δ(C) :=
∑

δ(fP ), mt(C) :=
∑

mt(fP ),

µ(C) :=
∑

µ(fP ), r(C) :=
∑

r(fP ),

Sw(C) :=
∑

Sw(fP ).

where all the sums are taken over P ∈ Sing(C).

Corollary 3.3. — Using the above notions, we have

deg(ρ) · ď 6 d(d− 1)− 2δ(C) + r(C)−mt(C)
= d(d− 1)− µ(C)−mt(C) + s(C) + Sw(C),

with equality if and only if p is multiplicity good (m-good) for C, i.e. p is
m-good for all the fP .

Proof. — The following formula is known as the first Plücker formula in
positive characteristic,

(3.1) deg(ρ) · ď = d(d− 1)−
∑

P∈Sing(C)

κ(fP ).

However we can not find an exact reference, so for the convenience of the
reader, we give a short proof. We denote by sdeg(ρ) (resp. ideg(ρ)) the
separable (resp. inseparable) degree of ρ. Then there exists an open subset
V ⊂ ρ(C) such that

] ρ−1(R) = sdeg(ρ) for all R ∈ V.

It is easy to see that there exists an open subset U ⊂ C such that

HQ ∩ Č ⊂ V for all Q ∈ U,

where for each point Q = (α : β : γ) ∈ P2, HQ denotes the line in P̌2 defined
by αX + βY + γZ. Moreover it follows from the ramification theory that

iP (C,PQ) = ideg(ρ) · iρ(P )

(
Č,HQ

)
for all P ∈ C∗,
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where PQ denotes the polar curve of C w.r.t. Q defined by αFx+βFy+γFz,
and iP (C,PQ) the intersection multiplicity of C and PQ at P . Hence from
Bézout theorem we have, with Q generic,

d(d− 1) =
∑
P∈C

iP (C,PQ)

=
∑

P∈Sing(C)

iP (C,PQ) +
∑
P∈C∗

iP (C,PQ)

=
∑

P∈Sing(C)

κ(fP ) + ideg(ρ)
∑
P∈C∗

iρ(P )

(
Č,HQ

)
=

∑
P∈Sing(C)

κ(fP ) + ideg(ρ) · sdeg(ρ)
∑
R∈Č

iR

(
Č,HQ

)
=

∑
P∈Sing(C)

κ(fP ) + deg(ρ) · ď.

This completes the first Plücker formula. The corollary hence follows from
Theorem 3.1. �

Combining Corollary 3.2 and (3.1) we obtain

Corollary 3.4. — With the above notions, assume that

max
P∈Sing(C)

{κ(fP )} < p,

(for example, d(d − 1) < p). Then C has no wild vanishing cycle, i.e.
Sw(C) = 0. Moreover one has

deg(ρ) · ď = d(d− 1)− 2δ(C) + r(C)−mt(C)
= d(d− 1)− µ(C)−mt(C) + s(C).
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