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CONSTRUCTING EQUIVARIANT MAPS
FOR REPRESENTATIONS

by Stefano FRANCAVIGLIA (*)

Abstract. — We show that if Γ is a discrete subgroup of the group of the
isometries of Hk, and if ρ is a representation of Γ into the group of the isometries
of Hn, then any ρ-equivariant map F : Hk → Hn extends to the boundary in a weak
sense in the setting of Borel measures. As a consequence of this fact, we obtain
an extension of a result of Besson, Courtois and Gallot about the existence of
volume non-increasing, equivariant maps. Then, we show that the weak extension
we obtain is actually a measurable ρ-equivariant map in the classical sense. We
use this fact to obtain measurable versions of Cannon-Thurston-type results for
equivariant Peano curves. For example, we prove that if Γ is of divergence type
and ρ is non-elementary, then there exists a measurable map D : ∂Hk → ∂Hn

conjugating the actions of Γ and ρ(Γ). Related applications are discussed.
Résumé. — On montre que pour chaque groupe discrète d’isométries G de l’es-

pace hyperbolique de dimension k, chaque représentation R de G dans le groupe
Isom(Hn) et pour chaque application R-équivariante F de Hk en Hn, il existe une
extension de F dans le sens faible des mesures. On obtient donc, comme consé-
quence de ce fait, une extension d’un résultat de Besson, Courtois et Gallot sur
l’existence d’une application équivariante qui n’augmente pas le volume. En plus,
avec une hypothèse supplémentaire, on montre que notre extension faible est effec-
tivement une vraie application mesurable du bord à l’infini de Hk. On utilise alors
ce résultat pour obtenir une version mesurable du résultat de Cannon et Thurs-
ton sur l’existence de courbes de Peano équivariantes. Enfin, on discute quelques
applications.

1. Introduction

Let Γ be a discrete subgroup of Isom(Hk)and let ρ : Γ → Isom(Hn)
be a representation. Then, it is easy to construct a piecewise smooth map

Keywords: Hyperbolic spaces, discrete groups, isometries, representation, equivariant,
barycenter, natural map, volume.
Math. classification: 57M50, 37A99.
(*) This work was supported by INdAM and the European Research Council (MEIF-
CT-2005-010975 and MERG-CT-2007-046557.)



394 Stefano FRANCAVIGLIA

D : Hk → Hn which is ρ-equivariant, that isD(γx) = ρ(γ)D(x) for all γ ∈ Γ
and x ∈ Hk, and the problem arises of whether such a map continuously
extends to the boundaries of the hyperbolic spaces (this is a key step in
the proofs of rigidity results for hyperbolic manifolds, see for example [29,
3, 12, 13, 16]). In some cases, for example if the representation is not
discrete, such an extension is not possible. Moreover, in general it is hard
even to construct a ρ-equivariant map between the boundaries with some
regularity properties like continuity and measurability. If Γ < Isom(H2)
is a surface group and if ρ : Γ → Isom(H3) is an isomorphism such that
H3/ρ(Γ) is an hyperbolic 3-manifold, under certain assumptions, Cannon
and Thurston [9] and Minsky [20], proved the existence of a continuous,
ρ-equivariant, surjective map ∂H2 → ∂H3, and Soma [25] proved that,
outside zero-measure sets, such a map is a homeomorphism (see also the
recent works [17, 18]).

The starting point of this paper is the existence, for any ρ : Γ →
Isom(Hn), of a measurable, ρ-equivariant map from the limit set of Γ to
the set of probability measures on ∂Hn, that can be stated as follows (see
Section 2 for precise definitions).

Theorem 1.1 (Existence of developing measures). — Let Γ < Isom(Hk)
be an infinite, non-elementary discrete group. Let ρ : Γ → Isom(Hn) be a
representation. Then, a family of developing measures for ρ exists.

The fact that we work in the world of measure with the weak-* topology
introduces a lot of compactness, so that we will able to establish results of
existence and convergence for equivariant maps. The main applications of
our technique belong to the framework of Barycentric maps and the one of
Cannon Thurston maps.

Barycentric maps. — First of all, we get a generalisation of the cel-
ebrated Theorem of Besson, Courtois and Gallot on existence of natural
maps.

Theorem 1.2 (Existence of B-C-G-natural maps). — Let Γ< Isom(Hk)
be an infinite discrete group. Let ρ : Γ → Isom(Hn) be a representation
whose image is non-elementary. Then, there exists a map F : Hk → Hn,
called natural map, such that:

(1) F is smooth.
(2) F is ρ-equivariant, i.e., F (γx) = ρ(γ)F (x) for all x ∈ Hk and γ ∈ Γ.

(3) For all p > 3, JacpF (x) 6

(
δ(Γ)
p− 1

)p
.

ANNALES DE L’INSTITUT FOURIER



EQUIVARIANT MAPS 395

(4) If ||dxF (u1) ∧ · · · ∧ dxF (up)|| =
(
δ(Γ)
p− 1

)p
for an orthonormal p-

frame u1, . . . , up at x ∈ Hk, then the restriction of dxF to the
subspace generated by u1, . . . , up is a homothety.

Theorem 1.2 was proved by Besson Courtois and Gallot in the special
case in which ρ is discrete and faithful and both Γ and ρ(Γ) are convex
co-compact ([6].)

In our setting, Theorem 1.2 will follow directly from Theorem 1.1 and a
modification of the construction of Besson, Courtois and Gallot (see [4, 5,
6].)

In [6], for ε > 0 the authors construct a smooth ρ-equivariant map Fε :

Hk → Hn such that for all p > 3, JacpFε(x) 6

(
δ(Γ)(1 + ε)

p− 1

)p
. We call

such maps ε-natural maps. We will see that the natural map we construct
is actually the limit of a sequence of such ε-natural maps.

Theorem 1.3. — In the hypotheses of Theorem 1.2, there exists a fam-
ily {Fε} of ε-natural maps (constructed as in [6]) and a sequence εi → 0
such that Fεi

converges to the natural map F .

The proofs of Theorems 1.1 and 1.3 both start with a ρ-equivariant map
D : Hk → Hn. While the natural map F does not depend on D, the
maps Fε’s can be constructed in such a way to keep memory of D. More
precisely, the construction of the ε-natural maps depends on the choice
of a probability measure on a fundamental domain for the action of Γ,
and they depends on the restriction of D to the support of such measure.
This is useful to study non-compact manifolds. For example, suppose that
f : M → N is a proper map between complete non-compact hyperbolic
manifolds. If D is the lift of f to the universal covers, then the natural
maps Fε descend to maps fε : M → N , and one can show that, if one used
a suitable measure to construct such maps, then they are proper.

Such results can be used to prove rigidity results for representations. The
following theorem (whose proof will be sketched in Section 6 and completely
described in [14]) is an example of applications of Theorems 1.2 and 1.3.

Theorem 1.4 (Rigidity of representations). — Let M be a complete
hyperbolic k-manifold of finite volume. Let ρ : π1(M) → Isom(Hn) be an
irreducible representation. Then vol(ρ) 6 vol(M) and equality holds if and
only if ρ is a discrete and faithful representation into the group of isometries
of a k-dimensional hyperbolic subspace of Hn.

TOME 59 (2009), FASCICULE 1



396 Stefano FRANCAVIGLIA

Measurable Cannon-Thurston maps. — A Cannon-Thurston map
for ρ is a continuous, ρ-equivariant map from the limit set of γ to ∂Hn. It is
quite difficult to show the existence of such maps (and in general there are
obstructions to continuity, and one needs to impose geometric constraints.)
In fact, the existence problem has been solved for k = 2 and n = 3 with
geometric hypotheses (see for instance [9, 19, 20, 17, 18]).

Theorem 1.1 is a weak existence result, and its proof use a kind of weak
extension result; namely, the family of developing measures weakly extends
the orbit of a point. The main result here, is the proof of a stronger mea-
surable extension result, which will be the base for the study of measurable
versions of the Cannon-Thurston map (the measures we consider on ∂Hk

are the Patterson-Sullivan measures, see Section 2.) The strong extension
theorem can be stated in his general form as follows.

Theorem 1.5 (Existence and uniqueness of measurable extensions). —
Let Γ < Isom(Hk) be a discrete group and let ρ : Γ → Isom(Hn) be a
representation whose image is non-elementary. Suppose that there exists a
family {λz}z∈∂Hk of developing measures for ρ such that for almost all z,
the measure λz is not the sum of two Dirac deltas with equal weights. Then,
the natural map F constructed using {λz} extends to the conical limit set.
More precisely, there exists a measurable, ρ-equivariant map F : Hk → Hn

which agrees with F on Hk and such that, for almost all ω in the conical
limit set, if ξ ∈ Hk and {γnξ} is a sequence conically converging to ω, then
F (γnx) → F (ω) for all x ∈ Hk.

Moreover, the map F is unique. More precisely, if F 1 and F 2 are two
measurable, ρ-equivariant maps from Λ(Γ) to the set of probability mea-
sures on ∂Hn, then F 1 and F 2 are in fact ordinary functions, that is to
say, they map almost every point of Λ(Γ) to a Dirac delta concentrated on
a point of ∂Hn. Moreover, they agree almost everywhere on ∂Hk.

Theorem 1.5 in particular applies to the case of fundamental groups of
hyperbolic manifolds. Indeed, we will prove that in this case the developing
measures are almost never the sum of two Dirac deltas with equal weights.
In particular, this gives the following theorem.

Theorem 1.6 (Existence and uniqueness of Cannon-Thurston maps).
Let Hk/Γ be a complete hyperbolic manifold of finite volume and let ρ :
Γ → Isom(Hn) be a representation whose image is not elementary. Then
there exists a measurable ρ-equivariant map F : ∂Hk → ∂Hn Such a map
is the extension of a natural map, and two such maps are equal almost
everywhere.

ANNALES DE L’INSTITUT FOURIER



EQUIVARIANT MAPS 397

In particular when a classical Cannon-Thurston map exists, it coincides
with the extension provided by Theorem 1.6. An immediate consequence
of these facts is the following result.

Theorem 1.7 (Inverse of Cannon-Thurston maps). — Let Γ< Isom(Hk)
and Γ′ < Isom(Hn) be non-elementary discrete groups such that they di-
verge respectively at δ(Γ) and δ(Γ′). Let ρ : Γ → Γ′ be an isomorphism.

Then, there exist measurable maps F : ∂Hk → ∂Hn and G : ∂Hn → ∂Hk

which are respectively ρ and ρ−1 equivariant. Moreover, almost everywhere

F ◦G = IdHk G ◦ F = IdHn .

As noticed above, working with measures helps when one has to deal with
convergence problems. For example, an application of the above techniques
provides an answer to the following question.

Suppose that ρi → ρ is a converging sequence of non-elementary repre-
sentations. Do the corresponding Cannon-Thurston maps converge?

Miyachi proved [21] that if Γ is a surface-group without parabolics, and if
the injectivity radius is bounded away from zero along the whole sequence,
then the answer is "yes" (in fact, one has uniform convergence,) and it is
conjectured that the same holds in the case of cusped surfaces with a uni-
form bound on the injectivity radius outside the cusps (see for example [24,
Conjecture 5.2].) In general, as Example 9.1 shows, one can construct se-
quences having no uniformly converging sub-sequence (the condition on
injectivity radii is violated.) We prove here that in the general case (no
geometric hypotheses, no bounds on dimensions) the answer is "yes" for
the point-wise convergence almost everywhere.

Theorem 1.8 (Convergence of Cannon-Thurston maps). — Let Γ <

Isom(Hk) be a discrete group that diverges at its critical exponent δ(Γ). Let
ρi : Γ → Isom(Hn) be a sequence of representations with non-elementary
images. Suppose that ρi converges to a representation ρ whose image is
non-elementary. Let fi and f be the corresponding measurable Cannon-
Thurston maps for ρi and ρ respectively. Then, fi converges to f almost
everywhere with respect to the Patterson-Sullivan measures on the limit
set of Γ.

Acknowledgements. I need to thank Jeff Brock, Ben Klaff, Carlo Man-
tegazza, Joan Porti, Juan Souto and Xavi Tolsa for their fundamental help.

2. Definitions, notation and preliminary facts

First of all, we recall some definitions.

TOME 59 (2009), FASCICULE 1



398 Stefano FRANCAVIGLIA

Definition 2.1. — A subgroup Γ < Isom(Hk) is said non-elementary
if any Γ-invariant, non-empty set A ⊂ ∂Hk contains at least three points.
Otherwise, Γ is said elementary.

Definition 2.2. — Let F : Hk → Hn be a smooth map. The p-Jacobian
JacpF of F is defined by

JacpF (x) = sup ||dxF (u1)∧, . . . ,∧dxF (up)||Hn ,

where {ui}pi=1 varies on the set of orthonormal p-frames at x ∈ Hk.

Definition 2.3. — Let (X, g) be a complete Riemannian manifold and
let Γ be a group of isometries of X. We denote by δ(Γ) the critical exponent
of the Poincaré series of Γ, that is:

δ(Γ) = inf{s > 0 :
∑
γ∈Γ

e−sd(x,γx) < +∞}

where d(·, ·) denotes the distance induced by g on X and x is a point of X.

It is readily checked that δ(Γ) does not depend on x. We notice that,
when X = Hk, the critical exponent is the Hausdorff dimension of the
conical limit set of Γ ([7]). Moreover, δ(Γ) can be computed by

δ(Γ) = lim
R→∞

1
R

log(#{γ ∈ Γ : d(γO,O) < R}).

We refer to [22, 28, 30] for details.

Definition 2.4. — Let (X, g) be a complete Riemannian manifold and
let Γ be a group of isometries of X. We say that Γ diverges at δ(Γ) if

lim
s→δ(Γ)+

∑
γ∈Γ

e−sd(x,γx) = +∞.

The following lemma is an immediate consequence of [22, Theorem 1.6.1],
[22, Theorem 1.6.3] and [22, Corollary 3.4.5].

Lemma 2.5. — Let Γ be a infinite, non-elementary discrete subgroup of
Isom(Hk), then

0 < δ(Γ) 6 k − 1.

Moreover, if Hk/Γ has finite volume, then δ(Γ) = k − 1 and Γ diverges at
δ(Γ).

Notation. — For the rest of the paper we fix the following notation. Γ
will be an infinite discrete subgroup of Isom(Hk), and

ρ : Γ → Isom(Hn)

ANNALES DE L’INSTITUT FOURIER



EQUIVARIANT MAPS 399

will be a representation. We fix base-points in Hk and Hn, both denoted
by O. We denote by BK and BN the Busemann functions, respectively of
Hk and Hn, normalised at O. Namely, for x ∈ Hk and θ ∈ ∂Hk (resp. Hn

and ∂Hn) we set

BK(x, θ) = lim
t→∞

(
dHk

(
x, γθ(t)

)
− t
)
,

where γθ is the geodesic ray from O to θ, parametrised by arc length. We
denote by πK (respectively πN ) the projection of Hk × Hn

to Hk
(resp.

Hn
):

πK : Hk ×Hn → Hk
.

Finally, we fix a continuous piecewise smooth ρ-equivariant map

D : Hk → Hn.

We notice that such a map can be easily constructed by triangulating a
fundamental domain for Γ and then arguing by induction on the i-skeleta.

Patterson-Sullivan measures. — A fundamental tool for our pur-
pose is the family of Patterson-Sullivan measures. We recall the main results
we need, which we summarise in Theorem 2.6, referring to [6], [22, Chap.
3, 4] and [30, 31] for proofs and details.

Theorem 2.6. — Let Γ be an infinite, non-elementary discrete sub-
group of Isom(Hk) with critical exponent δ(Γ). For all x ∈ Hk there ex-
ists a positive Borel measure µx of finite, non-zero mass such that, for all
x, y ∈ Hk and γ ∈ Γ:

(1) The measures µx and µy are in the same density class of measures
and are concentrated on ∂Hk.

(2) The measure µx satisfies

dµx(θ) = e−δ(Γ)BK(x,θ)dµO(θ)

where θ ∈ ∂Hk.
(3) The measures µx are Γ-equivariant, that is

µγx = γ∗µx.

Proof. — We only sketch the proof, recalling the construction of the
Patterson-Sullivan measures because we will explicitly use it in the follow-
ing.

For all s > δ(Γ) let
c(s) =

∑
γ∈Γ

e−sd(O,γO)

TOME 59 (2009), FASCICULE 1



400 Stefano FRANCAVIGLIA

where d(·, ·) denotes the hyperbolic distance of Hk. For simplicity, here we
stick to the case that Γ diverges at δ(Γ) (this happens for example if Γ is
geometrically finite, see [22, p. 87]). For any x ∈ Hk and s > δ(Γ), define

µsx =
1
c(s)

∑
γ∈Γ

e−sd(x,γO)δγO

where δγO is the Dirac measure concentrated on γO. For s > δ(Γ), µsx is a
well-defined positive Borel measure on Hk ⊂ Hk

. It can be shown that for
s → δ(Γ)+, the measures µsx weakly converge to a positive Borel measure
µx on Hk

. More precisely, for all x ∈ Hk and ϕ ∈ C(Hk
)∫

Hk
ϕdµsx →

∫
Hk
ϕdµx.

Moreover, the fact that lims→δ(Γ)+ c(s) = +∞ easily implies that µx is
concentrated on the boundary (in fact µx is concentrated on the limit set
of Γ). �

Barycentre of a measure. — We recall now the definition and the
main properties of the barycentre of a measure. We refer the reader to [11]
and [4] for complete proofs and details.

Let β be a positive Borel measure on ∂Hn of finite mass. Define the
function Bβ : Hn → R by

Bβ : y 7→
∫
∂Hn

BN (y, θ) dβ(θ).

Since we are working in the hyperbolic space, the Busemann functions
are convex. Thus, its β-average Bβ is strictly convex, provided that β is
not the sum of two deltas. Moreover, one can show that Bβ(y) → ∞ as y
approaches ∂Hn. It follows that B has a unique minimum in Hn.

Definition 2.7. — For any positive Borel measure β on ∂Hn of finite
mass which is not concentrated on two points, we define the barycentre
bar(β) of β as the unique minimum point of the function y 7→

∫
∂Hn BN (y, θ)

dβ(θ).

We refer to [11], [4] and [5] for a proof of the following lemma.

Lemma 2.8. — The barycentre of a measure β satisfies the following
properties:

(1) The barycentre is characterised by the equation∫
∂Hn

dBN (bar(β),θ)(·) dβ(θ) = 0.

ANNALES DE L’INSTITUT FOURIER
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(2) The barycentre is Isom(Hn)-equivariant, that is, for any g∈ Isom(Hn)

bar(g∗β) = g(bar(β)).

(3) The barycentre is continuous respect the weak convergence of mea-
sures. That is, if βi ⇀ β, then bar(βi) → bar(β).

The first property follows from the definition after differentiating the
function Bβ . The equivariance follows from the properties of the Busemann
functions. The continuity can be easily proved using that, if βi ⇀ β, then
Bβi and dBβi point-wise converge to Bβ and dBβ respectively.

Remark 2.9. — If β = aδθ1 +bδθ2 , with 0 < a < b, then it can be checked
that the minimum of Bβ is the point θ2 ∈ ∂Hn. Thus, one can define the
barycentre of a measure β whenever β is not the sum of two deltas with the
same weights. Note that, since the barycentre of a measure concentrated
on two points belongs to ∂Hn, equation 1 of Lemma 2.8 makes no sense for
such measures.

Developing measures. — We now introduce the notion of family of
developing measures for ρ, which extends the one of ρ-equivariant map. We
recall that {µx} is the family of Patterson-Sullivan measures.

Definition 2.10. — A family of developing measures for ρ is a set
{λz}z∈∂Hk of positive Borel measures on ∂Hn, of finite mass, and such
that:

(1) The measures λz’s are ρ-equivariant, that is, for µO-almost all z
and all γ ∈ Γ

λγz = ρ(γ)∗λz

(2) For any ϕ ∈ C(∂Hn), the function

z 7→
∫
∂Hn

ϕ(θ) dλz(θ)

is µO-integrable (whence, by points 1 and 2 of Theorem 2.6, it is
µx-integrable for all x).

(3) The function z 7→ ||λz|| belongs to L∞(∂Hk, µO).
(4) For µO-almost z ∈ ∂Hk, ||λz|| > 0.

As an example, consider a µO-measurable ρ-equivariant map D : ∂Hk →
∂Hn. Then the family {λz = δD(z)}, where δD(z) is the Dirac measure, is a
family of developing measures for ρ. In this sense the notion of developing
measures extends the one of equivariant map.

TOME 59 (2009), FASCICULE 1



402 Stefano FRANCAVIGLIA

Convolutions of measures. — Let X,Y be topological spaces and
let µ be a Borel measure on X. Let {αx}x∈X be a family of Borel measures
on Y such that for each ϕ ∈ C0(Y ) the function x 7→

∫
Y
ϕdαx is µ-

integrable. The convolution µ ∗ {αx} is the Borel measure on Y defined
by ∫

Y

ϕ(y) d(µ ∗ {αx}) =
∫
X

(∫
Y

ϕ(y) dαx(y)
)
dµ(x)

for any ϕ ∈ C0(Y ). Similarly, we define the product µ×{αx} on X ×Y by∫
Y

ϕ(x, y) d(µ× {αx}) =
∫
X

(∫
Y

ϕ(x, y) dαx(y)
)
dµ(x).

The measure µ∗{αx} is the µ-average of the αx’s. Moreover, if π : X×Y →
Y is the projection, then µ ∗ {αx} = π∗(µ× {αx}).

We say that a sequence of measures {µi} weakly converges to µ if, for any
continuous function f with compact support,

∫
f dµi →

∫
f dµ. The proof

of following lemmas are left to the reader.

Lemma 2.11. — Suppose that {µi} is a sequence of measures on X,
weakly converging to µ. If for each ϕ ∈ C0(Y ) the function x 7→

∫
Y
ϕdαx

belongs to C0(X), then the sequence µi∗{αx} weakly converges to µ∗{αx}.

Lemma 2.12. — Let Z be a topological space and let {νy}y∈Y be a
family of Borel measures on Z such that for all ψ ∈ C0(z) the function
y 7→

∫
Z
ψ dνy is αx-integrable for µ-almost all x and x 7→

∫
Y

∫
Z
ψ dνydαx

is µ-measurable. Then

µ ∗ {αx ∗ {νy}} = (µ ∗ {αx}) ∗ {νy}.

By Lemma 2.12 we can omit the parentheses and write µ ∗ {αx} ∗ {νy}.

Some remarks on the hypotheses of Theorems 1.1, 1.2 and
3.1. — First of all, we notice that the hypotheses of such theorems can be
relaxed by replacing the spaces Hk and Hn with Riemannian manifolds with
suitable bounds on the curvatures. We refer the reader to [6] for further
details on that direction.

Moreover, even if the hypothesis that the image of ρ is non-elementary is
crucially used in Corollary 3.5, it is not strictly necessary. More precisely,
suppose that ρ(Γ) is elementary. Then there exists a ρ(Γ)-invariant set
A ⊂ ∂Hn with either one or two points.

In the latter case, there exists a whole geodesic c in Hn which is ρ(Γ)-
invariant and it is easy to see that a natural map whose image is contained
in c exists. Therefore, Theorem 1.2 is true in this case.

ANNALES DE L’INSTITUT FOURIER



EQUIVARIANT MAPS 403

In the former case, we can suppose that, in the half-space model Hn−1×
R+ of Hn, the point ∞ is fixed by ρ(Γ). Then, one can easily construct a
ρ-equivariant map D whose image is contained in the horosphere {(z, 1) :
z ∈ Rn−1}. Thus, if JacpD(x) is bounded, then Theorem 1.2 is proved
by raising D to a sufficiently high horosphere. It follows that, if Hk/Γ is
compact, or simply if Hk/Γ retracts to a compact set (and this is the case
if for example Γ is geometrically finite), then Theorem 1.2 is true even if
ρ(Γ) has a fixed point.

3. Construction of B-C-G natural maps

In this section we prove the following Theorem, which, together with
Theorem 1.1 (proved in Section 4,) directly implies Theorem 1.2. For this
section we keep the notation fixed in Section 2.

Theorem 3.1. — Let Γ < Isom(Hk) be an infinite discrete group. Let
ρ : Γ → Isom(Hn) be a representation whose image is non-elementary. If
there exists a family {λz} of developing measures for ρ, then a natural map
exists.

Proof. — Fix a family
{λz}z∈∂Hk

of developing measures for ρ. The idea of the proof is to use the developing
measures to push-forward the Patterson-Sullivan measures µx’s to measures
βx’s on ∂Hn, and define the natural map by

x 7→ µx 7→ βx 7→ bar(βx).

Then, the properties of the natural map will follow as in [6].
The push-forward the measures µx’s is defined as follows. For each x ∈

Hk, define βx as the positive Borel measure on ∂Hn given by βx = µx∗{λz}.
Namely, for all ϕ ∈ C(∂Hn)∫

∂Hn

ϕ(y) dβx(y) =
∫
∂Hk

(∫
∂Hn

ϕ(y) dλz(y)
)
dµx(z)

=
∫
∂Hk

(∫
∂Hn

ϕ(y) dλz(y)
)
e−δ(Γ)BK(x,z) dµO(z).

Note that the measure βx is well-defined and has finite mass because of
conditions (2) and (3) of Definition 2.10. Moreover, since βx = πN∗(µx ×
{λz}), if the family {λz} is of the form {δD(z)} for a µO-measurable function
D : ∂Hk → ∂Hn, then βx = D∗µx. �
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Lemma 3.2. — The family of measures {βx}x∈Hk is ρ-equivariant, that
is to say, for all x ∈ Hk and γ ∈ Γ

βγx = ρ(γ)∗βx.

Proof. — For any ϕ ∈ C(∂Hn)∫
∂Hn

ϕ(y) dβγx(y) =
∫
∂Hk

(∫
∂Hn

ϕ(y) dλz(y)
)
dµγx(z)

=
∫
∂Hk

(∫
∂Hn

ϕ(y) dλγz(y)
)
dµx(z)

=
∫
∂Hk

(∫
∂Hn

ϕ(ρ(γ)y) dλz(y)
)
dµx(z) =

∫
∂Hn

ϕ(y) d(ρ(γ)∗βx)(y).

�

Lemma 3.3. — For all x, y ∈ Hk, the measures βx and βy are in the
same density class of measures.

Proof. — We have to show that for all positive functions ϕ ∈ C(∂Hn)
we have ∫

∂Hn

ϕdβx = 0 ⇐⇒
∫
∂Hn

ϕdβy = 0.

This follows from the fact that µx and µy are in the same density class.
Indeed, if Φ denotes the function z 7→

∫
∂Hn ϕdλz, since the developing

measures are positive, Φ is positive, and∫
∂Hn

ϕdβx =
∫
∂Hn

Φ dµx = 0 ⇐⇒ 0 =
∫
∂Hn

Φ dµy =
∫
∂Hn

ϕdβy.

�

Lemma 3.4. — For all x ∈ Hk, ||βx|| > 0.

Proof. — It follows from condition (4) of Definition 2.10 and from the
fact that ||µx|| > 0. �

Corollary 3.5. — For all x ∈ Hk, the measure βx is not concentrated
on two points.

Proof. — By Lemma 3.4, βx is not the zero-measure. Suppose that βx
has an atom of positive weight at y0 ∈ ∂Hn. By Lemmas 3.2 and 3.3, βx
has an atom of positive weight at each point of the ρ(Γ)-orbit of y0, which
contains most than two points because ρ(Γ) is non-elementary. �

It follows that for all x ∈ Hk, the barycentre of the measure βx is well-
defined and belongs to Hn. We define the natural map F : Hk → Hn by

F (x) = bar(βx).
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By condition (1) of Lemma 2.8, the natural map is characterised by the
implicit equation

G(x, F (x)) = 0(3.1)

where

G(x, ξ) =
∫
∂Hn

dBN (ξ,θ)(·) dβx(θ)

=
∫
∂Hk

∫
∂Hn

dBN (ξ,θ)(·) dλz(θ)e−δ(Γ)BK(x,z) dµO(z).

The function G is smooth because the Busemann functions BK and BN are
smooth. Then, by the implicit function theorem, we get that F is smooth.
Moreover, by Lemma 3.2 and claim (2) of Lemma 2.8, it follows that F is
ρ-equivariant.

By differentiating equation (3.1) we get that for all u ∈ TxHk and v ∈
TF (x)Hn

∫
∂Hk

∫
∂Hn

DdBN |(F (x),θ)(dFx(u), v) dλz dµx

= δ(Γ)
∫
∂Hk

∫
∂Hn

dBN (F (x),θ)(v)dBK (x,z)(u) dλz dµx.

(3.2)

Equation (3.2) is the analogous of equation (2.3) of [6]. The proof of the
properties of the natural map now goes exactly as in [6, p. 152-154], and
the proof of Theorem 3.1 is complete. �

An immediate corollary of Theorem 1.2 is the following fact.

Corollary 3.6. — Let X,Y be two compact hyperbolic manifold of
(possibly different) dimension at least tree. Then in each homotopy class
of maps f : Y → X there exists a smooth map F : Y → X such that
|Jac (F )| 6 1. Moreover, if |JacF (y)| = 1, then dyF is an isometry.

Proof. — By Theorem 1.2, any f : Y → X is homotopic to the natural
map corresponding to the representation f∗. Such a map has the requested
properties because, by Lemma 2.5, we have δ(π1(Y )) 6 dim(Y ). �

As Theorem 1.2, Corollary 3.6 was proved by Besson, Courtois and Gallot
in the special case in which ρ is discrete and faithful and both Γ and ρ(Γ)
are convex co-compact ([6].)
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4. Weak extension of equivariant maps: existence of
developing measures

In this section we prove Theorem 1.1. In particular, to obtain a family of
developing measures, we show that any equivariant map weakly extend to
the boundary in the setting of Borel measures. We keep here the notation
fixed in Section 2, included the one of Theorem 2.6 for the Patterson-
Sullivan measures.

The rough idea is the following. Consider the graphic G(D) of D as a
subspace of Hk × Hn

. Then, for each measure µ on Hk we can consider
the graphic measure η on Hk × Hn

, that is, the only measure which is
concentrated on G(D) and whose push-forward πK∗η is µ. The sequence
{ηsx} of the graphic measures corresponding to the measures {µsx}, weakly
converges to a measure ηx concentrated on ∂Hk × Hn

. Then, by disinte-
grating the measure ηx we obtain a family {αz}z∈∂Hk of measures on Hn

.
By making the convolution with the family of visual measures of ∂Hn, we
get a family of developing measures.

For each x ∈ Hk and s > δ(Γ) we define a positive Borel measure of
finite mass on Hk ×Hn

as follows:

ηsx =
1
c(s)

∑
γ∈Γ

e−sd(x,γO)δ(γO,D(γO)) =
1
c(s)

∑
γ∈Γ

e−sd(x,γO)δ(γO,ρ(γ)D(O))

where δ(x,y) denotes the Dirac measure concentrated on (x, y) ∈ Hk ×Hn
.

The measures {ηsx} are the graphic measures associated to {µsx} and D,
and they are concentrated on Hk × Hn. Note that ηsx = µsx × {δD(z)} (see
Section 2.)

The group Isom(Hk)× Isom(Hn) acts on Hk ×Hn
by

(g1, g2)(x, y) = (g1x, g2y).

Lemma 4.1. — For all s > δ(Γ) the family {ηsx} is ρ-equivariant, that
is, for all x ∈ Hk and ψ ∈ Γ

ηsψx = (ψ, ρ(ψ))∗ηsx.
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Proof.

ηsψx =
1
c(s)

∑
γ∈Γ

e−sd(ψx,γO)δ(γO,D(γO)) =
1
c(s)

∑
γ∈Γ

e−sd(x,ψ
−1γO)δ(γO,D(γO))

=
1
c(s)

∑
γ∈Γ

e−sd(x,γO)δ(ψγO,D(ψγO))

=
1
c(s)

∑
γ∈Γ

e−sd(x,γO)δ(ψγO,ρ(ψ)(D(γO))) = (ψ, ρ(ψ))∗ηsx.

�

Now, focus on the point O and consider the family {ηsO}s>δ(Γ). Since
||ηsO|| = 1 for all s, there exists a sequence si → δ(Γ)+ such that ηsi

O weakly
converges to a positive Borel measure ηO of finite mass on Hk ×Hn

ηsi

O ⇀ ηO.

The sequence {si} depends on the point O, but we will show later that the
same sequence works for any point x (see Theorem 4.3 below.) Moreover,
by definition, for all s > δ(Γ) and x ∈ Hk, the measure µsx is the πK-push-
forward of ηsx. Then, weak continuity of the push-forward implies

µO = (πK)∗ηO.

In particular, since the support of the Patterson-Sullivan measures is the
limit set Λ(Γ) of Γ, the measure ηO is concentrated on Λ(Γ)×Hn

. A priori,
ηO is non supported on a graphic; nonetheless, as it is a positive Borel
measure, we can use the theorem of disintegration of measures ([1, Theorem
2.28], see also [10],) which asserts that for any positive Borel measure η on
Hk × Hn

, there exists a family of positive Borel measures {αηz}z∈Hk such

that, if µ = (πK)∗η, then η = µ× {αηz}. Thus, for all ϕ ∈ C(Hk ×Hn
)∫∫

Hk×Hn
ϕdη =

∫
Hk

(∫
Hn
ϕ(x, y) dαηz(y)

)
dµ(z),

and for µ-almost z, the measure αηz is a probability measure. We say that
the family {αηz} disintegrates the measure η (compare disintegration with
property (2) of Definition 2.10).

Moreover, the measures αηz ’s are characterised by the following property.
For all z ∈ Hk

, let {Uj(z) ⊂ Hk}j∈N be a sequence of nested balls centred
at z such that ∩jUj(z) = z. For j ∈ N, let ψz,ηj : Hk → R be the following
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function (defined for µ-almost all z)

ψz,ηj =
χUj(z)

µ(Uj(z))

where χA denotes the characteristic function of the set A (note that ψz,ηj →
δz for µ-almost all z). Then, for µ-almost all z and for all ϕ ∈ C(Hn

)∫
Hn
ϕ(y) dαηz(y) = lim

j→∞

∫∫
Hk×Hn

ψz,ηj (x)ϕ(y) dη(x, y).

From now on, the set {αz}z∈Hk will denote the family of measures that
disintegrates ηO, where we set αz = 0 for z ∈ Hk. It seems worth mentioning
that the choice of αz for z in the interior of Hk is not relevant for our
purposes. Indeed, since any µx is concentrated on the limit set of Γ, which
is contained in the boundary at infinity of Hk, we have µx(Hk) = 0. In
particular, the value of αz for z in the interior of Hk does not affect the
product measure µx × {αz}.

Definition 4.2. — For each x ∈ Hk we set ηx = µx × {αz}.

Now, we have two problems. First, while it is true that any {ηsx} has a
converging sub-sequence, it is not clear a priori that the same sub-sequence
works for all x. Second, by definition, the family {αz} disintegrates the limit
measure ηO, and there is no reasons for such a family to disintegrate the
limits of ηsx for all x. In other words, it is not clear a priori that ηsx converges
to ηx. The following theorem settles both questions. This is the core of the
proof of Theorem 1.1, as it implies that the family {αz} is equivariant (see
Lemma 4.4 below.)

Theorem 4.3. — For all x ∈ Hk, the sequence {ηsi
x } weakly converges

to ηx. Where {si} is the sequence of indices such that ηsi

O ⇀ ηO.

Proof. — We fix x ∈ Hk. Since the measures ηsi
x are bounded in norm,

up to pass to sub-sequences, we can suppose that {ηsi
x } weakly converges to

a measure η̃x. We prove now that any such possible limit η̃x coincides with
ηx, and this will prove the thesis. Let {α̃z} be the family that disintegrates
η̃x. By weak continuity of push forward

πK∗(η̃x) = µx = πK∗(ηx).

Therefore, it is sufficient to show that α̃z = αz for µO-almost all z (recall
that since µx and µO are in the same density-class, the notions of µO-
negligible set and µx-negligible set coincide.) For any positive function ϕ ∈
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C(Hn
) and z ∈ ∂Hk∫

Hn
ϕ(y) dα̃z(y) = lim

j→∞

∫∫
Hk×Hn

ψz,η̃x

j (ξ)ϕ(y) dη̃x(ξ, y)

= lim
j→∞

lim
si→δ(Γ)+

∫∫
Hk×Hn

ψz,η̃x

j (ξ)ϕ(y) dηsi
x (ξ, y)

= lim
j→∞

lim
si→δ(Γ)+

∫
Hk
ψz,η̃x

j (ξ)ϕ(D(ξ)) dµsi
x (ξ)

= lim
j→∞

lim
si→δ(Γ)+

∫
Uj(z)

ϕ(D(ξ))
1

µx(Uj(z))
dµsi

x (ξ)

= lim
j→∞

lim
si→δ(Γ)+

∫
Uj(z)

ϕ(D(ξ))
µO(Uj(z))e−δ(Γ)BK(x,z)

µx(Uj(z))µO(Uj(z))e−δ(Γ)BK(x,z)
dµsi

x (ξ)

whence, using the definition of µsi
x , and setting

Aj(z) =
µO(Uj(z))e−δ(Γ)BK(x,z)

µx(Uj(z))
,

we get ∫
Hn
ϕ(y) dα̃z(y)

= lim
j→∞

Aj(z) lim
si→δ(Γ)+

∫
Uj(z)

ϕ(D(ξ))
µO(Uj(z))e−δ(Γ)BK(x,z)

dµsi
x (ξ)(4.1)

= lim
j→∞

Aj(z) lim
si→δ(Γ)+

1
c(si)

∑
g ∈ Γ
gO ∈ Uj

ϕ(D(gO))e−sid(x,gO)

µO(Uj(z))e−δ(Γ)BK(x,z)
.

Moreover,

ϕ(D(gO))e−sid(x,gO)

µO(Uj(z))e−δ(Γ)BK(x,z)

=
ϕ(D(gO))
µO(Uj(z))

· e
−si(d(x,gO)−d(O,gO))

e−δ(Γ)BK(x,z)
· e−sid(O,gO)

=
ϕ(D(gO))
µO(Uj(z))

· e
−δ(Γ)(d(x,gO)−d(O,gO))

e−δ(Γ)BK(x,z)
· e

−si(d(x,gO)−d(O,gO))

e−δ(Γ)(d(x,gO)−d(O,gO))
·e−sid(O,gO).

From the definition of the Busemann function BK , it follows that for all
z ∈ ∂Hk and p ∈ Hk

(4.2) lim
ξ→z

(d(p, ξ)− d(O, ξ)) = BK(p, z).
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Therefore, there exist two sequences {E+
j } and {E−j }, converging to 1 as

j →∞, and such that for all g ∈ Γ with gO ∈ Uj(z)

E−j 6
e−δ(Γ)(d(x,gO)−d(O,gO))

e−δ(Γ)BK(x,z)
6 E+

j .

Moreover, equation (4.2) implies that the term (d(x, gO) − d(O, gO)) is
bounded, so for each j

lim
si→δ(Γ)+

e−si(d(x,gO)−d(O,gO))

e−δ(Γ)(d(x,gO)−d(O,gO))
= 1

uniformly on Uj . Whence, since ϕ is positive,

lim
j→∞

Aj(z) lim
si→δ(Γ)+

1
c(si)

∑
g ∈ Γ
gO ∈ Uj

ϕ(D(gO))e−sid(x,gO)

µO(Uj(z))e−δ(Γ)BK(x,z)

6 lim
j→∞

Aj(z)E+
j lim
si→δ(Γ)+

1
c(si)

∑
g ∈ Γ
gO ∈ Uj

ϕ(D(gO))
µO(Uj(z))

· e−sid(O,gO)(4.3)

= lim
j→∞

Aj(z)E+
j lim
si→δ(Γ)+

∫
Uj(z)

ϕ(D(x))
µO(Uj(z))

dµsi

O (x)

and similarly for E−j . Since for µO-almost all z we have limj Aj(z) = 1,
and since E±j → 1, we get that µO-almost everywhere

lim
j→∞

Aj(z)E±j lim
si→δ(Γ)+

∫
Uj(z)

ϕ(D(ξ))
µO(Uj(z))

dµsi

O (ξ)

= lim
j→∞

lim
si→δ(Γ)+

∫
Uj(z)

ϕ(D(ξ))
1

µO(Uj(z))
dµsi

O (ξ)

= lim
j→∞

lim
si→δ(Γ)+

∫
Hk
ψz,ηO

j (ξ)ϕ(D(ξ)) dµsi

O (ξ)(4.4)

= lim
j→∞

lim
si→δ(Γ)+

∫∫
Hk×Hn

ψz,ηO

j (ξ)ϕ(y) dηsi

O (ξ, y)

= lim
j→∞

∫∫
Hk×Hn

ψz,ηO

j (ξ)ϕ(y) dηO(ξ, y)

=
∫

Hn
ϕ(y) dαz(y).

Finally, from equations (4.1)− (4.4), µO-almost everywhere we get∫
Hn
ϕ(y) dαz(y) 6

∫
Hn
ϕ(y) dα̃z(y) 6

∫
Hn
ϕ(y) dαz(y)

and the claim follows. �
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In particular, Theorem 4.3 implies that the measures ηx’s are ρ-equiva-
riant. Indeed, since the measures {ηsx} are ρ-equivariant, and since the
push-forward is continuous for the weak convergence, for all x ∈ Hk and
γ ∈ Γ

ηsi
γx = (γ, ρ(γ))∗ηsi

x ⇀ (γ, ρ(γ))∗ηx.

Moreover, since πK∗(ηx) = µx, each measure ηx is concentrated in ∂Hk ×
Hn

.

Lemma 4.4. — The family {αz} is ρ-equivariant, that is, for all γ ∈ Γ
and µO-almost all z ∈ ∂Hk

αγz = ρ(γ)∗αz.

Proof. — From point (3) of Theorems 2.6 and the the ρ-equivariance of
the ηx’s, it follows that for all ϕ ∈ C(Hk ×Hn

)∫∫
∂Hk×Hn

ϕ(γz, y) dαγz(y) dµO(z)

=
∫∫

∂Hk×Hn
ϕ(z, y) dαz(y) dµγO(z)

=
∫∫

Hk×Hn
ϕ(z, y) dηγO =

∫∫
Hk×Hn

ϕ(γz, ρ(γ)y) dηO

=
∫∫

∂Hk×Hn
ϕ(γz, ρ(γ)y) dαz(y) dµO(z)

=
∫∫

Hk×Hn
ϕ(γz, y) d(ρ(γ)∗αz)(y) dµO(z).

Whence, the measures αγz and ρ(γ)∗αz equal µO-almost everywhere. �

Now, for each y ∈ Hn
let νy be the visual measure on ∂Hn centred at

y. More precisely, choose the disc model of Hn whose centre is O and let
νO be the standard probability measure on Sn−1 ' ∂Hn. Then, for all
g ∈ Isom(Hn) define

νgO = g∗νO.

This definition is not ambiguous because νO is Stab(O)-invariant, where
Stab(O) = {g ∈ Isom(Hn) : g(O) = O}. For y ∈ ∂Hn simply define
νy = δy.

For all z ∈ ∂Hk define λz a measure on ∂Hn by λz = αz ∗ {νy}. That is,
for all ϕ ∈ C(∂Hn)∫

∂Hn

ϕdλz =
∫

Hn

(∫
∂Hn

ϕ(θ) dνy(θ)
)
dαz(y).
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Note that such an integral is well-defined because, for any ϕ, the function
y 7→

∫
∂Hn ϕdνy is continuous in y.

Remark 4.5. — Since the measure νy depends continuously on y, by
Lemma 2.11, the convolution with the family of visual measures is weakly
continuous.

We show now that {λz}z∈∂Hk is a family of developing measures for ρ.

Lemma 4.6. — The family {λz} is ρ-equivariant, that is, for µO-almost
all z ∈ ∂Hk and all γ ∈ Γ, we have λγz = ρ(γ)∗λz.

Proof. — By Lemma 4.4, for µO-almost all z ∈ ∂Hk and all ϕ ∈ C(∂Hn)∫
∂Hn

ϕdλγz=
∫

Hn

∫
∂Hn

ϕ(θ) dνy(θ) dαγz(y) =
∫

Hn

∫
∂Hn

ϕ(θ) dνρ(γ)y(θ) dαz(y)

=
∫

Hn

∫
∂Hn

ϕ(ρ(γ)θ) dνy(θ) dαz(y)

=
∫
∂Hn

ϕ ◦ ρ(γ) dλz =
∫
∂Hn

ϕd(ρ(γ)∗λz).

�

Lemma 4.7. — For any ϕ ∈ C(∂Hn), the function z 7→
∫
∂Hn ϕ(θ) dλz(θ)

is µO-integrable.

Proof. — This follows directly from the definition of λz, because the
family {αz} disintegrates ηO, and µO = πK∗ηO. �

Lemma 4.8. — For µO-almost all z ∈ ∂Hk, we have ||λz|| = 1.

Proof. — For all x ∈ Hk and y ∈ ∂Hn, the measures ηx and νy are
positive. Then the measures αz’s are positive, and this implies that the
measures λz’s are positive. Thus

||λz|| =
∫
∂Hn

1 dλz =
∫

Hn

∫
∂Hn

1 dνy(θ) dαz(y) =
∫

Hn
1 dαz = ||αz|| = 1

µO-almost everywhere because {αz} disintegrates ηO.
Therefore, the family {λz} satisfies properties (1)−(4) of Definition 2.10.

So it is a family of developing measure for ρ, and the proof of Theorem 1.1
is complete. �

5. Sequence of ε-natural maps

In this section we prove Theorem 1.3, showing that the natural map
constructed in Sections 3 and 4 is the limit of a sequence of ε-natural maps.
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We keep the notation of Sections 2-4. Through this section we suppose that
Γ diverges at δ(Γ); by Lemma 2.5, this is the case if Hk/Γ has finite volume.

Let A ⊂ Hk be the Dirichlet domain of O. The set A is a fundamental
domain for Γ containing O. Let σ be any Borel probability measure on A.

Definition 5.1. — For each s > δ(Γ) and x ∈ Hk we define ms
x a

positive Borel measure on Hk by

ms
x =

1
c(s)

∑
γ∈Γ

e−sd(x,γO)γ∗σ.

Note that if σ = δO, then ms
x = µsx.

Lemma 5.2. — Let {γn} be any sequence of elements of Γ. If γn(O)
converges to a point θ ∈ ∂Hk, then for any sequence {xn} ∈ A, the sequence
{γn(xn)} converges to θ.

Proof. — Suppose the contrary. Since Hk
is compact, up to passing to

a sub-sequence, we can suppose that {γn(xn)} converges to a point ζ 6= θ

in Hk
. Then, the geodesics joining γn(xn) to γn(O) accumulate near the

geodesic between ζ and θ. This can not happen because Γ is discrete. �

Theorem 5.3. — For each x ∈ Hk, if µx denotes the Patterson-Sullivan
measure constructed as in Theorem 2.6, then

ms
x ⇀ µx

in Hk
, when s→ δ(Γ)+.

Proof. — We have to show that for each ϕ ∈ C(Hk
),
∫
ϕdms

x →
∫
ϕdµx.

Let ϕ ∈ C(Hk
). Since µsx → µx, we will have finished by proving that

lim
s→δ(Γ)+

∣∣∣ ∫
Hk
ϕdms

x −
∫

Hk
ϕµsx

∣∣∣ = 0.

Let C > 0 be a small constant and let A1 ⊂ A be a compact set such
that O ∈ A1 and σ(A \ A1) < C. Since the supports of the measures ms

x

and µsx are contained in Hk, and since O ∈ A, we have

(5.1)
∫

Hk
ϕd(ms

x − µsx) =
∑
γ∈Γ

∫
γ(A1)

ϕd(ms
x − µsx) +

∑
γ∈Γ

∫
γ(A\A1)

ϕdms
x.
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Looking at the second summand,∣∣∣∑
γ∈Γ

∫
γ(A\A1)

ϕdms
x

∣∣∣
6 max(|ϕ|) 1

c(s)

∑
γ∈Γ

∫
γ(A\A1)

e−sd(x,γO) dγ∗σ(ξ)(5.2)

= max(|ϕ|) 1
c(s)

∑
γ∈Γ

e−sd(x,γO)σ(A \A1) 6 C ·max(ϕ) · ||µsx||.

We estimate now the first summand. Since c(s) → ∞, for any finite
subset Γ1 of Γ

(5.3) lim
s→δ(Γ)+

∣∣∣ ∑
γ∈Γ1

∫
γ(A1)

ϕdms
x

∣∣∣ = lim
s→δ(Γ)+

∣∣∣ ∑
γ∈Γ1

∫
γ(A1)

ϕdµsx

∣∣∣ = 0.

Moreover, since ϕ is continuous, it is uniformly continuous on Hk
for any

metric that induces the usual topology on Hk
(recall that the hyperbolic

metric of Hk is not a metric on Hk
). Therefore, Lemma 5.2 implies that,

except for a finite number of elements of Γ, we have

|ϕ(γO)− ϕ(γξ)| < C(5.4)

independently on γ and on ξ ∈ A1. Let Γ1 be a finite subset of Γ such that
(5.4) holds for γ ∈ Γ \ Γ1. Then,∣∣∣ ∑

γ∈Γ\Γ1

∫
γ(A1)

ϕd(ms
x − µsx)

∣∣∣
=
∣∣∣ 1
c(s)

∑
γ∈Γ\Γ1

e−sd(x,γO)
(∫

γ(A1)

ϕ(ξ) dγ∗σ(ξ)

− ϕ(γO)
(
σ(A1) + σ(A \A1)

))∣∣∣
6 C

∫
Hk
|ϕ| dµsx +

1
c(s)

∑
γ∈Γ\Γ1

e−sd(x,γO)

∫
A1

|ϕ(γξ)− ϕ(γO)| dσ(ξ)

6 C

∫
Hk
|ϕ| dµsx +

C

c(s)

∑
γ∈Γ\Γ1

e−sd(x,γO) · σ(A1) 6 C

∫
Hk

(1 + |ϕ|) dµsx.

Whence the claim follows, combining with (5.1), (5.2) and (5.3), since
C can be chosen arbitrarily small. �

Now we proceed as in Sections 3 and 4. Namely, we fix a ρ-equivariant
map D, we define measures nsx = ms

x × {δD(z)}, and we chose a sequence
si → δ(Γ)+ such that nsi

O converges to a measure nO. We disintegrate nO as
nO = µO×{az}, and we define nx = µx×{az}. As in Theorem 4.3 one can
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show that nsi
x ⇀ nx. We define then bsx = (D∗ms

x)∗{νy} = πN∗(nsx)∗{νf},
and bx = πN∗(nx) ∗ {νf}.

Finally, for each s > δ(Γ) we set s = (1 + ε)δ(Γ) and we define maps
F (x) = bar(bx) and Fε(x) = bar(bsx). The map F is a natural map, in the
sense that it has the properties (1)− (4) of Theorem 1.2. The maps Fε the
ε-natural maps constructed in [6], so they are smooth, ρ-equivariant, and

for all p > 3 and ε > 0, JacpFε(x) 6

(
(1 + ε)δ(Γ)

p− 1

)p
.

Proposition 5.4. — The maps Fεi
punctually converge to the map F .

Proof. — From the weak continuity of the push-forward and from Lemma
2.11, we get

bsi
x ⇀ bx.

Then, the claim follows from Point 3 of Lemma 2.8. �

Remark 5.5. — The weak convergence of bsx to bx is enough to prove
stronger convergences. For example, it can be shown that the derivatives
of Fεi

converges the ones of F , whence one gets that the convergence of
the ε-natural maps is locally uniform (see [14] for details).

6. Rigidity of representations

In this section we give a proof of Theorem 1.4, referring the reader to [14]
for a fully detailed discussion on the matter.

Proof of Theorem 1.4. — Let M be a complete hyperbolic k-manifold
of finite volume and let ρ : π1(M) → Isom(Hn) be a representation. We
consider Hk as the universal cover of M , and we identify π1(M) < Isom(Hk)
with the group of deck transformations of Hk →M .

We denote by a pseudo-developing map any piecewise smooth, ρ-equiva-
riant map D : Hk → Hn. The volume of a pseudo developing map D

is defined by integrating the pull-back of the volume form of Hn on a
fundamental domain for M . Equivalently, if ωN denotes the volume form
of Hn, by equivariance, the form D∗ωN descends to M and we set

vol(D) =
∫
M

D∗ωN .

Now, let us suppose that M is compact. In this case we define the volume
of ρ as the infimum of the volumes of all the pseudo-developing maps for ρ:

vol(ρ) = inf
D

vol(D).
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Note that the volume of any elementary representation vanishes, so that
we can suppose ρ to be non-elementary.

The existence of a natural map immediately gives the inequality; indeed
Theorem 1.2 point 3, together with the fact that δ(π1(M)) = k − 1, tells
us that the volume of a natural map is less than vol(M). Moreover, if ρ
has maximum volume, then from Theorem 1.2 point 4 it follows that in
each point the differential of a natural map is an isometry. Since vol(ρ) is
maximal, we deduce that the image of a natural map is a locally minimal
sub-manifold of Hn. The claim now follows because a locally isometric
and locally minimal immersion from a Riemannian manifold to another is
totally geodesic.

In the non-compact case, some problem arises. From now on we suppose
that M is non-compact. If we keep the above definition of volume of ρ we
get that the volume of any representation vanishes. This is because any non-
compact manifold collapses to a spine, which is a codimension-one object.
To avoid such a pathology we need to require that a pseudo-developing map
has a nice behaviour on the cusps. For G a group of isometries, we denote
by Fix(G) the set of fixed points of G (including the points at infinity).
If C is a cusp of M , it is readily checked that π1(C) is Abelian and that
Fix(π1(C)) consists of a unique point of ∂Hk.

We say that a pseudo-developing map D properly ends if for any cusp
C of M , if ξ = Fix(π1(C)) and α(t) is a geodesic ray ending at ξ, then
all limit points of D(α(t)) lie either in Fix(ρ(π1(C))) ⊂ Hn

or in a finite
union of ρ(π1(C))-invariant geodesics. It easy to see that properly ending
pseudo-developing maps always exist.

Now we can define the volume of ρ by taking the infimum of the volumes
of properly ending pseudo-developing maps.

vol(ρ) = inf
D properly ending

vol(D).

We would like to use a natural map as in the compact case, but the
problem now is that a natural map given by Theorem 1.2 in general does
not end properly.

Nevertheless, we can use the ε-natural maps. Indeed, it can be shown
(see [14]) that any ε-natural map constructed as in Section 5 properly ends,
and this gives immediately the inequality. Moreover, by Proposition 5.4 and
Remark 5.5 we have that the volumes of the ε-natural maps converge to
the volume of a natural map. Thus, if the volume of ρ is maximal, then the
volume of a natural map is maximal and we conclude as in the compact
case. �
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7. Measurable extension of natural maps

This section is devoted to proving Theorem 1.5. We keep here the no-
tation of previous sections. In particular we recall that {µx}x∈Hk is the
family of Patterson-Sullivan measures, and that {λz}z∈∂Hk is a family of
developing measures.

Definition 7.1. — Let {γiO} be a sequence in the Γ-orbit of O. We
say that γiO conically converges to ω ∈ ∂Hk if γiO → ω and there exists a
geodesic σ, ending at ω, such that the distance of γiO from σ is bounded.
The conical limit set of Γ, denoted by Λc, is the set of the limits of conically
converging sequences in the Γ-orbit of O.

Clearly, the conical limit set is a sub-set of the limit set of Γ. In order to
prove that the natural maps extend to the boundary we need the following
result.

Theorem 7.2. — For each f ∈ L1(∂Hk, µO) there exists a set Z with
µO(Z) = 0 such that for all ω ∈ Λc \ Z, and for any sequence {γi} ⊂ Γ
such that γiO conically converges to ω∫

∂Hk

f(θ) dµγiO(θ) → f(ω).

Before proving Theorem 7.2 we show how it implies Theorem 1.5.
Proof of Theorem 1.5. — First, we prove the existence part. By defini-

tion (see Section 2) we have

Bβx(y) =
∫
∂Hn

BN (y, θ) dβx(θ) =
∫
∂Hk

∫
∂Hn

BN (y, θ) dλz(θ) dµx(z)

=
∫
∂Hk

Bλz (y) dµx(z)

and a similar formula holds for the derivatives of Bβx
. Therefore, for each

y there exists a µO-negligible set Z ⊂ ∂Hk such that for all ω ∈ ∂Hk \ Z
we have

lim
x→ω

Bβx(y) = Bλω (y)

Where “limx→ω” means “for any sequence {xi} in the Γ-orbit of O, coni-
cally converging to ω...”. The same statement holds for the derivatives of
Bβx . Now, let Y be a countable dense subset of Hn. Then (since count-
able unions of negligible sets are negligible), there exists a µO-negligible
set W ⊂ ∂Hk such that the above limit holds for all ω ∈ ∂Hk \ W , all
y ∈ Y and all the derivatives of Bβx . It follows that the barycentre of βx,
that is the unique point of minimum of Bβx , converges to the barycentre
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of λω, which is well-defined because λω is not the sum of two Dirac deltas
with equal weights. Therefore, if F denotes the natural map constructed
using the family {λz}, setting F (ω) = bar(λω), we have that for µO-almost
all ω, for any sequence {γiO} conically converging to ω

(7.1) lim
γiO→ω

F (γiO) = F (ω) = bar(λω).

The map F is measurable because it can be viewed as a limit of con-
tinuous functions. Finally, it is readily checked that F (γiO) and F (γix)
have the same limit, and this completes the proof of the existence part. It
remains now to prove the last part of Theorem 1.5.

Given the maps F 1 and F 2, we construct the corresponding natural
maps F1, F2. For i = 1, 2 and for almost all ω in the conical limit set of Γ,
if {γnO} is a sequence conically converging to ω, then by (7.1), Fi(γnO) →
bar(F i(ω)). By equivariance we have

Fi(γnO) = ρ(γn)Fi(O) i = 1, 2.

Up to pass to a sub-sequence, either ρ(γn) converges to an isometry ψ of
Hn, or the limit of ρ(γn)y belongs to ∂Hn and does not depend on y ∈ Hn

(see for example [15]). In the former case, we get ψ(Fi(O)) = bar(F i(ω));
but also, for all γ ∈ Γ we have

ψ(ρ(γ)Fi(O)) = ψ(Fi(γO)) = lim ρ(γn)Fi(γO).

The sequence γnγO conically converges to ω, since γnO does. Then, by
equivariance and by( 7.1), we get

lim ρ(γn)Fi(γO) = limFi(γn(γO)) = bar(F i(ω))

whence ψ(ρ(γ)Fi(O)) = ψ(Fi(O)) and thus ρ(γ)Fi(O) = Fi(O), contra-
dicting the fact that the image of ρ is non-elementary. Therefore, we are in
the latter case and in particular

bar(F 1(ω)) = lim ρ(γn)Fi(O) = lim ρ(γn)F2(O) = bar(F 2(ω)) ∈ ∂Hn

but this is possible if and only if F i(ω) = δbar(Fi(ω)). So F 1 and F 2 are
ordinary functions with values in ∂Hn, and they coincide almost every-
where. �

Proof of Theorem 7.2. — The map x 7→
∫
∂Hk f(θ) dµx(θ) can be viewed

as the harmonic extension of f , and one can prove its convergence to f along
cones and almost everywhere by using standard techniques of harmonic
analysis. We give a proof for completeness.

For the whole proof, we work in the half space model Hk = Rk−1 × R+,
using the following notation. For a point x ∈ Hk, we denote by (x′, xk) ∈

ANNALES DE L’INSTITUT FOURIER



EQUIVARIANT MAPS 419

Rk−1 × R+ its coordinates in the half-space model, by the symbol |x| we
denote the Euclidean norm of x in the model, and B(ω, r) will denote the
ball of centre ω and Euclidean radius r. In the half-space model, setting
δ = δ(Γ) we have

e−δBK(x,ξ) =
(
xk(1 + |ξ|2)
|ξ − x′|2 + x2

k

)δ
and for all γ ∈ Γ, if x = γO

1 = ||µO|| = ||γ∗µO|| = ||µγO|| =
∫
∂Hk

(
xk(1 + |ξ|2)
|ξ − x′|2 + x2

k

)δ
.

We will work on a fixed ball of centre 0 and radius R of Rk−1. This is
not restrictive because proving convergence almost everywhere for all balls
is equivalent to prove convergence almost everywhere.

For all ω ∈ Rk−1, we denote by Cω(α) the vertical cone in Hk−1×R+ of
vertex ω and emi-angle α. For any non-negative g ∈ L1(∂Hk, µO), ω ∈ ∂Hk,
α ∈ (0, π/2) we define the maximal operator Mαg(ω) by

Mαg(ω) = sup
γ∈Γ, γO∈Cω(α)

∫
∂Hk

g(ξ) dµγO(ξ)

and the so-called Hardy Littlewood operator Ng(ω) by

Ng(ω) = sup
r>0

1
µO(B(ω, r))

∫
B(ω,r)

g(ξ) dµO(ξ).

From now on, the symbol c will denote a generic constant, and different
occurrences may denote different constants. If not specified, the constants
do not depend on the other quantities we are considering.

Lemma 7.3. — There exists a constant c such that for every point ω of
the limit set of Γ and any r > 0

µO(B(ω, r)) 6 crδ.

Proof. — For all x ∈ Hk

||µx|| =
∫
∂Hk

(
xk(1 + |ξ|2)
|ξ − x′|2 + x2

k

)δ
>
∫
∂Hk

(
xk

|ξ − x′|2 + x2
k

)δ
.

Suppose now that x is of the form x = γO, with

(7.2) c1r 6 |x− ω| 6 c2r.

Then |ξ − x′| 6 |ξ − ω|+ |x′ − ω| 6 (1 + c2)r for any ξ ∈ B(ω, r). Then

1 = ||µx|| =
∫
∂Hk

(
xk

|ξ − x′|2 + x2
k

)δ
> c

1
rδ
µO(B(ω, r))
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and the claim holds for such points. Let a > 1 and for j ∈ Z, consider the
set Aj = {x ∈ Hk

: |x− ω| ∈ [aj , aj+1)}. If for a certain j ∈ Z the set Aj
contains a point of the Γ-orbit of O, then for r ∈ [aj , aj+1]

r

a
6
aj+1

a
= aj 6 x 6 aj+1 = aja 6 ra

and inequalities (7.2) hold with c2 = a = 1/c1. Let now r > 0. Since ω lies
on the limit set, there exists j with aj 6 r and such that Aj intersects the
Γ-orbit of O. Let j0 be the maximum of such j’s. If aj0+1 > r, we have
finished. Otherwise, since µO is concentrated on the limit set

µ0(B(ω, r)) = µ(B(ω, aj0+1)) 6 c(aj0+1)δ 6 crδ.

This completes the proof of Lemma 7.3. �

Lemma 7.4. — There exists a constant c, depending only on α, such
that for any non-negative g ∈ L1(∂Hk, µO), ω ∈ ∂Hk, α ∈ (0, π/2), we
have

Mαg(ω) 6 cNg(ω).
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Proof. — Let x = γO with γ ∈ Γ and γO ∈ Cω(α). As noticed above, it
is not restrictive to work in the ball B(0, R).∫

∂Hk

g(ξ) dµx(ξ) 6 (1 +R2)δ
∫
∂Hk

g(ξ)
(

xk
|ξ − x′|2 + x2

k

)δ
dµO(ξ)

= c

[∫
B(ω,xk)

g(ξ)
(

xk
|ξ − x′|2 + x2

k

)δ
dµO(ξ)+

+
∑
j>0

∫
B(ω,2j+1xk)\B(ω,2jxk)

g(ξ)
(

xk
|ξ − x′|2 + x2

k

)δ
dµO(ξ)

]

6 c

[
1
xδk

∫
B(ω,xk)

g(ξ) dµO(ξ)+

+
∑
j>0

1
(c22jx2

k)δ

∫
B(ω,2j+1xk)\B(ω,2jxk)

g(ξ) dµO(ξ)

]

6 c

[
1

µO(B(ω, xk))

∫
B(ω,xk)

g(ξ) dµO(ξ)+

+
∑
j>0

2−j

µO(B(ω, 2j+1xk))

∫
B(ω,2j+1xk)

g(ξ) dµO(ξ)

]

6 cNg(ω)

1 +
∑
j>0

2−j

 6 cNg(ω).

�

The constant c actually depends on α because we used that for x ∈ Cα(ω)
and ξ ∈ B(ω, 2j+1xk) \ B(ω, 2jxk) we have |ξ − x′|2 + x2

k > c22jx2
k. It can

be shown that c is bounded by (tanα)2δ.
We can now finish the proof of Theorem 7.2. Since ||µγO|| = 1 and

limx→ω e
−δBK(x,z) = 0 for all z 6= ω, the claim is true for continuous

functions. Suppose now f ∈ L1(∂Hk, µO), and let fj → f be a sequence of
continuous functions converging to f µO-almost everywhere and in L1. We
have ∣∣∣∣∫

∂Hk

f(ξ) dµγO(ξ)− f(ω)
∣∣∣∣ 6 ∣∣∣∣∫

∂Hk

f(ξ)− fj(ξ) dµγO(ξ)
∣∣∣∣

+
∣∣∣∣∫
∂Hk

fj(ξ) dµγO(ξ)− fj(ω)
∣∣∣∣

+ |fj(ω)− f(ω)|.
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The second summand of the second term goes to zero as γO → ω because
fj is continuous. For µO-almost all ω the last summand can be chosen
arbitrarily small because fj → f µO-almost everywhere. By Lemma 7.4,
the first summand of the second term is bounded by cN(fj − f)(ω) on
each cone Cα(ω), the constant c depending on α. The Hardy Littlewood
operator is bounded from L1 to L1,∞ (see for example [26]), that is, for all
g ∈ L1 and ε > 0

µO
(
{ω ∈ ∂Hk : |Ng(ω)| > ε}

)
6
c||g||L1

ε
.

Let Aεj = {ω ∈ ∂Hk : |N(fj − f)(ω)| > ε}. Since fj → f in L1, for
all ε the measure µO(Aεj) goes to zero. This is equivalent to say that the
characteristic function χAε

j
→ 0 in L1. Then, up to pass to sub-sequences,

χAε
j
→ 0 µO-almost everywhere, that is, for µO-almost all ω the quantity

|N(fj − f)(ω)| 6 ε eventually on j. We have so proved that, for each
α ∈ (0, π/2) there exist a negligible set Zεα such that, for all ω ∈ ∂Hk \Zεα,
the quantity |

∫
∂Hk f(ξ) dµγO(ξ) − f(ω)| is small than or equal to ε as γO

converges to ω through Cα(ω). The thesis now follows setting

Z =
⋃

α ∈ Q ∩ (0, π/2)
0 < ε ∈ Q

Zεα.

�

8. Measurable Cannon-Thurston maps

In this sections we study existence, uniqueness and convergence of mea-
surable Cannon-Thurston maps.

We keep here the notations of previous sections. In particular, if not spec-
ified, Γ is a discrete group of Isom(Hk), ρ : Γ → Isom(Hn) is a representa-
tion whose image is not elementary, {µx} is the family of Patterson-Sullivan
measure, and {λz}z∈∂Hk is a family of developing measures for ρ.

The following lemma collects some ergodic properties of Γ that we need
in the sequel (see [31, Theorem A], [22, Theorem 6.3.6], [27, 23] for the
proof).

Lemma 8.1. — Any non-elementary discrete group Γ acts ergodically on
Λ w.r.t. the measure µO. Therefore, Λc has either zero or full µO-measure.
Moreover, the following are equivalent:

(1) Λc has full measure.
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(2) Γ diverges at δ(Γ).
(3) The geodesic flow is ergodic.
(4) Γ acts ergodically on ∂Hk × ∂Hk w.r.t. µO × µO.

To begin with, we prove a couple of lemmas we need in the sequel.

Lemma 8.2. — The subset of ∂Hk consisting of the points z such that
λz is the sum of two Dirac deltas with equal weights is µO-measurable.

Proof. — Let B(θ, r) denotes the ball of centre θ ∈ ∂Hn and radius r in
some metric of ∂Hn, and let Q be a countable, dense subset of ∂Hn.

For any open set B ⊂ ∂Hn, the function z 7→ λz(B) is µO-measurable.
It follows that the function

z 7→ inf
0<r1,r2∈Q

(
sup

θ1,θ2∈Q
λz (B(θ1, r1) ∪B(θ2, r2))

)
is µO-measurable. The pre-image of 1, which therefore is a µO-measurable
set, is the set of points z such that the support of λz contains at most two
points. Similarly, the following sets are µO-measurable

{z ∈ ∂Hk : λz is concentrated on one point}

{z ∈ ∂Hk : λz has an atom of weight
1
2
}

and the claim follows. �

Lemma 8.3. — For all µO-measurable set A ⊂ ∂Hk the set

O(A) = {(x, y) ∈ ∂Hk × ∂Hk : ∃γ ∈ Γ : γ(x), γ(y) ∈ A}

is µO × µO-measurable.

Proof. — Clearly, it is sufficient to show that the function

(x, y) 7→ #{γ ∈ Γ : γ(x), γ(y) ∈ A}

is µO × µO-measurable. The pre-image of (n,∞] is the set⋃
γ1, . . . , γn ∈ Γ
γ1 6= · · · 6= γn

((
(γ1(A)× γ1(A)

)
∩ · · · ∩

(
(γn(A)× γn(A)

))

which is a countable union of countable measurable sets, and therefore it
is measurable. �

Lemma 8.4. — Suppose that Γ diverges at δ(Γ). If µO(A) > 0, then
O(A) has full measure.
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Proof. — Since µO(A) > 0, then A×A has positive measure. Thus, O(A)
has positive measure because it contains A × A. Moreover, it is readily
checked that O(A) is Γ-invariant. By Lemma 8.1 the action of Γ on ∂Hk ×
∂Hk is ergodic, whence O(A) has full measure. �

Theorem 8.5. — Let Γ < Isom(Hk) be a discrete group which diverges
at δ(Γ). Let ρ : Γ → Isom(Hn) be a representation whose image is not
elementary and let {λz}z∈∂Hk be a family of developing measures for ρ.
Then, for almost all z, the measure λz is not the sum of two Dirac deltas
with equal weights.

Proof. — By Lemma 8.1, the conical limit set has full measure in ∂Hk

and Γ acts ergodically on ∂Hk. Let E be the set of points z ∈ ∂Hk such
that λz is the sum of two deltas with equal weights. We have to prove
that µO(E) = 0. Clearly, the set E is Γ-invariant, and by Lemma 8.2 it is
measurable. Therefore it has either zero or full µO-measure.

Suppose that E has full µO-measure. Then, a µO-measurable map is well
defined by

f : ∂Hk →
(
∂Hn × ∂Hn

)
/S2

z 7→ support of λz.
By Lusin theorem (see for example [1]) for all ε > 0 there exists a compact
set A ⊂ ∂Hk, with µO(∂Hk \ A) < ε and such that the restriction of f to
A is continuous. By Lemma 8.4, for any density-point x of A, for µO×µO-
almost all (z1, z2) ∈ ∂Hk × ∂Hk there exists a sequence {γi} ⊂ Γ such that
for j = 1, 2

γi(zj) ∈ A and γi(zj) → x.

Therefore, for j = 1, 2
f(γi(zj)) → f(x).

Up to pass to sub-sequences, ρ(γi) converges either to an isometry of Hn

or to a quasi-constant Cba a quasi-constant is a map such that Cba(p) = b

for all points p 6= a of Hn
where the convergence is uniform on compact

sets not containing a (see for example [15]).
Let {θ, ω} be the support of λx, that is λx = δθ+δω

2 , and for j = 1, 2 let
{ξj , ζj} be the support of λzj

.
If ρ(γi) converges to an isometry ψ, then for j = 1, 2

f(γi(zj)) = ρ(γi){ξj , ζj} → {ψ(ξj), ψ(ζj)}.

Since f(γi(zj)) → f(x) = {θ, ω}, we get f(z1) = f(z2). On the other hand,
if ρ(γi) → Cba and if ξj 6= a 6= ζj , we get

f(γi(zj)) → {b, b} 6= f(x).
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We have so proved that for µO ×µO-almost all (z1, z2) ∈ ∂Hk × ∂Hk the
supports of λz1 and λz2 share at least one point. Whence, using Fubini’s
theorem and Lemma 8.4, it follows that there exists ζ ∈ ∂Hn such that for
µO-almost all z ∈ ∂Hk, the support of λz contains ζ. For z ∈ ∂Hk, let ξ(z)
denote the other point of the support of λz, that is

f(z) = {ζ, ξ(z)}.

For each γ ∈ Γ, for µO-almost all z we have f(z) = {ζ, ξ(z)} and

{ρ(γ)ζ, ρ(γ)ξ(z)} = ρ(γ)(f(z)) = f(γz) = {ζ, ξ(γz)}.

Whence we have

Either: the set {ζ} is ρ(Γ)-invariant.
Or: there exists γ ∈ Γ such that ρ(γ)ζ 6= ζ, which implies that ξ(z) =

ρ(γ)−1(ζ) does not depend on z. Therefore the set f(z) does not
depend on z and it is ρ(Γ)-invariant.

In both cases the image of ρ is elementary, which contradicts the hypothe-
ses. It follows that the set E cannot have full µO-measure. �

Theorems 1.6 and 1.7 now easily follow.

Proof of Theorem 1.6. — It is well-known (see for example [15]) that
if Hk/Γ is a complete hyperbolic manifold of finite volume, then δ(Γ) =
k − 1 and Λc has full-measure. Then, by Lemma 8.1, the hypotheses of
Theorem 8.5 are satisfied, and the claim follows from Theorem 1.5. �

Proof of Theorem 1.7. — The first claim is an immediate corollary of
Theorems 1.5 and 8.5. Now, let ϕ = F ◦ G : ∂Hk → ∂Hk. The map
ϕ is clearly Γ-equivariant and µO-measurable. Since the identity is also
Γ-equivariant and measurable, by uniqueness it follows that F ◦ G = Id
µ0-almost everywhere. The same holds replacing F ◦G with G ◦ F . �

In particular this extends (and provides a new proof of) the following
result.

Theorem 8.6 ([9, 20, 25]). — Let M be a compact hyperbolic 3-mani-
fold fibred over the circle with fibre a surface F . Let π1(F ) ' Γ < Isom(H2)
and let ρ : Γ → Isom(H3) be the representation induced by the inclusion
π1(F ) ↪→ π1(M). Then, there exist measurable maps F : ∂H2 → ∂H3 and
G : ∂H3 → ∂H2 which are respectively ρ and ρ−1 equivariant. Moreover,
almost everywhere

F ◦G = IdH2 G ◦ F = IdH3 .
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Proof. — Clearly, Γ satisfies the hypotheses of Theorem 1.7. Moreover,
by Lemma 8.1 and [8, Corollary 2], also π1(F ) < π1(M) < Isom(H3) satis-
fies the hypotheses of Theorem 1.7. �

9. Convergence of Cannon-Thurston maps

We begin this section by describing an example of a converging sequence
of representations whose Cannon-Thurston maps have no Cauchy sub-
sequence with respect to the uniform convergence. Then, we prove The-
orem 1.8 (point-wise convergence almost everywhere.)

Example 9.1 (Souto). — Let Γ be the fundamental group of a compact
hyperbolic surface. Then, there exists a sequence of discrete and faithful
representations ρn : Γ → Isom(H3) such that, if fn and f denote the
corresponding Cannon-Thurston maps, then:

• ρn(Γ) is quasi-Fuchsian
• ρn → ρ

• ρ(Γ) is geometrically finite
• There is a converging sequence of points xn → x ∈ ∂H2 such that
fn(xn) → y 6= f(x). In particular, no sub-sequence of {fn} con-
verges uniformly to f .

To see that, let AH denote set of discrete and faithful representations
ρ : Γ → Isom(H3) with the topology of algebraic convergence. Let ρ be
a geometrically finite representation in the closure of AH (whence ρ has
accidental parabolics.) The domain of discontinuity of ρ(Γ) is therefore non-
empty, and we can thus pick a point y in it. Since the doubly degenerate
representations are dense in the closure of AH, there exists a sequence
ψn → ρ with the property that the limit set of ψn(Γ) is the whole sphere
∂H3. Let fn and f be the Cannon-Thurston maps corresponding to ψn
and ρ. By equivariance, there exists a sequence of points xn ∈ Λ(Γ) such
that xn → x ∈ Λ(Γ) and fn(xn) → y. Since y /∈ Λ(ρ(Γ)) we cannot have
fn(xn) → f(x). Finally, one can approximate the ψn’s with quasi-Fuchsian
representations ρn getting the requested properties.

Proof of Theorem 1.8. — For z ∈ Λ(Γ) let δfi(z) be the Dirac measure
concentrated on fi(z). For x ∈ Hk consider the measures on ∂Hk × ∂Hn

defined by

ηx,i = µx × {δfi(z)}.
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Up possibly to pass to sub-sequences, the measure ηO,i have a weak limit
ηO, which we disintegrate as

ηO = µO × {βz}

via some family of probability measures {βz}z∈Λ(Γ). Let now

ηx = µx × {βz}.

It is readily checked that ηx,i weakly converges to ηx (because dµx(θ) =
e−δ(Γ)BO(x,θ)dµO(θ).) It follows that the measures ηx are ρ-equivariant.
Indeed, for any fixed γ ∈ Γ we have ηγx,i = (γ, ρi(γ))∗ηx,i, and ρi(γ)
converges to ρ(γ) uniformly on ∂Hn.

As in Lemma 4.4 this implies that the family βz is ρ-equivariant, and
uniqueness part of Theorem 1.5 implies that in fact βz = δf(z).

Now that we know that ηx = µx×{δf(z)}, the proof is completed by the
fact that the weak convergence of ηx,i to ηx is equivalent to the convergence
of fi to f almost everywhere (see for example [2, Lemma 2.3].) �
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