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ON THE PRODUCT OF FUNCTIONS
IN BMO AND H'

by Aline BONAMI, Tadeusz IWANIEC,
Peter JONES & Michel ZINSMEISTER

ABSTRACT. — The point-wise product of a function of bounded mean oscillation
with a function of the Hardy space H'! is not locally integrable in general. However,
in view of the duality between H! and BMO, we are able to give a meaning to the
product as a Schwartz distribution. Moreover, this distribution can be written as
the sum of an integrable function and a distribution in some adapted Hardy-Orlicz
space. When dealing with holomorphic functions in the unit disc, the converse
is also valid: every holomorphic of the corresponding Hardy-Orlicz space can be
written as a product of a function in the holomorphic Hardy space H! and a
holomorphic function with boundary values of bounded mean oscillation.

RESUME. — Le produit d’une fonction & oscillation moyenne bornée avec une
fonction de I’espace de Hardy H! n’est pas intégrable en général. Nous montrons
toutefois qu’on peut lui donner un sens en tant que distribution tempérée, ceci grace
3 la dualité H', BMO. Cette distribution peut de plus s’écrire comme la somme
d’une fonction intégrable et d’une distribution appartenant & un espace de Hardy-
Orlicz adapté. Lorsqu’on consideére un tel produit pour les fonctions holomorphes
du disque unité, cet énoncé posséde une réciproque : toute fonction holomorphe de
I’espace de Hardy-Orlicz considéré peut s’écrire comme un tel produit.

1. Introduction and Overview
The BMO-H' Pairing

This paper is largely concerned with the Hardy space H 1(]R”) and its
dual BMO(R™), n > 2. An excellent general reference for these spaces
is [56].

Keywords: Hardy spaces, bounded mean oscillation, Jacobian lemma, Jacobian equation,
Hardy-Orlicz spaces, div-curl lemma, factorization in Hardy spaces, weak Jacobian.
Math. classification: 42B25, 42B30, 30H.
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Viewing b € BMO(R") as a continuous linear functional on H'(R™),
see the seminal work of C. Fefferman [18], we shall denote its value at
he H'(R") by

) [ sen@ds < lolavo Iolm. O
There are at least two possible rigorous definitions of (1.1). Denote by
€>°(R™) the space of smooth functions with compact support whose inte-
gral mean equals zero. This is a dense subspace of H'(R"). We set out the
following definition

(1.2) b(2)h(z)de &£ lim [ b(x)h;(z)do

R™ J—0o0 Jrn
where the limit exists for every sequence of functions h; € €.°(R™) con-
verging to b in the norm topology of H*(R"). An equivalent and very useful
way of defining (1.1) is through the almost everywhere approximation of
the factor b € BMO(R"),

(1.3) / b(z)b(x)de = klim br(z)h(x)de .

n —00 JRn
The limit exists and coincides with that in (1.2) for every sequence {by } C
L (R"™) converging to b almost everywhere, provided it is bounded in the
space BMO(R") . For example,

kit k<b(2)
kb
bk(l‘) = b(x) if —k < b(fE) § k or bk; = m k= 1,2,
-k if b(z) < —k

One should be warned, however, that the sequence {bx} need not converge
to b in the BMO-norm. The celebrated H'—BMO inequality gives us the
uniform estimate

kb kb
| e = I oo 10l < 210 lowo- 1ol

An especially interesting case occurs when the point-wise product b - b is
either integrable or a nonnegative function. In view of the equivalence of

(1) Hereafter we propose the following abbreviation A < B for inequalities of the form
|A| < C- B, where the constant C' > 0 (called implied constant) depends on parameters
insignificant to us, such as the dimension n and so forth. One shall easily recognize
those parameters from the context.

ANNALES DE L’INSTITUT FOURIER



PRODUCT BMO x H*! 1407
the limits at (1.2) and (1.3) , we obtain

(1.4) ) b(x)h(z)dz =[ b(x)h(z)dr, whenever
R™ R™

b-he L'(R")
or b-H=0

by the dominated and monotone convergence theorems, respectively.

Although in general the point-wise product b - h need not be integrable
we are able to give meaning to it as a Schwartz distribution. In what fol-
lows, when it is important to emphasize this new meaning, we will use the
notation b x h € 2'(R™). For the definition of the distribution b x b, we
look at the test functions ¢ € €§°(R") as multipliers for BMO -spaces.(?)
First notice the inequality

(1.5) [ 6500 < 1Veloo (101500 +1bal)

where bg stands for the average of b over the unit cube Q = [0,1]" C R™.
We reserve the following notation,

def
Hb”BMO+ = ” b”BMO +|b(@‘7

for the quantity that appears in the right hand side. Now the distribution
b x b operates on a test function ¢ € G5°(R™) by the rule

def

xle) 2 [ oo o) d -

— 00

R R™

Jin [ ela)e@@)de = Jin [ pa)bule)ha) do

S Neblouo 101 < 1Vl

The latter means precisely that the distribution bxf € 2/(R™) has order at
most 1. Obviously, the class G5°(R™) of test functions for the distribution
bx heP'(R") can be extended to include all multipliers for BMO(R™).
But we do not pursue this extension here as the need will not arise. It is
both illuminating and rewarding to realize, by reasoning as before, that in
case when b - h happens to be locally integrable or nonnegative on some
open set 2 C R™ | then b x b is a regular distribution on € ; its action on
a test function ¢ € €5°(Q2) reduces to the integral formula

(1.6) (bxbh|e) = /Q b(z)-b(z) ¢(z)der, whenever b-he L (Q).

CIN study of multipliers for BMO -spaces originated in 1976 by the paper of S. Janson
[39] and developed by Y. Gotoh [22, 23], E. Nakai and K. Yabuta [51, 50].

TOME 57 (2007), FASCICULE 5
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The previous discussion on the product distribution b x h can be sum-
marized in the following lemma.

LEMMA 1.1. — For b a fixed function in BMO(R"™), the mapping b —
bb, which is a priori defined on €°(R™) with values in 9'(R™), extends
continuously into a mapping from H'(R™) into 2'(R™), and this new map-
ping is denoted by h — b x h. Moreover, for by tending to b as above, the
sequence by, X h tends to b x b (in the weak topology of 2'(R™)).

Remark that adding a constant to b, which does not change its BMO
norm, translates into adding a multiple of h to the product b x . So, we
can restrict to functions b such that bg = 0, for instance. If by, and b satisfy
this property, it is sufficient for the conclusion of the last lemma to assume
that the sequence by, tends to b in the weak™* topology of BMO(R™). This is
a direct consequence of the fact that, while ¢ € 65°(€2) is not a multiplier
of H'(R™), nevertheless for h € H'(R™),

o — ( / whdx) Yo

is also in H'(R"). One sees already in this elementary case how the prod-
uct with a function in H'(R") splits naturally into two parts, the one
with cancellations (here the part in H'(R™)) and the L' part (here the
characteristic function).

Weak Jacobian

Recent developments in the geometric function theory [1, 26, 27] and
nonlinear elasticity [3, 47, 58, 62] clearly motivated our investigation of
the distribution b x . These theories are largely concerned with mappings
F=(f4f%..,f"):Q — R" (elastic deformations) in the Sobolev class

WhP(Q, R"), and its Jacobian determinant J(z, F) = det [%} . A brief

mention of the concept of the weak Jacobian [3] is in order. For p = n one
may integrate by parts to obtain

/¢(a:)J(a:,F) dz =/¢df1/\df2/\.../\df”: —/fl dpNdf2A ... Adf™
Q Q Q

for all ¢ € 65°(Q2). Now this latter integral gives rise to a distribution
of order 1, whenever |F|-|DF|"~! € Li,.(Q). By the Sobolev imbedding

theorem this is certainly the case when F' € Wllcgf(Q, R™), with p = n"—jl .

ANNALES DE L’INSTITUT FOURIER
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As is customary, we define the distribution Sr € 2/(2) by the rule
(1.7)  (Spl¢)= f/ frdeAdfEn ... ndf™,  forall ¢ € E5°()
Q

and call it the weak (or distributional) Jacobian.

With the concept of the product b x h € 27(Q2) we may proceed fur-
ther in this direction. Consider a mapping F € BMO N W' "~ Its first
coordinate function b &£ — f! lies in BMO, while the wedge product

h(x)dx et dp Adf2 A ... Adf" belongs to the Hardy space H'. Hence

(1.8) (Sr| o) = /Q[ffl] [dop Adf> A ... Ndf™],  forall ¢ € €5°(Q) .

Most probably, such an extension of the domain of definition of the Jacobian
operator S : BMONW""! — @' will prove useful in full development
of the aforementioned theories. However, to go into this in detail would

take us too far afield.

Hardy-Orlicz Spaces

Analysis of the relationship between the distribution b x h and the point-
wise product b - § brings us to the Hardy-Orlicz spaces. Let us take and
use it as a definition the following maximal characterization of H'(Q) on
a domain € C R", see for instance [45]. For this we fix a nonnegative
® € 65°(B) supported in the unit ball B = {z € R™;|z| < 1} and having
integral 1. ® The one parameter family of the mollifiers

O (x) =" (g) , €>0

gives rise to a maximal operator defined on 2'(f2). For a given distribution
f € 2'(Q), we may consider smooth functions defined on the level sets
Q. = {z € Q; dist (z,090) > ¢},

def
(1.9) fe(w) = (f * @) (x) = (f| Pe(z =) -
This latter notation stands for the action of f on the test function y +—
®_(x — y) in y-variable. It is well known that f. — f in 2/(Q) as ¢ — 0.

For a regular distribution f € L, () the above convolution formula takes
the integral form,

(1.10)  fo(x) = /Qf(y)q)E(z —y)dy — f(z), as € goes to zero

(3) For convenience of the subsequent discussion we actually assume that & is supported
in a cube centered at the origin and contained in B.

TOME 57 (2007), FASCICULE 5
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whenever x € 2 is a Lebesgue point of f.

As a matter of fact such point-wise limits exist almost everywhere for
all distributions f € 2'(Q) of order zero (signed Radon measures). The
point-wise limit is none other than the Radon-Nikodym derivative of the
measure. Call it the regular (or absolutely continuous) part of f,

(1.11) 1iIr(1J fe(x) = freg () almost everywhere .
£—

The Lebesgue decomposition of measures tells us that freg € Li. (). If f
is a nonnegative distribution, meaning that (f|¢) > 0 for all nonnegative
test functions ¢ € C§°(Q), then f is a Borel measure. Thus

(1.12) lin%) fe = freg € L. () when f is a nonnegative distribution.
E—

Next, the maximal operator .# is defined on 2’(Q) by the rule

(1.13) Af(x) =sup{|fe(z)]; 0<e<dist(x,00)}.

DEFINITION 1.2. — A distribution f € 2'(Q) is said to belong to the
Hardy space H(Q) if #f € L*(Q).

Naturally, H 1(Q) is a Banach space with respect to the norm
(114) I iy = [ 7(a) o

An account and subtlety concerning weak convergence in H'(R") is given
in [41] and [14]. Although it is not immediate from this definition, for
sufficiently regular domains, the Hardy space H 1 (Q) consists of restrictions
to Q of functions in H'(R") [45], see also [9, 43] for Lipschitz domains.
Obviously, these are regular distributions; actually we have the inclusion
H'(Q) c L'(Q).

Next we recall a general concept of Orlicz spaces. Given a sigma-finite
measure space (€2, u) and given a continuous function P : [0, 00) — [0, 00)
increasing from zero to infinity (but not necessarily convex), the Orlicz
space L7 (Q, j1) consists of p-measurable functions f : Q — R such that
(1.15)

[ = e 2 int {5 > 05 [ 20 11) du<1f < oo

In general, the nonlinear functional | ]» need not satisfy the triangle

inequality. However, it does when P is convex and in this case L7 (€, u)

becomes a Banach space with respect to the norm | |p det [ 1I». In either

case L7 (9, 1) is a complete linear metric space, see [52]. The L”-distance

ANNALES DE L’INSTITUT FOURIER
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between f and g is given by
(1.16)  distp[f,g] = inf{p >0 ;/ P(p~tIf—gl) du< p} < o0,
Q

Remark 1.3. — It is true that |[f — g]» < distp[f,g] < 1, provided
the rightmost inequality holds. Thus f; — f in L”(Q, ) implies that
[fi — fl» — 0. For the converse implication it is required that the Orlicz
function satisfies:

lim sup Pl _
e—=0 >0 P(t)

This is the case when P(t) = m, which we shall repeatedly exploit in
the sequel, see for instance the proof of Theorem 1.6.

We are largely concerned with 2 = R"™ for which it is necessary to work
with weighted Orlicz spaces. These weights will be inessential in case of
bounded domains. Here are two examples of weighted Orlicz-spaces of in-
terest to us.

The exponential class

= dx —
EXpL:L_(R ,O'), dazw, :(t):et—l
The Zygmund class
dz t
LY = L*(R" dp = ———— )= ——.
B =T 9 ogler 9

Let us explicitly emphasize that L, often denoted by Llog™* L, is lacking
a norm.

The Hardy-Orlicz space H” (2, i) consists of distributions f € 2'()
such that .Zf € L7 (S, j1). We supply H” (Q, ;1) with the nonlinear func-
tional

def

(1.17) [flar =1 f P, = [2f 7@, u < oo

Thus H” (Q, p) is a complete linear metric space, a Banach space when P
is convex. These spaces have previously been dealt with by many authors,
see [6, 35, 57] and further references given there.

We shall make substantial use of the following weighted Hardy-Orlicz
space:
B t du — dx
Tloglert) T YT Togle+ [al)’

At this point, let us remark that the space H'(R") is contained in
H¥(R™, ). The two spaces have common “cancellation" properties, such
as the following one.

(L18) H¥=H"R", pn),  p(t)

TOME 57 (2007), FASCICULE 5
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LEMMA 1.4. — A compactly supported integrable function in
HP¥®(R"™, ) has necessarily zero mean.

Indeed, for such a function f with non zero mean, it is well known and ele-
mentary that . f(z) > c|z|~™, a behavior that is forbidden in H*(R", u).

Next we take on stage a definition of the BMO -norm on a domain
Q C R™, as proposed and developed in [39];

16| Baroo) = sup /|b_bQ|; Q is a cube in Q » bQ:fb.
Q Q

Functions which differ by a constant are indistinguishable in BMO(2). For
the space BMO(R™) it is sometimes desirable to add |bg| to this norm, as
we have done when defining | b | For Q a bounded domain we shall

BMOT"®
define

def

= |o] + o]

” b ||BMo+(n) BMO() L) °
The well-developed study of the Jacobian determinants is concerned with
the grand Hardy space Hl)(Q)7 see [33, 30, 32]. Let 2 C R™ be a bounded

domain.

DEFINITION 1.5. — A distribution f € 2'(Q) belongs to HY () if

(1.19) 17 ey = s [(1=p) f L@ dr| <.
0<p<l1 o

We emphasize that L*(Q2) ¢ HY (), where L*() is a Banach space but
HY(Q) is not. In this connection it is worth recalling the Hardy-Littlewood
maximal function of f € L'(Q) *)

def

0 () %L sup f|f(y)\ dy: 2€QCQ
Q

In general the maximal function M(z) = 9Mf(z) is not integrable but it
1

weak (£2), which is understood to mean

belongs to the Marcinkiewicz class L
that

[{z € Q; M(z) > t}] < =, for some A > 0 and all ¢t > 0.

=

() With obvious modification the Hardy-Littlewood maximal operator can be defined
on Borel measures.

ANNALES DE L’INSTITUT FOURIER
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An elementary computation then reveals that for each M € L. ., (9) we

have

P

(1.20) (1 fp)f|M(x)|p dr| <y
Q

For M = Mf, with f e L'(R"), the growth of its p-norms is reflected in
the following equation

(1.21) lim (1fp)/Q|M(:c)|p dz = 0.

This is definitely false for arbitrary M € L. ., (), as an inspection of the

weak
Dirac mass in place of f shows.

Statement of the Results

Our main result is a detailed form of the decomposition b x § as a sum
of two terms.®

THEOREM 1.6 (Decomposition Theorem). — To every h € H'(R")
there correspond two bounded linear operators

(1.22) %, : BMO(R") — L'(R")

(1.23) 24, - BMO(R"™) — H®(R", p)

such that for every b € BMO(R™) we have a decomposition
(1.24) bxh=%b + Hb

and the uniform bound

(1.25) 1% bl + 1 80 < 19 s 18 Lsnio- -

2, and 2 will be referred to as decomposition operators. There is clearly
not uniqueness of such operators, and we will give different such decom-
positions. Each of them will have the supplementary property that, for
b € BMO(R™), one has the equality

(1.26) /* b(z)h(x)dx = 2 b(x) dx .

n R

(5) This has been announced in earlier unpublished documents, and recently in [32].

TOME 57 (2007), FASCICULE 5
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So, s b can be thought as having zero mean, which is the case when
b - b is integrable (see also Lemma 1.4). In other words, Hy b inherits the
cancellation properties of h.

Remark that when b is constant, then b belongs to both spaces, L*(R™)
and H¥(R™, p). So we can choose to fix Zh = b, and restrict to write
the decomposition operators on functions b such that bg = 0. With this
choice, the L'-component enjoys a slightly better estimate,

(1.27) 12y blly < 15 - foql + b [z - [0 [5umo

as well as the other component, which satisfies

(1.28) 1965 bl o < 10 | [0 [ 3o -

The question as to whether such operators can depend linearly on b
remains open. We believe in the affirmative answer.

CONJECTURE 1.7. — There exist bilinear operators
< : BMOR") x H'(R") — L'(R")
A : BMO(R") x H'(R") — H*(R", p)
such that for every b € BMO(R") and b € H'(R") it holds
bxh=2=2(b,h) + H(b,h)
and
1<, 0)l[p + 120, 0)lge < 1H | [0 ]smo+ -

In applications to nonlinear PDEs, the distribution b x h € 2'(R") is
used to justify weak continuity properties of the point-wise product b - b.
It is therefore important to recover b - from the action of the distribution
b x b on the test functions. An idea that naturally comes to mind is to look
at the mollified distributions

(bxh)e=(bxh)*D,, and let € — 0.

As a consequence of Theorem 1.6, we will see that the limit exists and
equals b-bh almost everywhere.

THEOREM 1.8. — Let b € BMO(R") and h € H'(R"). For almost
every x € R™ it holds

(1.29) lim (b x h)(z) = b(z) - h(x) .

e—0

ANNALES DE L’INSTITUT FOURIER
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Here is another interesting fact. Suppose that b-h is nonnegative almost
everywhere in an open set () C R". Then, as we have already mentioned,
b-b liesin LL.(Q) C 2'(Q) and coincides with the distribution b x
h € 2'(Q). The reader is urged to distinguish between the hypothesis
b(z)-h(x) > 0, for almost every = € 2, and that of bxh being a nonnegative
distribution on (2. This latter hypothesis precisely means that b x § is
a Borel measure on 2 (which is practically impossible to verify without
understanding the regularity properties of the point-wise product). That in
this case the measure bxh contains no singular part is not entirely obvious;
it is indeed a consequence of the point-wise approximation at (1.29).

COROLLARY 1.9. — Let b € BMO(R") and h € H'(R") and let Q be
an open subset of R"™. The following conditions are equivalent
i) (bxhly) >0, forall nonnegative ¢ € 65°(£2)
ii) b(z)-b(x) >0, for almost every x € ().
In either case the point-wise product b - is locally integrable on €} and,
as a distribution, coincides with b x h € 2'(Q).

If b xh e 2'(R") is subjected to no restriction concerning the sign, we
still observe an improved regularity phenomenon.

THEOREM 1.10. — Let b € BMO(R") and h € H*(R"). Then the
distribution b x h € 2'(R™) belongs to the grand Hardy space H IIO)C(R”),
and we have the estimate

(1.30) 16 xblav@ < 1A la@ - |6 lByo+@n -
for every bounded open subset Q2 C R™,

In symbols,

(1.31)  BMO(R") x H'(R*) c L'(R") + H®(R") c H.) (R").

loc

Next recall that Ll (Q) c LY(Q). Hence it is entirely natural to
ask whether b x b lies in the weak Hardy space H ., (), meaning that
(b x ) belongs to the Marcinkiewicz class LY, (Q). While this is ob-
viously the case for £ b in (1.24), the 4 b -component need not be
so nice. Nevertheless, .#(b x h) has properties reminiscent of M [, where
f € L*(R™) . For example, the limit at (1.21) continues to be equal to zero
if M= .#(bxh)¢ L., (Q). That is:

weak

(1.32) Tim, (1-p) /Q (b % )P =0.

TOME 57 (2007), FASCICULE 5
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This additional regularity of .#(b x b) follows immediately from The-
orem 1.6 once we observe a general fact that (1.21) is true for arbitrary
M € Llog ' L().

We shall give two proofs of Theorem 1.6, the first one based on div-
curl atoms, the second one on the atomic decomposition of H'(R™). This
last one generalizes in different contexts, such as the dyadic one, or Hardy
spaces on the boundary of the complex unit ball.

The first proof is not valid in the case n = 1, which is rather special,
but another proof, based on complex analysis, is available. For simplicity
we shall then skip to the periodic setting and work with the Hardy space
A" (D) of analytic functions in the unit disk D C R? 2 C and the as-
sociated analytic BM O-space, denoted by Z#0 (D), see [20, 63]. Rather
unexpectedly, in this context the analogue of Theorem 1.6 is more precise
and elegant.

THEOREM 1.11. — Product of functions in B#O (D) and (D) lies

in % (D), with p(t) = Moreover, we have the equality

t
log(e+t) *

(1.33) BMOD) - A (D) = #°(D).

In Section 8 we consider the product of functions in H'(Q) and BMO(2),
for ©Q a bounded Lipschitz domain, and make some remarks on the defini-
tion of H'(Q), which may be of independent interest, based on the devel-
opments in [8, 15, 42, 43, 45, 54].

Epilog

There are several natural reasons for investigating the distribution bxp.
First, in PDEs we find various nonlinear differential expressions identified
by the theory of compensated compactness, see the seminal work of F. Mu-
rat [49] and L. Tartar [59], and the subsequent developments [16, 17, 25].
New and unexpected phenomena concerning higher integrability of the
Jacobian determinants and other null Lagrangians have been discovered
[46, 29, 33, 28, 21] , and used in the geometric function theory [27, 26, 1],
calculus of variations [58, 30], and some areas of applied mathematics,
[47, 48, 62]. Recently a viable theory of existence and improved regularity
for solutions of PDEs where the uniform ellipticity is lost, has been built
out of the distributional div-curl products and null Lagrangians [25, 31] .
Second, these investigations bring us to new classes of functions, distribu-
tions and measures [32] , just to mention the grand LP -spaces [29, 24, 53].

ANNALES DE L’INSTITUT FOURIER
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Subtle and clever ideas of convergence in these spaces have been adopted
from probability and measure theory, biting convergence for instance [7, 4,
5, 62]. Recent investigations of so-called very weak solutions of nonlinear
PDEs [30, 24] rely on these new classes of functions.

Third, it seems likely that these methods will shed new light on harmonic
analysis with more practical applications.

2. Div-Curl Atoms

A key to our first proof of Theorem 1.6 is the use of div-curl products as
generators of H'(R"). We shall draw on the seminal ideas in [10]. Consider
vector fields £ € LP(R™,R") with div £ = 0 and B € LY(R",R"™) with
curl B =0, where 1 < p,q < oo is a fixed Holder conjugate pair, p+¢q = pq.
The inner product F - B lies in the Hardy space H 1(R") and we have a
uniform bound,

(2.1) |E-Blu < [Elp-[Blq-

We shall, by convenient abuse of previous terminology, continue to call
E - B the div-curl atom. In [CLMS] the authors conjecture that for every
element h € H'(R") ,n > 2, the Jacobian Equation

J(x,F)=h ,  hasasolution Fe W' (R" R").

In particular, every h € H'! (R™) is a single div-curl atom; p =n,q = 5.

We are inclined to conjecture more specific way of solving this equation:

CONJECTURE 2.1 (Resolvent of the Jacobian operator). — There exists
a continuous (nonlinear) operator . : H'(R™) — W™ (R" R™) such that

J(x, Fh)=b, forevery he H'(R"), n>2.
The following result motivates our calling E - B a div-curl atom.

PROPOSITION 2.2 (Div-Curl Decomposition). — To every h € H'(R™)
there correspond vector fields E,, B, € €§°(R",R"), v = 1,2,..., with
div E, = 0 and curl B, = 0, such that

v=1
(2.3) 19 1 < DB, - 1Bolly < 15 [
v=1
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The proof is based upon the arguments for Theorem III.2 in [10], with
one principal modification. First, the decomposition at (2.2) with E €
LP(R™,R™) and B € LY(R™,R™), follows in much the same way as demon-
strated in [10] for p = ¢ = 2. However, by an approximation argument one
can easily ensure an additional regularity that the vector fields E and B
actually lie in the space 6§5°(R™,R™). Details are left to the reader.

In what follows we fix, largely for aesthetical reason, the following Holder
conjugate exponents:

1
(2.4) p=n+1 and qzﬁ—&—l.

One major advantage of using the expressions F, - B, over the usual H'-
atoms is their product structure. We will be able to apply singular integrals
and maximal operators in the spaces LP(R™,R™) and L?(R"™,R"), where
those operators are bounded.

3. A Few Prerequisites

We note two elementary inequalities

(3.1) ab < alog(l+a)+e’ —1
ab
2 —— < b_1
(3:2) log(e + ab) ate

for a,b > 0. Of these, the first is the key to the duality between Exp L and
Llog L. Indeed, we have the inequality

(3-3) Ifgler <20 flzrogr |9 oL

where the Orlicz functions defining Llog L and Exp L are tlog(e + t) and
e? — 1, respectively.

Next we recall the space Llog™' L = L¥, where p(t) = tlog™*(e + t).
With the aid of (3.2) we obtain Hélder’s inequality

(3-4) [falle <401f e lglexpr -

Although the functional |[ 1|, fails to be subadditive we still have a sub-
stitute for the triangle inequality

(3.5) [f+gle < 4lflle + 4lglle -

There are no substitutes of subadditivity for infinite sums. In the above
inequalities we have understood that the underlying measure is the same
for each space. However, weighted exponential classes Exp L(R™,0) are
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better suited for the study of functions with bounded mean oscillations.
In this connection we recall the familiar John-Nirenberg inequalities. Let
b € BMO(R™) be nonconstant and let @ be a cube in R™. Then

|b<m>—bQ|>
3.6 ) Zbel) gp <2,
(3.6) fex"(x lolomo ) &

where A > 0 depends only on the dimension. It is apparent from these in-
equalities that BMO(R™) C Exp L(R", o) for some weights o, for instance
when

(3.7) do(z) = a;i% .

Let us state, without proof, the following lemma.

LEMMA 3.1. — Let const #b € BMO(R") and by denote the integral
mean of b over the unit cube Q C R™. Then

J6(2)— bg
(6% - 1) dx
(3.8) / <1

(1 + fz)

where k = Cy, |6 | gamo- In other words, we have

(3.9) 6 — bg lExpL(Rr,0) < 10]BMO®RR)-

From now on we shall make use of the abbreviated notation
(3.10) LF = ExpL = ExpL(R",0).

We want to introduce a weight into the space L¥(R") = Llog™'L(R"™)
so that Hoélder’s inequality at (3.4) will hold with L' = L'(R", dz). This
weight has already been discussed in the introduction, i.e.

_ dx
~log(e+a])
The notation for the space Llog™' L with respect to this weight is abbre-

viated to:

(3.12) LY = L°(R") = L°(R", u) = Llog™ ' L(R™).

(3.11) du(x)

The following two Hélder type inequalities will be used in the proofs.

LEMMA 3.2. — Let b € Exp L(R",0) = L=. Then for each A\ € L*(R")
we have A -b € L¥(R™, u) and

(3.13) A-blle < A - [ol= -
If, moreover, b € BMO(R"™) C Exp L(R",0) then
(3.14) IA-blle < M- 16 lBmo+ -
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Proof. — We will prove (3.13) with the constant 64n?. As both sides of
(3.13) have the same homogeneity with respect to A and b, we may assume
that A1 = b= = g and prove the inequality

/ [A(x)b(x)| dx 1
ke log[e + [A(2)b(2)]] log(e + []) ~

We use the two elementary inequalities:

(3.15)

2n log(e + [2]) > log(e + (1 + o),

and, for a,b > 0,
1
log(e + a)log(e + b) > B log(e + ab).

Combining the above inequalities with (3.2), we now estimate the integrand
at (3.15)

|A\b| eltl —1
<Adn|M\| +4n—————.
fog(e + W log(e 1 ) < M AT e

It remains to observe that upon integration the right hand side will be
bounded by 1, because of our normalization |A[; = [b|z = & , the defini-
tion of the norm in Exp L(R", ) and the elementary inequality 8n(e*—1) <
€8 — 1. This establishes the first inequality of the lemma.

The second inequality is obvious when b is constant. To see the general
case we apply (3.13) to the function b — bg in place of b, where Q is the
unit cube, to obtain

[Abfp < 4](b—bg) Ao + 4[bg Al
< [o=bolzA ] + [bol |A]
< [olsao A + [ool Ay
< A le a0+

as desired.

4. Construction of Operators %, and J7; via div-curl
atoms

In this section and the following, the dimension n is larger than one. We
propose decomposition operators that are defined using a div-curl decom-
position. This makes particularly sense in view of Conjecture 2.1.
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The familiar Helmholtz decomposition of a vector field V € L*(R™ R™),
also known as Hodge decomposition, asserts that

(4.1) V=Vu+F

where Vu € L*(R” R") and F is a divergence free vector field in L?(R"”, R").
Integration by parts shows that F and Vu are orthogonal. These orthogonal
components of V are unique and can be expressed explicitly in terms of V
by using Riesz transforms Z = (%1, ...,%,) in R™. Precisely we have

42) —Vu=R(#-V) &L 2BV +.. +Z,V") = %AV
where (V1,..., V™) are the coordinate functions of V and the tensor prod-
uct Z ® # is the matrix of the second order Riesz transforms, Z @ # =
[%; o Z;]. Thus the divergence free component takes the form

43) F=(5 + Z®Z)V , where .# denotes the identity operator .
We introduce two singular integral operators
(4.4) A =I+RRLRZ and B=-AZQX% .

These are none other than the orthogonal projections of L? (R™,R™) onto
divergence free and curl free vector fields, respectively.

Of course these operators extend continuously to all L*#(R™ R"™), with
1 < s < c0. By the definition,

(4.5) o + B =5 L*R",R") — L*(R",R").

An important point to emphasize is that </ vanishes on the gradients (the
curl free vector fields), while % acts as identity on the gradients. This
observation is immediate from the uniqueness in the Hodge decomposition.

Next we recall Proposition 4.6. Accordingly, every function h € H* (R™)
can be expressed as infinite sum of div-curl atoms,

( E, € €°(R") , div E, =0 )

4.6 =>» E,-B,,
(46) b ; B, € 6§°(R™), curl B, =0

where
- 1
40 Y IB e 1By ~ Ilw . p=1+n, g=1+—.
v=1

Now we define the decomposition operators at (1.24) and (1.25) by the
rules
(4.8) Zb Loy b+ > B, /(bB,)

v=1
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oo
(4.9) Hyb by b+ > B, B(bB,)
v=1

for every b € BMO(R™). Both series converge in 2'(R™) and absolutely
almost everywhere, which will easily be seen from the forthcoming esti-
mates. What we want to show is that the partial sums of (4.8) converge
in L'(R"), while the partial sums of (4.9) converge in H®(R", u). Once
such convergence is established %}, and J7j become well defined bounded
linear operators on the space BMO(R™).

5. Proof of the decomposition theorem through div-curl
atoms

We aim to give an L'-bound for b and H®-bound for b, where
b is an arbitrary function in BMO(R™). As we remarked before, we can
assume that bg = 0 without loss of generality, which we do in the sequel.
As a consequence, Formulas (4.8) and (4.9) have no first term.

Let us begin with the easy case.

Estimate of £b.

We have already mentioned that </ vanishes on the curl free vector
fields. So

Zb=> B, (/b—bd)B, .
v=1
Here &/b — b/ denotes the commutator of &/ and the operator of mul-

tiplication by the function b € BMO(R™). At this point we recall the
fundamental estimate of R. Coifman, R. Rochberg and G. Weiss [12]

(5.1) |(7b—=bs)B, g < [0lBmo |Bylg -

We conclude with the estimate of Zb claimed at (1.27), by using Holder’s
Inequality.

Estimate of 74,b.

Recall that we assumed that bg = 0, and Formula (4.9), in view of (4.6),
reduces to

(5.2) Hyb=> E, B(bB,) .

v=1
This can be compared to the div-curl decomposition, except that the curl-
free parts, #((bB,)) do not satisfy the same estimates in the L? space.
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Some explanation concerning convergence of this series is in order. First,
to make our arguments rigorous, we consider finite sums

v=l

# e
St =3""E,-#((B,) = Y E, - B((bB,) , for k<L,
v=~k
which we shall use to verify the Cauchy condition for convergence of the
infinite series with respect to the metric in H¥(R™). In view of Remark
1.3, this is equivalent to showing that

Jim [.#St, =0.

Note that bB, € L*(R™,R") for all 1 <s < o0, because B, € 5°(R",R"™).
The same is valid for its component Z((bB,). At this point we need to
recall the Hardy-Littlewood maximal operator

M: L°(R") — L*(R™), 1<s<o0.

We then refer to the proof of the div-curl lemma given in [10]. Their fun-
damental estimate written in this context gives the inequality

1

(5.3) M (B, - B(bBy)) < (ME,[" )" - M|B(bB,)|.
Let us first examine the term 9| % (bB,)|, for which we have the inequality
M|A(bB,)| < MbB,|+ M| (b —b)B,|.

We wish to move the factor b in 9 (bB,) outside the maximal operator. A
device for this procedure is the following commutator:

(5.4) Mb| — |6/ : L¥(R™) — L*(R"), 1< s< 0.
The inequality now takes the form:

(5.5) M B(6B,)| < [b] - M|B,| + X,

where

X, = (M[b] — [6|2M)|B,| + M|(«/b - b)B,|.

A point to make here is that |X, |, is controlled by |B, |, and the
BMO-norm of b. Precise bounds are furnished by the inequality due to
M. Milman and T. Schonbek [44]. It asserts that

(5.6)  [[(m[o] —[p|om) f||, < I6lBamolfls  forall 1<s< oo

Similarly, we can use (5.1) for the commutator «/'b — b.a?.
These estimates, combined with the usual maximal inequalities, yield

(5.7) 1%0 g < 1By lq - 10 ]BMO -
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We can now return (5.3) to obtain the inequality
1
AM(E, - #(bBy)) < (MIE,[")" -[X, + [b]| M|B,] ],
which upon substitution into (5.2) yields

(5.8) (S0 (x) < A=) - |b(z)] + A(z) |
where

(5.9) A= S @mE Mt (B,)
(5.10) A=Y B, %,

We approach the critical point of our computation. The goal is to show that
A and A are integrable functions. Note explicitly that direct approach
to L¥-estimates of an infinite series (term by term estimates), or even
its finite partial sums such as (5.2), would fail. This failure is due to the
lack of countable subadditivity of [ J|,,. Whereas, making the L!-estimates
independently of the number of terms poses no difficulty. It goes as follows:

1
M = SFTERIE™™ - 19 (B, < SFIE, 1B,

where we have used the maximal inequalities in the space LY(R™), with

q= ”T“ > 1; recall that p = gn. In much the same way we estimate the

L'-norm of A by (5.7)
141 < S B b 120 1o < (SFIB Iy 1B, 10) 10 1saro -

We are now in a position to estimate the maximal function of S,i. First,
by (3.5), we can write

|- #S)1e < 46, + 4 ]A] .

Then, with the aid of (3.14), we arrive at the estimate
(5.11)

;
IS¢ lmre@n) < 1AT + [X 11 [blsaco < (Z IEw [ [1Bo ||q> lolzaro-

Recall that the right hand side stands for (ZZiZ 1Ev [ | By ”q) 6| 5ro0-

This estimate, in view of > 0 _" |E, |, [Bv g = bz < oo, ensures
the Cauchy condition for the convergence of the infinite series (5.2) in the
metric topology of the space H¥(R™). Put k=1 and let [ go to infinity,
to obtain the desired inequality:

(5.12) |50 |zre < [0 & - 16 [Bar0
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completing the proof of Theorem 1.
Let us prove (1.26). By continuity of the linear functional associated to b,

/* b(z)h(z)dr = Z/n b(z)E, () - B,(z) dz.

The integral of a div-curl atom is zero, so that

/ bE, - B,dr = E, - &/ (bB,)dz,
n Rn

from which we conclude.

6. Proof of the decomposition theorem through classical
atoms

For @@ a cube in R", recall that a @-atom is a bounded function a that
vanishes outside @), has mean zero and satisfies the inequality ||al|c <
|Q|~1. The atomic decomposition goes as follows (see [56] for instance):

PROPOSITION 6.1 (Atomic Decomposition). — To every h € H'(R™)
there correspond scalars A\, cubes Q, and Q,-atoms a,, v =1,2,..., such
that

(6.1) h= i A ay
v=1

(6.2) Dol = 1
v=1

For h € H'(R™) given as above, let us define new decomposition opera-
tors as follows. For b € BMO(R™) with bg = 0, we define

(6.3) Zyb 576 bg, )a,
v=1
(6.4) Ay = N N\bg,a, .
v=1

Let us prove Theorem 1.6 for these decomposition operators. As in the
previous section, we want to show that the partial sums of (6.3) converge
in L'(R™), while the partial sums of (6.4) converge in H®(R™, u). Once
such convergence is established %}, and 7 become well defined bounded
linear operators on the space BMO(R™).
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The first assertion follows immediately from the fact that

6 —bq, N1 (. < [blBMm0lQu]
which, combined with (6.2), implies the normal convergence of the series
appearing in (6.3).
Let us concentrate on (6.4). We have the inequality

65) M (0g,0)] < |b—bo,|4(a)| + 164 (a)]

It is sufficient to prove the two following L' inequalities for Q-atoms a:
(6.6) 1(6 —bq) #(a)|x < |b]BMO

(6.7) @l < 1,

to be able to proceed as in Section 5. A linear change of variables allows us
to assume that @ is the unit cube Q. Then both inequalities are classical
and may be found in [56]). For a Q-atom a one has the inequality

1
S TR
%G(I) (1+|$|)"+1
while 1b(z) — bl
T)—0Q
[ s 4o < Wl

The conclusion follows at once.
Again, we prove (1.26) as in the previous section. By continuity of the
linear functional associated to b,

[ owninie =5 [ sormiorir

The integral of an atom is zero, so that

ba, dr = / (b—bg,)a, dx,
Rn n

from which we conclude.

7. Proof of Theorem 1.8

Recall that the space €2°(R™) of smooth functions with compact support
whose integral mean equals zero is dense in H 1(R”). We fix a sequence
{h;} € €2(R™) converging to a given function b in H'(R"). We also fix a
function b € BMO(R™). Our proof is based upon the following observation.
There exists a subsequence, again denoted by {f;}, such that

(7.1) A6 x (h—b;)] — 0, almost everywhere .
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To see this we appeal to the decomposition in Theorem 1.6. Accordingly,
MBx ()= b,)] < M Loy, b] + M| Ay, ]

It suffices to show that each term in the right hand side converges to zero al-
most everywhere. For the first term we argue by using the inequality (1.25),

| L5601 < 16 =b; lm [blsrmor — 0.

Hence .#[%y_y,b] < M[L_p,b] — 0 in Ly, (R"), thus almost ev-
erywhere for a suitable subsequence. Similarly, for the second term, we

have
| #[ Ay, 6]lLe < 1b=b; |l |blpror — 0.
Passing to a subsequence we conclude with 7.1.

We now define a set E C R™ of full measure by requiring that every
x € E is a Lebesgue point of b and, in addition,

(2)  Mlbx(5=b)] + [b-(h=b,)[ =0  onE.
We shall show that
(7.3) ;11% (b xbh)e(z) = b(x)- .h(x) for z €E.

From now on the computation takes place at a given point x € E . We
begin with a telescoping decomposition

(bxbh)e —b-h = [bx(h—h;)]- +[(bxbh;)e —b-b;] +b-(h;—h).
Hence
[(bxb)e —b-b| < AZ[bx(h—b;)] +|(bxb;)e —b-b;| + [b-(h;—h)].

We choose j sufficiently large so that the first and the last terms are small.
With j fixed the middle term goes to zero as ¢ — 0, because x was a
Lebesgue point of b. This completes the proof.

8. The case of dimension 1: classical Hardy spaces

We include this section for different reasons. The first one is that the
“div-curl method" does not work, obviously, in dimension one. Secondly,
we have more accurate results, as well as a converse statement to Theorem
1.6, which may be seen as a factorization theorem for analytic functions.
Also the proof is particularly simple and conceptual. We consider the case
of periodic functions for simplicity. A last point to mention is the fact
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that the decomposition operators that we propose depend now linearly of
b instead of b. This deserves to be mentioned in view of Conjecture 1.7.

We first recall the definition of Hardy spaces of analytic functions in the
unit disk D c R? = C.

DEFINITION 8.1. — The space 7P(D), p > 0, consists of analytic func-
tions F : D — C such that

def °r oy A0\
(8.1) |F | 50y = sup |F'(re®”)| o < .
0 s

0<r<1

If p > 1 this formula defines a norm and 5?(D) becomes a Banach

space. For 0 < p < 1, s#P(D) is a complete linear metric space with respect

to the distance dist,, [F, G| 4o |F'— G5 . A fundamental theorem of

Hardy and Littlewood asserts that an analytic function F : I — C is in
2P (D) if and only if its non-tangential maximal function F'* € L?(9D),
where for every £ € dD we define
F¥E) = sup |F(2)] , and D) ={eD; |[¢—2[<2(1-]2))}.
z€eT(€)
We shall also need the so-called analytic BM O-space, defined and de-
noted by

(8.2) BMO(D) = (D) N BMO(OD) .

Perhaps this definition needs some explanation. It is known, see [20], that

every function F' € s#P(D) has non-tangential limit f(§) = r(gl)ignzl_)gF(z)

almost everywhere on 0. The function f is usually called the boundary
value of F, and, by abuse of notation, we will write F'(£) instead of f(€)
most of the time. Furthermore, if p > 1, then we recover F from its
boundary values by Poisson integral, denoted by F' = Pf. In other words,
elements of the Hardy space #P(D), with p > 1, may be viewed as
functions on 0D in LP(0D). The same is valid for Z#¢0 (D), whose elements
can as well be seen as analytic functions inside the unit disc, or as functions
at the boundary.

Now, the connection between (D), viewed as a space of functions on
dD, and the real Hardy space H 1(81D)) (also generated by the atoms and
the constants) is rather simple :

H'(OD) = {u+iv; uveRe ' (D)}.

It turns out, see [20], that H'(9D) consists precisely of those f € L' (D)
for which the non-tangential maximal function (Pf)* of the Poisson ex-
tension Pf : D — C lies in L*(dD). As a corollary, the Hilbert transform
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H is a bounded operator of H'(dD) into itself. We then have
A D) jop = {u + iHu; ue H'(9D)} .
We now want to introduce in a similar fashion the Hardy-Orlicz space
H°(D), with p(t) = m
tions F': D — C such that

< /27T |F(7“ei9)| dé
0ore1 Jo  log(e + |[F(re)])

. By definition, it consists of analytic func-

Thus we may define
def
IFle = S, [ENpoon »  Fr(§) = F(r§), for§ € OD.

This space contains (D), and is contained in #?(D), for p < 1. As
for s#P(D) spaces, we have the following, which will be useful later,

PROPOSITION 8.2. — An analytic function F' : D — C belongs to
°(D) if and only if its non-tangential maximal function F* lies in
the Orlicz space L¥(9D).

Proof. — The “if" part is obvious. To prove the converse, we mimic the
well known arguments used for #P(D) spaces. First of all, every function
F € #%°(D) belongs to % (D) and thus admits a decomposition F =
B G, where B is a Blaschke product and G is non-vanishing in . The
argument used on page 56 in [20] works mutatis mutandis to show that
G € #9(D), because of the convexity of the function s — e®log™" (e +
e®). As a consequence, VG belongs to the space L210g72L(8]D)). By an
easy variant of Hardy-Littlewood maximal inequality,the same is valid for
VG *. To conclude, we have a point-wise inequality between the non-
tangential maximal functions F* < G* = [VG *]2 The reader may
wish to recall that F* < 9f on 0D, where f is the boundary value of
F € s9(D) and M stands for the Hardy-Littlewood maximal operator
on JD, see [20]. O

Let us go back to products of functions in 51 (D) and Z#0 (D), which
are contained in all J#?(D) spaces for p < 1. We are now ready to prove
Theorem 1.11, which has already been stated in the introduction and is
repeated here for convenience.

THEOREM 1.11. — The product of G € ZB#O(D) and H € 1 (D)
belongs to 7 (D). Moreover, every function in s#%(D) can be written as
such a product. In other words,

HV(D) - BHOD) = #° (D).
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Proof. — Let us prove the first assertion. We only need to bound the
integrals

I = /2” (G(re”)| - |H(re'”)| db

" Jo logle + |Gre®)| - [H(re?)]|]
independently of 0 < r < 1. This is given by (3.14), using the fact that G,
have norms in Z#0 (D) that are uniformly bounded.

For the converse, let F € J#9(D). We want to find G and H such that
F = G H. By Proposition 8.2, we know that its non-tangential maximal
function F* is such that F*log™'(e + F*) € L'(dD). At this point we
need a BMO-majorant of log (e + F*).

LEMMA 8.3. — There exists G € B#C (D) such that log(e+F*) < |G|
on OD.

To see this, we factor F' as before, FF = B - F, where B is a Bla.schke
product and Fy does not vanish in D. Then F* < GF* = [VF, " )* <
[m\/ FO ]2. Thus

def

bg@+F*%§C+2bngMEO &t ¢ BMO(9D)

by a famous theorem of Coifman-Rochberg-Weiss [CRW]. Define G as the
Poisson integral of b 4+ i Hb. Then G is in Z4C (D) and has the required
properties.

To conclude for the proof of Theorem 1.11, we need only show that
H = F/G belongs to 7#*(D) . We already know that H belongs to 7 (D)
for p < 1, since the function G is bounded below. The last stage consists in
proving that the boundary values of H are given by an integrable function
on 0D (recall that the boundary values of a non zero function in 7 (D)
cannot vanish almost everywhere). This last fact is obvious:

27 ) 2 F(ew)‘ 27 F*(619)
HaGMZ/ |, wg/ e—— TN
IR e T s =

which completes the proof of Theorem 1.11. O

Let us turn to the so-called “real" Hardy spaces. We define J#%(9D)
as the space of distributions f on 0D such that (Pf)* € L¥(0D). An
equivalent definition, as for P spaces, is the following:

(8.3) H?(0D) = {u+iv; u,v € Re D) }.

Here, in the right hand side, the space 5% (D) is identified with the space
of corresponding boundary values in the sense of distributions.The fact
that #2%(D) is contained in J#%(9D) follows from proposition 8.2. Let
us just sketch the proof of the converse. It is sufficient to consider a real

ANNALES DE L’INSTITUT FOURIER



PRODUCT BMO x H! 1431

distribution f, such that Pf = Rb, with h € H#P(D). To conclude, it is
sufficient to recall that the area functions of f and b coincide, and that
the area function may be equivalently used in the definition of ¥ (0D)
instead of the non tangential maximal function. We refer to [20] for this.

THEOREM 8.4. — The product of functions in H'(9D)and BMO(9D)
is a distribution in L'(0D) + H¥(dD). In other words,

H'(0D) x BMO(9D) C L'(0D) + H?(dD) .

Before embarking into the proof, the statement has to be given some
explanation, as in R”. Namely, we must give a meaning to the product of
h € H'(OD) and b € BMO(JD) as a distribution, since one cannot in
general multiply distributions. It follows from a result of Stegenga [St] that
¢b € BMO(0D) for every test function ¢ € €>°(9D). We may, therefore,
define the distribution b x h € 2/(9D) by the rule,

<f) X [J, ¢> d:ef <h7¢b>H173MO !

Proof. — By Theorem 1.11 we know that (h + i Hbp) (b + ¢ Hb) €
29(D) and thus the imaginary part of this function, h - Hb + b -
HbH € H®?(9D). To conclude with the decomposition of b x b we recall
the well known fact (following from the H' — BMO duality) that every
b € BMO(9D) can be expressed as b = by + Hbs, where both functions
by and by lie in L°°(0D) [40, 19]. Hence we obtain the desired decompo-
sition
a=hby — by Hh € L'(9D)
B=hHbs + by Hh € H(OD)

by what we have just seen with by in place of b. g

hxb=a+p, where {

Remark that we could also have used the method of Section 6. Here we
have a more explicit decomposition, which depends linearly on h instead
of b. Moreover, we have a converse, even if it is not as neat as for analytic
functions.

PROPOSITION 8.5. — Any distribution in L*(dD) + H*(OD) can be
written as a sum of no more than two distributions in H'(9D)- BMO(9D).

Proof. — Using the alternative definition of H¥(dD) through real parts
of holomorphic functions in H¥(D) as well as Theorem 1.11, we can con-
sider a function that may be written as f + byh; + boho, with f € Ll(é?]]))
with by, by in B#0(D) and by, by in (D). We claim that f + bih
can be written as bh, with by in BMO(ID) and b in 51 (D). Indeed,
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put g = |f| + |h1| + e. Then logg is integrable and there is a function
h € s#1(D) such that |hlagp = g: it suffices to take F = exp(u + iv),
where u is the Poisson integral of log ¢ and v is the harmonic conjugate
of u. To conclude, it remains to remark that % + bl% is in BMO(OD).
The first term is clearly bounded, while the second term is in BMO(D)
as the product of a function in Z#¢ (D) and a function in ##°°(D). This

concludes for the proof. O

There remains still an interesting question which we leave unanswered:
Question. Is H'(9D) - BMO(dD) a vector space?

9. Variants on domains in R"

We first generalize Theorem 1.6 in the context of bounded Lipschitz
domains. We claim that, again, the product b x h can be defined in the
distribution sense for b € BMO(S) and h € H*(Q). Recall that this BMO
space is larger than the dual space of H'(2), which coincides with the
subspace of BMO(R"™) consisting in functions that vanish outside Q (see
[8]). This allows us to define, for ¢ € €5°(Q2),

*

def * ~

xble) [ o] de = [ fplab@)ba)do
< Neblomol0l1g < 1Vel.

Here 6 is the extension of h in H 1(}R") given in the next proposition.

PROPOSITION 9.1 (Extension). — Let € be a bounded Lipschitz domain
in R". There exist linear operators /%, : H'(Q) — HL(R™) and %Bq :
BMO(2) — BMO(R™) such that

Haoh = b on Q {%’Qb:b on £

100 11 ) < 10,1 E -y

BMO (R™) BMO(Q)

For BMO -extension see [39], while an up-to-date connected account of
H?! -extensions appears in [45].
Using these extensions, we get

COROLLARY 9.2. — Theorem 1.6 holds with R"™ replaced by any
bounded Lipschitz domain.

As a final remark, we discuss some maximal operators best suited to
PDEs and, in particular, to the use of Jacobian determinants or div-curl

ANNALES DE L’INSTITUT FOURIER



PRODUCT BMO x H*! 1433

atoms as generators of H' (). There is quite an extensive literature con-
cerning definitions of the Hardy spaces in a domain Q C R™, [9, 8, 14, 15,
35, 42, 43, 45]. Let us briefly outline the general concept of a maximal func-
tion of a distribution f € 2'(Q). Suppose that for each point = € Q, we
are given a class %, of test functions ¢ € 65°(Q), where @ C  are cubes
containing z. Denote by .7 = |J .o % - The maximal function .Zz f of a
distribution f € 2'(2) is defined by the rule

(9-1) Mz [(x) =suwp{{f,0) ; €T}

Note that Definition 1.2 is dealt with the test functions of the form ¢(y) =
O (x —y),0 < e < dist(z,00).

DEFINITION 9.3. — A distribution f € 2'(Q) is in the Hardy space
H(Q) if

92) 1 iy o = [ (@) da < oo

It is perhaps worth considering the class %, of all test functions such
that

1

. oog-ia
03 IVele < Gm g

r€EQRQCQ, ¢eb5Q).
This seemingly modest generalization is a great convenience to PDEs. It
is easily seen that the restriction of f € H}g (R™) to any domain Q C R”
lies in H%(Q). We also have the inclusion HZ(Q) ¢ H'(Q), since the
class %, contains all test functions of the form ¢(y) = ®.(z —y), with
0 < e < dist(zx, 092). See footnote 3.

Proceeding further in our attempts to generalize the maximal operator,
we still weaken regularity of the test functions in the class %, . Instead of
the gradient condition at (9.3) we shall impose only Holder’s condition

def p(a) — ¢ (b)] !
9.4 Q) = S (di '
(9.4) le lev o) ;;ISQ la — b (diam Q)"+

From now on, our class .%, consists of test functions ¢ € €5°(Q) that
verify (9.4), where @ C Q can be arbitrary cube containing x € €, whereas
the exponent 0 < v < 1 is fixed.

Our detailed account will be confined to the case in which the underlying
domain €2 is either a cube or the entire space R™ for simplification.

We are going to prove the following
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THEOREM 9.4. — Let  be a cube or the entire space R™ . The follow-
ing Hardy spaces are the same,

(9.5) H>(Q) = H(Q) = Hl(R")m.

Moreover, for each ) € H 1(R")| 0 it holds:
(9.6) 161mz @ = [0l -

A generalization of the fundamental lemma of [10] on div-curl atoms
supplies the key to the proof of Theorem 9.4.

LEMMA 9.5. — Given a div-curl couple E € LP(Q,R™) and B €
LY(Q,R™) in a cube Q C R™, where p+q = p-q for some p,q > 1.
Then for each test function ¢ € €5°(Q) we have the inequality:

[ 1) B@) o) ds
Q

1 o
O0) < @ Q)" ele | f1E] | flBr
Q Q
with the exponents satisfying:
11 I1<p' =; <p
(9.8) -+ =1+ J ,  where { H_w K
Poq n 1<q =24 <gq

Proof. — As a first step we extend F and B as a div-curl couple in the
entire space R™, again denoted by E and B. We shall also need to keep
track of how their norms increase. Precisely,

9.9)  |E] 1Bl gy and B IB]

7'@Q)

forall 1 <p <p and 1 < ¢ < ¢ . Such extensions are straightforward
once we view the vector fields £ and B as exact and coexact differential
forms on the cube @, by virtue of Poincaré Lemma. In this view FE and
B are the first order differentials of certain Sobolev functions in @ . These
functions can routinely be extended to R™ with uniform bound of their

FEey S 7' (Rn)

Sobolev norms. We now appeal to the Hodge decomposition operators .o
and Z at (4.4) and (4.5). Accordingly,

B = d(pFE) + B(pE)

where we shall take into account that o/ (pF) is divergence free (thus
orthogonal to B), whereas the operator % vanishes on E. Hence, by
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Holder’s inequality

/@[B~E] - o+/3-(@¢—¢@)E

(9.10) < ”B”LG/(R“ ) H(%p ©RB) E|

Ln 'y )

Here the commutator of the singular integral operator % with the multi-
plication by ¢ is controlled by means of the fractional integral,

(B — oB)E /Is@ |E(y)| dy

y)l
E(y)| dy < )
Hardy-Littlewood-Sobolev inequality yields

-y

n—y 1 v
np p

I

'y (Rn \ ||90 || c (R") ’ ||E ||LI’/(]R‘H)7 as

This gives (9.7) when substituted into (9.10), the last step being justified
by (9.9) and (9.8). This completes the proof of Lemma 9.5. O

To conclude for the proof of the theorem it is sufficient to use the Div-
Curl Decomposition (see Proposition 2.2) when (2 is the entire space, and
the extension of a function to the entire space otherwise (see Proposition
9.1), which allows to restrict to div-curl atoms E - B. For these last ones,
the key inequality (9.7) is used to obtain that

(9.11) Mz (E -B) < My (E) - My (B).
Here we remind that the Hardy-Littlewood maximal operator

(M) () = sup f|h|5

TEQCN

is bounded in all spaces L"(Q2), with r > s. Thus by Hélder’s inequality
we obtain

Jo #7(E-B) < |9y (E)|Le) - 1My (B) L)
(9.12)
1E ey - 1B lLa)

which allows to conclude for the theorem.
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