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AN EXTENSION OF THE NEWTON-PUISEUX POLYGON
CONSTRUCTION TO GIVE SOLUTIONS OF PFAFFIAN FORMS

by Jose CANO

0. Introduction.

We say that a formal power series A(X, Y) = ̂  A^Y3 e C[[X, Y}}
has 5-Gevrey index ( o o > s > l ) i f

^(A)=E(,T^x^yJec{x'y}•
Let us observe that 1-Gevrey index means convergence. Consider the formal
Pfaffian form uj = A(X, Y)dX +B(X, Y)dY, A, B C C[[X, Y}}. The form uj
has 5-Gevrey index if A and B have 5-Gevrey index. The parametrization
(x(t)^ y(t)) G C[[^]]2 has 5-Gevrey index if either x(t) = 0 or it is irreducible,
in the sense of [18], and equivalent to one of the type (^^/i^)) such that
2/1 (t) has 5-Gevrey index.

A formal solution of (cj=0) through the origin is a parametrization
{x(t},y(t)) € C[[t}}2 \ C2 such that x(0) = y(0) = 0 and

A(x{t),y(t))x\t) + B(x(t), y{t))y\t) = 0.

C. Camacho and P. Sad [3] proved that if A and B are holomorphic
then there is a convergent solution of (c<j==0). Their method uses : first

Partially supported by the D.G.I.C.Y.T.
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an index theorem for complex singular foliations and second the reduction
of singularities of Pfaffian forms studied among others by Bendixon [I],
Poincare [13], Seidenberg [17], Mattei and Moussu [12], and F. Cano [4].

In this paper we construct a 5-Gevrey index solution of (o;=0) if uj
has 5-Gevrey index. By one hand this extends the result of Camacho and
Sad (case s = 1), by the other, our construction based on the Newton
Polygon for differential equations (following a method suggested by Briot
and Bouquet [2], Fine [6] [7], Ritt [16], and Ince [8]) is rather elementary
and gives the solution by an algorithm.

1. The Newton polygon.

Let cj be a formal Pfaffian form as above. The differential polynomial
associated to ̂  is given by f^ = A^(X, Y) + B^{X, Y) Y ' , where A^, B^ G
C[[X,Y]].

We will say that / e Cq, q € N, if we have that
/ = A(X, Y) + B(X, Y) Y' = ̂  M^(/),

(^/3)

where M^(/) = A^X^Y^B^X^Y^Y1\ A^ and B^ are complex
numbers such that B(^o) = 0 for all a, and the index (a, (3) runs over the

set ( -Z) x N where f-z) = {r > -1 | q • r C 1}
^q ^(>-i) \q A^-i)

A Puiseux's series z C C^X1/"]] with oidx(z) > 0 is a solution of

(/=0) if and only if f[z] = A(X,z) + B(X,z)—— = 0. The series z is a
solution of (/^ = 0) if and only if the pair (^n, z^)) is a solution of (o;=0).
We also say that (X=0) is a solution of (/^ = 0) if the pair (0,^) is a
solution of (^=0) (i.e. ^(0,Y) = 0).

Let A(/) = {(a,/3) M^(/) ^ 0}. As usual we define the Newton
polygon N(f) of / with respect to (X, Y) to be the convex envelope of

U (P+B^Ro-^en i r ^O} .
^=A(/)

For any p. e Q+ let L(f^) be the only straight line with slope -l/^
which intersects N{f) exactly either on a side or on a vertex. Consider

^f^c)= E ^+^)c^
(a,/3)GL(/^)

In^(f)= ^ M^(/).
(a,/3)GL(/^)
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A simple computation over the least degree terms of f[z] proves the
following result :

LEMMA 1. — Let z = coX^° + h.d.t. (higher degree terms) be a
solution of (f=0), then we have that <I>(^Q)(C()) = 0.

2. Changing the variable.

For each ^ e Q+ and c e C define the differential polynomial
f[cX^ + Y] by

f[cx^ + y] = f(x,cx^ + Y^cx^-1 + y7).
Then the following properties hold :

CO

2.1. The series z = ^ CiX^ is a solution of (/=0) if and only if
1=1

00

^ CiX^ is a solution of (f[c^X^ + V]=0). In particular, z = c^X^ is a
i=2
solution of (/=0) if and only if (V=0) is a solution of {f[c^X^ + Y]==0).

2.2. If A(/) C f-z) x N then there is an integer q' > 0 such
\q /(^-i)

that Af^cX^ +V]) C (—z) x N. In particular, the Newton Polygon

N(f[cX^ + y]) has a finite number of sides and vertices.

2.3. If // < ^ then :

L(/y)=L(/[cX^+y],//)

Jn(^)(/)=Jn(^)(/[cX^+y])

^a,^)^) = ̂ a[c^+y]^)(G).

Thus if Q(/, /^) is the highest point of N(f) H L(/, /^), the portions of N(f)
and A^(/[cX^ + Y]) higher than Q(f,fi) are equal (see the picture of the
example). Moreover L(/, p) = L(f[cX^ + V], /^) and if we write

t
Jn(^)(/) = AoX" + ̂  A^X'-y1 + B,Xa^+ly^-ly/, a, = a - i^

i=l

then we have that for any c G C
t

in^\f[cx^ + y]) = Ao^x0 + ̂  A,(c)x^y1 + B,(c)xa^+ly^-ly/.
1=1
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If we write ^{f^{C) = a(C) + ^Cf3(C) where /3(G) = ^ B,C^-1 and
1=1

t
a (C) == ̂  AiC'1 then we have that

1=0

Ao(c) = ^(c)

(1) A^c)^^^)^-^^,^-1)^) , = 1 , . . . , ^

^-(J-^0"1^) ^l,...^

where ^(c) = Sc) and ^\c) = ^(c). Specially A, = A,(c),
dG-7 dC-7

Bt = Bt(c), and Ao(c) = 0 if and only if ^(c) = 0.

3. The algorithm.

The basic idea of Fine [6], [7] modified by Ince [8], in order to find
a solution of (/a;=0), is to extend to differential equations the classical
Puiseux's construction for algebraic curves in the following way. Assume
that neither (Y==0) nor (X=0) are solutions of (/^=0). Then there is a
side of N(f^) with slope —l//^o such that <I>(^^)((7) has a root Co ^ 0.
Consider g = f^[coX^° + Y]. If (Y=0) is a solution of (g=0), then coX^°
is a solution of {fuj=0) and we are done. Otherwise, look for a side of N(g)
of slope —l/^i, with /^i > f^o, such that <I>(^^)(G) has a root c\ ^ 0.
Continue in this way.

This algorithm, does not work in general. Actually, it may happen
even with the restrictive conditions imposed by Ince [8] that the polynomi-
als <l>(p^)((7) with /^i > /^o do not have any non zero root, as the following
example shows :

Example. — Let / = Y6^ + XY^Y' + XV2 - ̂ YY' - X^Y +
2X3Y/+X5 and let L be the side with slope -1, then <^i) (G) = C(C-1)2.
The only nonzero root is C = 1. Put g = f[X + Y] = (X + V)^! + Y ' } +
XY^Y' - X^YY' + 2XY2 + X5. The only side of N(g) with slope bigger
than -1 has slope -1/2 and ^2) = 1 + (2 + 2(-1))C2 = 1. Thus we
can not continue the procedure. Moreover, if ^ > 1 we have that ^ ( g ^ )
does not have non zero roots, then by the Lemma 1, it does not exist any
solution z = cX + h.d.t. with c ̂  0.
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L(f,l)

Now we shall give a criterion to choose at each step the "correct" side
of the Newton Polygon and the "correct" root of the associated polynomial
in order to avoid situations as in the example. Then the procedure will
always continue, unless we arrive at a situation in which (y==0) is a solution.
In this way we shall produce a formal solution of (/o;=0).

Let L be a side of N(f) with slope —l//x and denote by {a(L), b(L))
the highest vertex and (a'(L), b'(L)) the lowest vertex on L. The side L is
good if and only if the following properties holds :

(L^a)f := B^W} + 0 and -A^^ ^ Q( ^ = {r € Q | r > /.}
^(a(L),b(L))

(L,b)f := A^'{L^b'{L)) +ALE?(a /(L),6 /(L)) 7^ 0-

We say that L is the principal side of / if (V=0) is not a solution of (/=0)
and L is the good side of N(f) with biggest slope.

LEMMA 2. — Assume that (Y=0) is not a solution of(/=0) and
there is a side L of N{f) with slope —1/f^ satisfying (L,a)j-. Then the
principal side off exists and it has slope greater or equal than —l//^.

Proof. — Let LQ = L , . . . , Lk be all the sides of N(f) with slopes
—l//^ < —l//^i < . . . < —1/Uk greater or equal than —l/^. Then (Z/o,a)y
and (L/c, b)f are true. If i = 0 , . . . , k — 1 we have that

not (Li,b)f ===^ (L,+i,a);

(remember that (a^L^^b^Li)) = (a(I^+i),6(L^+i))). Hence, there is at
least a good side Li. D

COROLLARY 1. — Assume that L is the principal side of f with
slope —1/j^, then one of the following properties holds :

(i) B^'{L},b'{L)) = 0
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(ii) ^W)^(L)) ¥- 0 and "A(Qmb/(L)) G Q(^) = {r G Q | r > ̂ }.
^{a'W^'W)

Proof. — If L is the side of N(f) with biggest slope then (i) is true
((V=0) is not a solution of (/=0)). If it is not so, let L' be the side of N(f)
with highest vertex equal to the lowest vertex of L. Then (L', a) is not true
by the lemma and the principality of L, thus our result follows because

(i) or (ii) ^==> (L,b)f and not (7/,a)j.

D

COROLLARY 2. — Let f^ be the differential polynomial associated
to (j0 and assume that (X=0) and (V==0) are not solution of(/^=0), then
f^ has principal side.

Proof. — If (X=0) is not a solution of (/^=0), then (—1,/3) is a
vertex of N(f^) for some f3, and A(_I^) = 0. Thus, if L the side of N(f^)
whose highest vertex is (—1,/3), then (L,a)^ is true. D

PROPOSITION 1. — Assume that f has principal side L with slope
—l//^. Then it is possible to choose effectively a root CQ ^ 0 of^(j^) such
that ifg = f[coX^ + Y] then one of the following properties holds :

(i) (Y=0) is a solution of {g = 0).

(ii) g has a principal side with slope bigger than —l//^.

Proof. — Let h = In^(f) and write
t

h = AoX^ + ̂  A.X^y' + B,Xa^+ly^-ly/; a, = a - ia,
i=k

where k <, t, (A/,,^) ^ (0,0) and (A^) ^ (0,0).

Let 7^ = { 7 i , . . . , 7s} be the set of all nonzero roots of ^^fn^C) (7^
is not empty because L is good). By 2.3 we can write

in^\f[^x^ + r]) = h[^x^ + r]
^

= ̂  A^^y- + i^x^y^r
i=k,

where either A^.(7^-) or B^(7j) is different from zero.

We choose Co as any root 7^ which satisfies the following property :

(P) B^ (7,0) + 0 and ̂ ^) ^ Q^^ ^ {^ Q | r> /.}.
•^j'o ̂ Jo)
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If (V=0) is not a solution of (g = 0) then (ii) holds. In fact, let L' be the
side of N(g) whose highest vertex is (a^,^J = (a',/3'). Then the slope
—I/// of L1 is bigger than —l//^. Moreover,

M^^(g) = A^c^Y^ +^(co)Xa/+ly^-ly/.

Since /A' > ^, the property (P) implies that (L',a)g is true and we can
apply the Lemma 2.

It remains only to prove that there is a root of <I>(^)(G) satisfying
(P). In order to do this, we shall reason by contradiction, assuming
that (P) is not satisfied for any 7^. Then for all index j we have that
(a) and {(&.!) or (&.2)} hold, where :

(a) A,(7,) = Bi(^) =0 i = 1 ,2 , . . . , k, - 1.
(U) B^)=Q and A^)^0.

(&.2) ^.(7,)^0 and ~^3^ e Q(^).

Write as in 2.3 :

^(G) - <^(^)(C) = Ao + ̂ (A, + ̂ )C1

^ z=/c

= (A, + ̂ C^C - 7l)el . . . (C - 7.)es = a(C) + /.C/3(C).

By (1), the properties (a), (6.1) and (&.2) are respectively equivalent to :

(a/ ^)^.)=0 and ^^-l\^) = 0 i = 1 , . . . , k, - 1.
(6.iy /3(fcJ-l)(7^•) = 0 and ^(/CJ)(7^) 7" 0.

W ^-)(7^0 and -^^^eQ,.

In particular $^^(7^) ^ 0 for all j = 1,... ,5 and thus kj = ej. Let us
assume that (a)' and (^.1)' are satisfied for j = 1 , . . . , I . Then we have the
following properties :

I. (3^)=f3W(^)=...=f3^-2)(^)=0\fj=l,...,s.
II. f3^-l)(^)=0ifj=l,...,l.

III. For each j = I + 1,..., s there is a qj £ Q+ such that

/3^-i)(^,) = (e, - l)!(-g,)(A( + ̂ h; ft^ - ̂ el-
1=1w

Now we shall distinguish two possibilities : either AQ = 0 or AQ 7^ 0.
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- Assume that Ao = 0. Then r == k > 1. Write

(3) f3(C)=Y^B,C1-1.
i=k

By the properties I, II, and III, we can write /3{C) as follows :
(4)

S

f3(C)=BtCk-lY[(C-^)e^

i=l

+ E (-^)7.(At+^)Cfc-l(C-7^)e^-l f[{C-^.
i=W j=l

W

Looking at the coefficients of C^'1 in (4) we have that

(5) B, = (^(-^)e^){^ + ( E ^)(^ +^)}
z=l z=Z+l

and by (2)
s(6) A, + ̂  = (n(-^) (^ + ̂ ) •

1=1

Since L is the principal side, by Corollary 1 we have

(7) Bk=0 or {£^Oand^eQ(>^}

and also (L,a)f and (L,b)f hold.

Assume that B/c = 0. By (5) we have that

(^(J^.)'-!-^^

in contradiction with (L,a)y. Then necessarily B/c 7^ 0. Dividing (6) over
(5) we obtain :

Ak , 1 -Ak , -
o- + ̂  = —i——:—————— =^ -D- ? QO/^)

^^^T^\=w ) l^-+^
in contradiction with the property (7).

- Assume that AQ -^ 0. Then r = 0 and hence e\ -\- • • ' + eg = t in
view of (2). Now, the properties I, II, and III define entirely /3(C) and we
have that

5

W = E (-^)(At + ̂ Bt){C - 7i)61 • • • (C - 7^)e•-l • • • (C - ̂ r'
i=l+l
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hence

Bf = (A, + ̂ ) ( ̂  (-^)) =^ -At e Q(>^
^+1 t

in contradiction with (L,a)y. D

Remark 1. — Our algorithm is then denned by applying repeatedly
the above Proposition 1.

Remark 2. — To use the algorithm in the practice it is only necessary
to select CQ at each step with the property (P), and this is easy to do.

4. The formal solution.

Here we prove that the above algorithm produces a formal Puiseux's
solution of (/cc;==0)- I11 the next paragraph we shall prove that this solution
is in fact a convergent one if f^ is convergent.

THEOREM 1. — Let f^ be the differential polynomial associated
to uj and assume that neither (X=0) nor (Y=0) are solutions of (jf^^O)-
Let L be the principal side of f^ (it exits by Corollary 2) and let —l//^ be
the slope of L. Then the above algorithm provides a solution of (fuj=Q) of
the type

00

z = V^ CiX'1^ where Cp -^ 0 and [t = p / q .
i=p

Proof. — Applying repeatedly the Proposition 1 we can obtain z =
00

^CiX^, with {jii < /^+i, such that if we write /o = fuj^ fw =
i=o
fi^X^ -\- V] then one of the following statements holds :

(i) fi has a principal side Li with slope —l//^ and Ci -^ 0 is a root of
^(/z^z)(^) suc^ ̂ ^ ^+1 ^as eltner (^=^) ^y solution or has a principal
side with slope —l/^+i > —l//^.

(ii) fi has not a principal side, (Y=0) is a solution of (.A=0), and the
coefficients Cj are equal to zero for all j> i.

It remains to show that z is a solution of (fuj=0) and it has the form
described in the theorem. In order to do this, we can suppose that all the
coefficients Ci are different from zero; otherwise by (ii) only a finite number
of c, are different from zero and then the theorem is done.
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Let Qi = {di.bi} be the highest vertex on Li = L(/^,/^). By 2.3
we have that Qi is a vertex of N(fi^). Since the slope of L^+i is bigger
than the slope of L^ then ^4-1 <: bi. Hence there is an index io such that
bi == ^^ Vz ^ ZQ. This implies that Qi = Qio for z > io. Call this point
(5^ = (a,6) the pivot point of / with respect to z. Let us observe that
b > 1 because ci is a root of <1>(^^)((7) for all index.

Assume that 6=1. Then we have that

Tn^( f-\ — A^ X^ 4- H^ Ya+ly/ J- J^) ya+^z w. > .ln \Ji) — ^(a,!)^ -1 '^(a,!)^ -1 ""'(a+yLi^O)'1' ? v " — '0-

Since Qi = (a, 1) for all i > io, we have that A^^ = A^°^ = A^0) and

^) = B^0^ = B^ for all z ^ zo. Then we obtain that

^f^(C) = (AW +^°))G+AJ^^, z > zo.

Since the statement (i) holds, we have the following formulae

(8) ^-^ACO)-^^'^-0)' ^°-

Let us observe that L(/^o,^o) is a principal side of /^, then B^ ^ 0
and A^°^ + f^zB^ ^ 0 for i > io. Moreover, since c^ ^ 0, we have
that A^^) ^ 0 and B^ ^ 0 for z > io. If /, C ^ (see §1 for

the definition of Cq) and i ^ io then a, a + /^ e -Z, so /^ G -N and

/z+i = A[czX^1 + V] € Cq. Thus if /,o € C q ' , we have that ^ e -^N for

all z ^ zo; so there exists q 6 N such that ^ € -N for all index. By other

hand, looking at the Newton Polygon of /^+i we have that

ordx(./L[ciX^ + • • • 4- CiX^}) = ordx(/z+i[0]) > a + ̂ , z > ZQ.

Since ̂  < /2^+i and ̂  e -N, then lim^ = oo and /[^] = 0.

Assume that b > 2. Consider the curve

Q^f.
9 aYb-29Yf'

and denote by go == g , ^+1 = g^ciX^ -\-Y}. By the chain rule we have that
Qb-l f

(9) 91= QY^9Y" ^0?

thus
A(ff,) C ^(A(/,)) n {(a,/?) € R2 | /3 ̂  0},
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where <^(a,/3) = (a + I,/? — b + 1). Since L(/^/^) is a principal side of
/^ we have that the coefficient of jfo+iy5-1^ of f^ is different from zero
if i > ZQ. By (9) we have that (a +1,1) G A(^) if z > %o- Moreover, the
point (a + 1,1) e L(gi,^i) for % > %o- This implies that the coefficient of
^a+^+iyo ̂ ^ ^g different from zero (otherwise (a+ 1,1) ^ L^+i.^+i)
because we are assuming that c^ ^ 0 for all index). As above we prove

that Hi e -N for all index, thus lim/^ = '30, and looking at the Newton
q

Polygons of fi and Qi we obtain that f[z] =-- 0 and g[z\ =0. D

5. Convergence.

Let A(X, Y) € C[[X1/9, V]], 9 <E N. We will say that A is "convergent"
if A(T^Y) G C{T,Y}. Let / = A(X,V) + ^(X.y)^ e Cq, we will say
that / is "convergent" if A and B are convergent.

Let q C N \ {0}, if we write Aq(f) = T^A^.Y) + ̂ B^^Y)^,

then we have :
00 00

5.1. If z = ̂  CiX1^ is a solution of / then z ' = ̂  c^T1 is a solution of
1=1 Z=l

A,(/).

5.2. Let (^ : R2 —> R2, ^(x,y) = (^ + ^ - l,^/) then ^p(N{f)) =
N{Aq(f)) (the sides correspond bijectively and their slopes are multiplied
by 1/g).

5.3. For all fJi € Q+ we have that

^^^^(W^C).

5.4. For all side L of N(f) we have that

(L,a); -^ (y(£),a)A,(/)

(£,&)/^=>(^(L),^(/).

5.5. For all c G C and ^ G Q+ we have that

A,(/[cX^+y])=A,(/)[cr^+y].

THEOREM 2. — Let f be the differential polynomial associated
to cj, assume that uj is convergent and that neither (X=0) nor (Y=0)
are solutions of (/=0). Then the solution z constructed in Theorem 1 is
convergent.
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Proof. — Take the notation as in the proof of Theorem 1. We know
that there is an integer q e N such that z e C[[X1^]] and /, € Cq, for all
i. In view of the above properties (5.1) to (5.5) we can assume without loss
of generality that q = 1 and hence we can write

00

z=^c,X\

Consider the pivot point of / with respect to z, Q = (a,b). If b > 2,
by the proof of Theorem 1, z is a solution of a convergent curve. Thus
it is a convergent series by Puiseux's Theorem. The case b = 0 is not
possible because f[z] == 0. Assume that the pivot point Q = (a, 1) and
that it is reached at the index io. Then the coefficient of Xa~{~lYOYf of
/z+i = f[ciX + • • • + CiX1 + V] is fixed and different from zero if z ^ ZQ,
name it by B^°\ Moreover B^ is the coefficient of X^^Y' of f[z + Y].
By the chain rule we have that

^r,|y1-^+^]) ^ ^r,|yl_^+y])
^y/ l^+^J- QY, and W 1 - ^ ' — — — 9 Y — — — '

then ordx (^M) = a + 1 and ordx {—[z\\ > a. Thus, the differential
operator along the solution zL^) = l̂ +(î o ̂
is different from zero with regular singularity at the origin. This implies
that the solution z is convergent (see Malgrange [9]).

In the following lines we are going to give a self-contained and
elementary proof of this result. By other hand, this proof will be worthy
in §6.

Assume that the pivot point, Q = (a, 1), it is reached at the index
%o; name by A^ and B^ the coefficient of J^VY'0 and X^Y^Y' of
fi, i > io, respectively. If c, ^ 0 and i > ZQ then L(/,,z) is a principal side
of /,; thus B^ ^ 0 and A^ + j ' B^ ^ 0 for j > i. If we assume that
c^ ^ 0 then we have that the formulae (8) holds for all i ̂  ZQ, that is

_1
(10) °i = ,4(0) ^_ ^ . ̂ g(O) • Coeff,va+zy0y,o(/,), Z ^ ZQ,

where Coeff^a+zyoy/o(/,) means the coefficient of J^+^yOy/o ^ ^ ^
/[ciX + • • • + c,-iX^-1 + V]. Write

fio= E ^^Y^ ^ B^X^Y^Y^
(Q,^)€NI (a,/3)eA^2
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where N, = N{f^)^}N2 and ^2 = A^(/J n{(^/3) e Z2 | a ^ -1,/3 > 1}.
For each index i > %o consider the following series over the indeterminates
{^'h^o^^hQ^eNiUNs^ V^ and Y ' :

H^\= ^ T^Xa(Q,X^O+.••+Q;r+yy3 ,
(a,/3)GNi

^i- E r^x^Q^+.-.+c^+yy3-1

(a,/3)(E7V2

• (zoQo^0"1 + • • < + zQjr-1 + y'),
^1= ^ T^Xa+l(Q,X^O+•..+QX^+y)^- l

(a,/3)€N2

•(Q,X ^ O - l+. . .+QX ^ - l+y / ) .
We have that H^ e N[C7^,. . . ,Q, {T^}^)^.]^^^]], j =1 ,2 ,3
and N^ = N^. Obviously, the following formulae holds :
(11)
.A+l =H^{Ci^ . . . , C^, {AQ^}(^)(^) + ̂ 4l(^o) • • ^ c^ {^/^(c^eA^

i > ZQ .
If we consider

^(Qo. • • • . Q, {W) = Coeff^^iyoy,o(^), ^ = 1,2,3,
then ̂  G N[Q,,.. . , C^ {r^}(^^)^^.], and the coefficients of P^\ are
smaller than the corresponding ones of the polynomial i • P^\. By (11) we
have that
(12)
Coeffx^yoy,o(/,)=^(l)(^,...,c,_l,{A^})+^(2)(^,...,c,{B^}),

i > io .
Since A^ + iB^ ^ 0 for i > %o and B^0) ^ 0, there is a constant k € N
such that A(o)^zB(o) < ^ for a11 z ^ '°- Define c^ <+r • • • as follows :

(0/ — 1 < - - I
^0 — I ^0 1 5

^=fe{^ ( l )(c^. . . ,^_l ,{ |A^[})+^ ( 3 )(c^. . . ,^_l ,{ |B^|})},V^>^o.
Let us prove that |c,| < c^, Vz > io. It is true for i = ZQ. Suppose that i > io
and that |c,| ^ c^-, for ^ < i, then we have that

f^dcj, . . . , |c,_i , {|A^|}) + ̂ (IC^ , . . . . |Cj_i|, {|^|})cj< |A(O)+(B(O)|

^ ^(Iciol,..., |c,_i|. {|A^|}) + ̂ (I^J,..., |c,_i|, {|B^|})
|A(0) + iBW

^k{PW(c^...,c^{\A^\})+P^(c^...^{\B^\})}=cl,
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Now, let (&(X, W) G C{X, W} be given by

<E>(X,W)=X. ^ |A^|XaH^+ ^ IB^IX^1^,
(a,/3)G^ (a,/3)€A^

where N^ = Nj \ {(a, 1), (a + Z Q , O ) } (note that ^(X, W) is convergent
because / is so). Put ^(X, W) = -X^W + |cJXa+^o+l + A; • ^(X, W)
(let us observe that ^(X, W) ^ 0). We have that

00

Coeff^+.+l($(X,^c^^))=CoeffA-+<+l($(X,c^X+•••+^_lX^-l)).
1=10

00

And thus ^i = E ^xl ^ a solution of ^f(X,W). Since ^(X,W) is
Z=lQ

convergent then z\ is convergent and so, z is convergent. D

6. Solutions of s-Gevrey index.

We have proved that a convergent first order and first degree ordinary
differential equation has at least one convergent solution, but may be it has
also formal non convergent solutions. It is well known that a series solution
of a convergent ordinary differential equation has certain Gevrey index
(see Maillet [10], Mahler [9], Ramis [14], [15], and Malgrange [11]). In a
forthcoming paper [5], we prove that the ring of Gevrey power series is, in
some sense, closed for ordinary differential equations. Now we are going to
prove that the ring of formal power series with fixed s-Gevrey index has in
common with the ring of convergent power series the property of any first
order and first degree differential equation with coefficients into the ring
has a solution in this ring.

THEOREM 3. — Assume that the PfafHan form uj = A(X, Y)dX +
B(X,Y)dY has s-Gevrey index (s ^ 1). Then there is at least a solution
of (uo=ff) with s-Gevrey index.

00

Proof. — Let z = ̂  c,X1/9 be the solution constructed in Theo-
1=1

rem 1 for f^ = A(X, V) + B(X,Y)Yf. Assume that the greater common
divisor of the set {q} U [i \ a i- 0} is one. Then the solution (^,^(^)) of
(o;=0) has 5-Gevrey index if y(X) = z(Xq) e C[[X}} has s-Gevrey index.
In the proof of Theorem 2 we have found a series z^X) G C[[X}] which
is a solution of a formal curve ^(X, W) and y(X) is majored by z-^(X). If
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A(X, Y) and B(X, Y) has 5-Gevrey index then ^(X, W) has also 5-Gevrey
index. Thus the result follows from the following proposition.

PROPOSITION 2. — Let h(X, V) = E A^X^ be a formal series
00

which has s-Gevrey index, s > 1, and y = ̂  c,X^ a solution of h, then
we have that

£ (^ri e c^-z=l ' /

Proof. — The following assertions are easy to prove :

(i) /3,_i(/i)eC{x,y}^^^^^-^x«y^€C{x,y}.
(ii) /?,-i(fa) e C{X,Y} =^ /3^(h(T",Y)) e C{T,r}, q e N.
(iii) /?,_i(/i) e C{X,Y} =^ /3,_i(/i(X,cXJ+V)) G C{X,Y};j e

N\{0}.
00

Then we can suppose that y(X) = ̂  aX1 is a solution of h e C[[X,V]]
1=1

such that ci = • • • = cfc-i = 0, CA; 7^ 0. Let Q = (a, b) the pivot point (see
proof of Th.l) of h with respect to y . We may assume that b = 1, otherwise

Qb-l^
y(X) is a solution of the s-Gevrey curve _^ having the ordinate of the
pivot point equal to one. Then we can also suppose that k > (a + 4)2. If
we multiply h by 1/A^°\ by (10) and (12) we have that

°z = -P?\^..., c,_i, {A^}(^)^J, i > k , N^= N(h) H N2.
Looking at the polynomial P^ we have that

^(1) - E^A^..A-i)^C^ ... C^1,
with the coefficients -B(a,/?,^,..,d,_i) > 0, and if B^^,...,d^) + 0 then
we have that
.-. ̂  a + z = a + ̂  + • • - + (z - l)^_i

/ 3 = d / , + . . . + d , _ i .
Define c^c^... by

c^- '—c^^O; 4=|c,|/A:!5-1

^_p( i )^ ./ r l^l nc,-p, ^,..,c^^^_^^^^_^j, z > ^
where [a - a] = a - a if a > a and 1 in other case. We have that ^ c[X1

i=k
is convergent because it is a solution of the following convergent equation :

_^ay_^ M ^a+fc^. V^ 1^1 v^yQ n
+^! -^^[.-^-l^),-!^^ -0-
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where N{ == N^ \ {(a, 1), (a + k, 0)}.

In order to prove by induction that —— < c^ i > A: it is onlyz!5""1

necessary to prove that

(14) B(,,^.,^) ^ 0 ===> i\ > [a - a}\ (/3)! k\ dk • • . (z - 1)! di-1.

Let 5(a^A,..,d,-i) 7^ 0 and let d^,.. . ,^, with ji < • • • < jr, be the
exponents different from zero. If a > a then by (13) we have that
(15)

z! > 1-2 • • • (a - a)(a - a + 1) • • • (a - a + /3)
. {(m + 1) • • • (m + ji - l)}^i . . . {(m + 1) • • • (m + j, - 1)}^-

where m = a — a > 1 and then (m + 1) • • • (m + ji — 1) > j^! holds for
i = 1 , . . . , r. So (15) implies (14). If a < a then we have that

i\ > (/?)! W + 1) • • • (/3 + Ji - 1)}^ • • • {(/3 + 1) • • • ( / ? + J.-i - l)}^-1

.{(^l)...^^.--!)}^.^^):^^^
(z + 1) • • • (z + a)

where m == a + z — j'r + 1- Since a < a then by (13) we have that f3 > 2 and
then m > ji > k > (a + 4)2. Since i + a = m + j^ — 1, it is only necessary
to prove that Va ^ 4 and Vm, n > a2 then we have that

(16) , (^+1)-,(^^ (^+l)...(^+^-a)>(n+l)!v / (m + n - a + 1) • • • (m + n) v / v / - v /

We will prove (16) by induction over n. If n = a2 then the left hand of (16)
is always greater or equal than (a2 +1) • • • (2a2 — a). Then we have to prove
that

(17) ( a 2 + l ) • • • ( 2 a 2 - a ) > (a2+l)! Va ^ 4

which is true for a = 4, assume that (17) is true for 4 , . . . , a. In order to
prove that it is true for a + 1 we have to prove that

(a2 + 2a + 2) • • • (2a2 + 3a + 2) > (a2 + 2a + 2)!

By the induction hypothesis over a, this is equivalent to

(2a2-a+l) • • • (2a2+3a+2) > (a^l^a^)2 • • • (a2+2a+l)2(a2+2a+2)

which is obviously true. We finish the induction over n by pointing out that
m+n-\-1 — a > n + 2 provided that m, n >_ (a + 4)2. D
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