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p-ADIC INTERPOLATION
OF LOGARITHMIC DERIVATIVES

ASSOCIATED TO CERTAIN
LUBIN-TATE FORMAL GROUPS

by JohnL. BOXALL

Introduction.

The purpose of this paper is to study the p-adic interpolation
properties of the values of logarithmic derivatives of power series
at 0 attached to certain one-dimensional formal groups over p-adic
integer rings. The earliest results at this kind were given in Iwasawa [3],
following the then unpublished work of Kubota and Leopold! [9],
who applied them to the construction of p-adic L-functions attached
to Dirichlet characters. They were subsequently used to construct
p-adic L-functions in other contexts, notably those attached to
abelian extensions of totally real fields [ 1 ] and to elliptic curves
with complex multiplication, at least when p splits in the field of
complex multiplication. We first recall the interpolation results of
Iwasawa, Kubota and Leopoldt in a form similar to that in
Lichtenbaum [10, §1]. Fix an odd prime p and let C be the
completion of the algebraic closure of Q . We denote by
v : C* —> Q the valuation normalised so that v(p) = 1 . Let Qo
be the ring of power series

/(T)= 1 ̂ ^[[T]]!^)—^ ooas^ —^ oo . (i)
( n=o n '-

For j8 GZ/(p — 1) Z and /E Q^ define /^ to the power series

Key-words: p-adic interpolation — Formal groups.
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1 p-l

//T) = /(T) —— ̂  /(^(l + T) - 1) if p = o,
P c= 0

(2)
, S / (^ ( l+T) - l )co-^ (c ) if ^o.

T(0)
p-l

P C= 1

Here ^ is a fixed primitive p-th root of unity, a?: Z* —^ Z* is the
Teichmuller character (i.e. for each aEZ; ̂  is the^unique
P - 1 - st root of unity such that (^(a)=a (mod p)) and the Gauss
sum r(j3) is defined by

P-I
^-(j3) = Z ^(a)y.

a= 1

Let © be the ring of integers of Cp and u a topological generator
of the Zp-module ( 1 + p Z ^ ) x ; then the interpolation theorem
may be stated as follows.

THEOREM A.-(i) Let /EQ^ and aGZ/(p-l).Z. Then there
exists a unique continuous function C^-.Z ——> C such that
for each j3G Z / ( p - \ ) Z p

C^W=(-1)^((1+T)^/^(T)|^

whenever k > 0 and k E j3.

(ii) // /E©[[T]] then f^Q [[T]] /o^ ^cA /? and there
is a unique power series G}°° (X) E © [[X]] such that

GW(us-l)=CW(s)

for all s G Zp .

The existence of the power series G}̂  in (ii) is equivalent
to the assertion that C}00 is an Iwasawa function (see Serre [14]),
or that it is p-adic Mellin transform of a Mazur measure (see
Lang [8, Chapter 4] or Mazur and Swinnerton-Dyer [12]).

We now explain the generalisation of Theorem A to which this
article is devoted. Let ^ be a (commutative) one dimensional formal
group over the ring of integers © of a finite extension F of Qvp P p '
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Let Kp be another finite extension of Q , of degree h and
ramification index e , let ©^ be the rin^ of integers of K ,TT a
uniformising parameter for Kp , and q (a power of p ) the cardinality
of the residue class field k^ . We suppose that ^ is isomorphic
over © to the basic Lubin-Tate group ^o associated to the
polynomial TTT + T7, so that in particular the height of ^ is h.
Let r]o be a fixed non-trivial element of ker [pr], the Tr-division
points of ^, and write X for the logarithm of ^ . The Teichmuller
character o;:®^—> ©^ is defined by taking (^(a) to be
the unique q — 1 — st root of unity in Kp which satisfies
a?(a)=a(mod7r). Also, for each residue class j 8 e Z / ( ^ — l ) Z we
denote by r(j3) the Gauss sum to be defined in § 1 . If / E © [[T]],
we define A^P/ by

(A^)/(T) = /(T) -1! /(T + ,[c] (r?o)) if ^ = 0,
^ c

(3)
= T(^ S /(T 4- ,[c] (r?o)) G;-^(C) if /? ^ 0.

^ c ^ O

Here the sum is taken over a complete set of representatives {c} of
^Kp in OKp if j3 = 0 and of ^ if j3 = 0. Let e be the
ramification degree of K over Q . We shall prove

THEOREM B. -Suppose that e <p — 1 . Let fee [[T]] and
a E Z / ( ^ — l ) Z . Then there exists a constant ft p ^ C m'r/z

^(^p) = ——" ~~~——:"" and a unique locally analytic functionp — 1 e(q — 1)
C}°° : Zp ——> Cp ^c/z rtor/or each ft E Z/(^ - 1) Z

C^W = (" l)a f—!— d-^ (^-^ f\ m I (4}f v / ^ ^X'CT) rfT7 v y /M^|T==O W

whenever k > 0 a^zd k ^ - P .

(Locally analytic means that C}00 can be expanded in a Taylor
series about every 5'o^Z ).

If ^ is the multiplicative group G^ (so that /z = 1), it is easy
to see that Theorem B reduces to a weaker form of Theorem A (iii);
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more generally, if §< is an arbitrary formal group of height 1 the
results of Lubin [11] imply that 9 is isomorphic to G^ and so it
is possible to deduce a much stronger form of Theorem B from
Theorem A ; thus we shall only regard Theorem B as being of interest
when the height of S' is > 2. After some preliminaries in § 1, we
define in § 2 a subring BQ of Cp [[T]] which is the analogue of
QQ and prove the existence of a continuous function interpolating
the right hand side of (4). In § 3 we describe a condition on the
/G Bo which ensures that C^ is locally analytic while in § 4 we
show that this condition is satisfied if f^=. © [[T]].

A weaker form of Theorem B in the case when the height of
g? is 2 has been proved by Katz [6], [7] and also by Rubin [13],
but our argument is more in the line of Lichtenbaum's proof of
Theorem A, and in fact there is more than a germ of these ideas in
Kummer's note [4].

In a subsequent paper we shall show how these results can be
used to construct p-adic L-functions attached to elliptic curves with
complex multiplication, even if p is inert or ramified in the field
of complex multiplication. It would be interesting to find applications
of our results to other situations. For example the power series studied
by Coleman [2] and to generalise Theorem B to other kinds of formal
groups.
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1. Preliminaries.

Let p be an odd prime. The symbols Z, Z Q, Q have
their usual meaning and we write Z^ for the non-negative integers.
Let Cp denote the completion of the algebraic closure of Qp, 6
its ring of integers and m its maximal ideal. We denote by
v : C^ —> Q the p-adic valuation normalised so that v(p) = 1.
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If L is a subfield of Cp we write © ^ ^or lts ri^ of integers,
m^ for its maximal ideal, and k^ for the residue class field;
jL^(Lp) is the group of n -th roots of unity in L and fi(L) the
group of all roots of unity in Lp. Let a?: ®* —^ M(Cp) be the
Teichmuller character; if a E ©* then a; (a) is the unique
prime-to-p-th root of unity congruent to a (modm); we also use
cj for its restriction to ©^ for any subfield L . Let K denote
an extension of Qp of degree h and residue class degree e , and
q (a power of p ) the cardinality of k^ . We consider a
one-dimensional (commutative) formal group §? defined over
©F , where Fp is another finite extension of Q , and as in the
Introduction we assume that ^ is ©-isomorphic to the Lubin-Tate
group associated to the polynomial TTT 4- T7, where TT is a
uniformising parameter for Kp (for the theory and basic properties
of such groups see JLang [8, Chapter 8]). This implies that the absolute
endomorphism ring of ^ is isomorphic to © ̂  , and we may suppose
that all the elements of End (§0 are defined over F , and that
Kp C Fp . Let X(T) be the logarithm of ^ , i.e. the unique element
of F [[T]] satisfying

X(X -+• ^Y) = X(X) -h X(Y) and X(T) = T 4- 0(T2).

It is well-known that Y (T) E 1 + T € [[T]] and in fact that

^-^(X,Y)k.,,^ (,)

(see Lang [8, Chapter 7]). We denote by ker [71"] the group of
order q which is the kernel of multiplication by TT in the group
law of Si , and fix a non-trivial element r^Q of ker [pr], so that
ker [rr] = {[c}(77o)} as c runs over a set of representatives for k^
in OK (here [c] € End (Si) denotes the element corresponding
to c^Or. ) •P

Let

9e= {/€:© [[T]] |/(X + ,Y) =/(X)/(Y) and /(O) = 1}. (6)

Then 96 can be identified with Horn ^ , G^). It is evident that
every /E 96 induces an element of Horn (TSf , T G ^ ) , T §" and
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Tp G^ being the Tate modules of ^ and G^ respectively. According
to an important result of Tate [15] the induced map

Horn, (^,G^) -^ Hom(T^,T^)

is an isomorphism of Zp -modules. From this we deduce the following
facts which are vital to the following discussion.

FACT 1: 96 is a free Zp-module of rang h.
FACT 2 : For each non-zero element 77 of ker [pr] there exists

t^. 9e such that t(r^) is a primitive p-th root of unity.
In our case, if t E ge then also r o [a] E gg whenever a C ©^ ,

and so a^ acquires the structure of an ©^ -module, which must

necessarily be free of rank one: we fix a generator ^ and write
^ for ^i ° [a]. Define a constant ftp by

r,(T)= 1 + f t p a T + 0 ( T 2 ) . (7)

We denote by Diff (^) the ©-algebra of all ^-invariant
differential operators taking 0 [[T]] into itself (recall that
^invariant means that (Df) (T + ^w) = D(/(T + ^w)) for all
DEDi f f ( ^ ) , /e©[[T]] and w E m ) . It is known that Diff@?)
is the free ©-module on the operators D^ , n E Z^ defined by the
"Taylor expansion"

00

/ (X4- ^Y) = I (D^/)(X)Y". (8)
M = 0

We now recall some properties of 96 and Diff(^) (cf. [6], [7]).

LEMMA 1. — (i) Each rE 96 is a simultaneous eigenfunction for
all the D E Diff (^); in fact (Dt) (T) = Dt(0) t (T).

(ii) We have the expansion

r(T)= ^ (D^)(0)r.
M = 0

(iii) (Do/)(T)=/(T) and (D,f)(^T)=———ff(rT) for all
A (T)

/^C^KT]], .̂ D^ ^ rft^ logarithmic derivative of S ' .
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(iv)// a.b^Q^ then t^(T) = t^) t,(T), t^T) = 1 ,

^(T) = ̂ l(T)) = /<,([fl](T)), a«rf if b £ Zp ^n
oo

^(T) = ^(T)'= S O,(T) - ir(6).
M = = 0 xn/

proof. - (i) We have
D^(T 4- ^w) = D(^(T + ^w)) = D(r(T) r(w)) = (Dr) (T) ^Ov)

for all w E m . Putting T = 0 we obtain (Dr) (w) = (DO (0) t (w)
and since w is arbitrary the assertion follows.

(ii) This is the special case X = 0 , Y = T of (8).
(iii) Since

/(x+,Y)»/wx,Y),»f rw^o)
^ = = 0 n\ 5Y Y = o

by the "usual" Taylor expansion, we find that D^f = / and
5/(^(X,Y)) 1

(D,/)(T)= \_ '^m^^
6Y X = T , Y = O x (T)

using the chain rule together with (5).
(iv) This is obvious from the definition of 3€ ; note that the

last expression is well-defined since ^(T) — 1 has no constant term.
Our next task is to define the Gauss sum r(|3) appearing in

Theorem B. Fact 2 above together with part (iv) of Lemma 1 tell
us that ^ induces a homomorphism from ker [pr] onto jn (C )
if and only if a IF 0 (mod TT) . In particular ^ = t^ (restricted to
ker [7r]) if and only if a = b (mod TT) .

LEMMA 2. - (ii) Let 17 E ker [TT] . Then

S t^r]) = 0 if n ^ 0
a mod rr

= q if T? = 0 .
(ii) Let a e ©K • 7y^"

I- r^O?)"0 ^ a^O(modir)
i76=ker-7r

== ^ (f a = 0 (mod 7r).
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Proof. - (i) If n ̂  0 then Z taW = qp~1 S S = 0 while
fl ^np

if 77 = 0 then Z rj7?) = H 1 = (7 by Fact 2. The proof of (ii)
a a

is similar.

Now let (3E Z/Qy - 1) Z with j3 ̂  0 and recall that T^ is a
fixed non-trivial element of ker [71-]. Define

T,O?)= ^ <^)^](r?o)),
u

where 2' indicates that the sum is taken over a complete set of
representatives of k^ in ©^ (i.e. omitting the term u = 0 (mod TT)) ;
and write r(j3) for r^). The T^YS may be thought of as Gauss
sums and we have

LEMMA 3. - (i) r^(j3) = (jj-^a) r Q3) if a C ©^ .

(ii) T^)r(-^)=(-l)^.

Proo/ - (i) We have r^) = t' ̂ ([^] (r?o))
u

= Z'^^)/i([aM](t?o))
U

^ur^d) I. ^(ay)ri([aM](T?o))

and (i) follows.
(ii) we have

r03) r(-P)= S ^(y) a>-^(u) ri ([u] 0?o)) ̂  (h] (r?o))
U ,V

= S ^(u) w-r (-xu) /i ([y -XM] (7?o))
U ,X

(on writing u = — x^)

=(-1)^ i^-^x) ̂  t,([u-xu]W.
x u
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But by Lemma 2 (ii) ̂ ' /i ([" - xu] 0?,,)) = q - \ if x = 1 (mod TT)
U

and — 1 otherwise. Therefore

Ttf)T(-<5) =(-1)^-1)+ I ^-^)(-i)]
^KTT)

=(- 1)^-!)+(- 1)(- 1)]

=(-1)^,
as claimed.

2. An interpolation theorem.

In this section we define a ring of power series BQ C C [[T]]
and a "twisting operator55 A^ for each residue class j3 mod (q — 1)
of Z , and prove an interpolation theorem for the quantities

(D^A<^/)(0), k = 0 , 1 , 2 , . . . , where n =—1-^- and
X'(T) rfT

/^Bo.
We first introduce a notational convention which will be in

constant use throughtout this and the next section : if JcEC^resp.K^ ,
resp. Z^ etc.) then we denote the z-th component of x by x..
Conversely, if a system of h elements of Cp (resp. K , resp. Z+
etc.) has been denoted by a letter with suffices i = 1 , 2 , . . . , h
then the same letter (without a suffix) is used for the corresponding
element of C^ (resp. K^ , resp. Z\ etc.). If n G Z^ we write n!
for n rif!. If X ^ , X ^ , . . . , X^ are indeterminates, the monomial

j= i

X^ X^2 . . . X^ is abbreviated to X" ; however the letter T will
always stand for a single indeterminate.

Let x E ̂  be a basis for ® ̂  over z? , and Q() the ring

F(X)
yM

= ^ ———€C,,[[X,,X,,...,Xj]|t,(c,,)-^oo^-^ooj.
nez^f. "• I
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Define a homomorphism e : Qo—> C [[T]] by setting

e(X,) = t^ (T) - 1

for each / = 1, 2, . . . , / z . This is well-defined since ^(T) — 1 has
no constant term.

DEFINITION . -By is the image of e in C.J[T]]. // a^ Or,
h • P

we can write a = S v^x, where ^.E Z a^d so (using Lemma 1
i= 1

/l / ^rn^ r,(T) = n t^m'1 = e ( n (i + x,)^). r/z^ TO^^ ^ o^c^
< = i \'=i /

^a^ BQ does not depend on the choice of basis x.

Let j3GZ/07 — 1)Z. One would like to define the ©-linear
operator A<^ : Bo——> Cp[[T]] by

(A<^/)(T) =/(T)--^S /(T)+ ,^](r?o)) if ^ = 0 ,
Q u

= T ? ) S' / (T)+, [M](T^o))G;-^(M) if ^^0.
^ M

However at first sight it is not clear whether this is well-defined owing
to the possible presence of denominators in the coefficients of /.
The fact that it is follows from

LEMMA 4. - Let r] E ker [TT] and /E BQ. Then /(T + ̂ )
is a well-defined element of B Q , whence A^ is a well-defined
operator taking values in BQ .

Proof. - Let f= e (F) with F G Q^ . Define ? E (^(Cp))"
by ?, = ^x •(r?) ^or eac^ ^ = 1 ? 2 , . . . , A . It is well-known that£"'
^ ( ^ " " l ) ^ — — — and v(n\)<———if ^ E Z ^ . These estimates

P — 1 p — 1
imply that

F^(X, , . . . , X,): = F((^ - 1) + ̂  X,, . . . , (?, - 1) + ̂  X,)

is an element of Qo . Now since
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^(T +^) - 1 = r,(T) ^(r?) - 1 = r,(r?) - 1 + r,(r?) (^(T) - 1)

we have

F(^ (T +^) - 1 , . . . , ̂  (T 4-^) - 1)

=F^ (T)- 1 , . . . , ^ (T)- 1) (9)

and so we would like to define /(T + y,rf) by the right hand side of
(9). To do this we need to check that this is independent of the choice
of F. One way to do this is as follows; - it suffices to consider the
case f=0: now F G Q^ implies that F converges at all z E C71

with v(Zi)>——— and y •—> t ^ ( y ) — 1 defines a homeomorphism

from an open subset 9^ of C containing the origin into C .
Hence

F(r^ (T) - 1 , . . . , ̂  (T) - 1) = 0 in C^[[T]]

implies that

F(r^ (y)- 1 , . . . , ^ (^ ) - 1 ) = 0

for all y E STc , i.e.

FWi - 1) + ?,(^ (y1) - 1), . . . ,(?, - 1) + ?,(^ C/) - D) = 0

and therefore

F^ C/)- l - ' -^O^- D = 0

for all ./ such that y ' + ̂ ^3c . Since a power series that vanishes
on an open set on which it converges vanishes identically, we conclude
that

F^i (T)- l , . . . , r ^ (T)- 1)= 0

which is what is required.

The following lemma shows that any /E B^ can be decomposed
as a sum of functions on which the A^'s act especially simply.

LEMMA 5. -Let /^BQ and for aG ©^ de/m^

F,(T)= I /(T+^)r,(r?); (10)
7?€=ker [7 r ]
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then (i) (A<^ F,) (T) == <^(a) F,(T) if a ̂  0 (mod TT)

= 0 z/ a = 0 (mod TT) .

1 v,.
(ii) We have /(T) = - 1 p (T).

• amodTr

(iii) If p^O then

(A^ f) (T) = 1 I' ̂ (a) F,(T) = ]- S'(A^ F.) (T).
q a q a

Proof. - (i) Suppose that j3 ̂  0. Then

(A<^ F,) (T)

= S (A^/CT+^O?)
i7eker[7r]

= rw Z S' /(T +,[«] (T?o) +^) /,(n) <>;-"(«)
^ r] u

rW v v':=—— LL /(T + ,[1, + i;] (T^)) r, ([t;] (r?o)) <^ ̂ )
l/ v u

T(P) v. v"
= —— L L /(T + ,[x] (r?o)) ̂  ([x - ̂ ] (r?o)) G;-̂  (^)

tf .X; U

(writing u + v = x)

=T^ )(I/(T+^](^))^([x](^))) (S' t^[-u]W^(u)}
H x u

r(B)
=-^-F,(T)(-I)^T,(-^)

=G/(^)F,(T)

by Lemma 3. The case j3 = 0 of(i) as well as parts (ii) and (iii) require
similar calculations and will be omitted.

We shall now state and prove the main result of this section.
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THEOREM 6. -Let /EBo and a E Z / ( ^ - l ) Z . Then there
exists a unique continuous function d00 : Z —^ C such that
for each j3EZ/^ - 1)Z p

^^^(-i^^^/XO)
n?

whenever k> 0 and k E ̂ .

Proo/ - The uniqueness is clear, since Z+ is dense in Z
Evidently ^ € B^ for all a G © ^ , and we claim that

(A<^ r,) (T) = (- iy oAfl) r,(T) if a ̂  0 (mod TT)

= 0 if a = 0 (mod TT)

for each ^ G Z / ( ^ — 1 ) Z . Indeed suppose that a ^ 0 (mod ?r) and
<3 ̂  0. Then we compute

(A<^ r,) (T) = Tw I/ r, (T + ,[^] (r?o)) o)-^ ̂ )
^ M

/'i9\

= -'- ^ (T) S' /, ([M] (T?,,)) ^-^ (M)
^ U

T(P)
=-^-^(T)T,(-^)

=^(a)r,(T)(- l)^
by Lemma 3. The other cases are similar.

Now (DI ̂ ) (0) = ftp fl by (7) and Lemma 1 (ii). Hence

(- 1)̂  (Dkl ̂  ra)(o) = ^-^a)ak if ^O(modTr)
".

= 0 if a == 0 (mod TT) .

Define ( a ) , f o r a G 0^, by < f l ) ( j ( a ) = a if a ^ 0 (mod TT) and
(a) = 0 if a = 0 (mod TT) . Then ( a ) == 1 (mod TT) if a ^ 0 (mod TT)
and so (aY is well-defmed for all s ^ Z p , we interpret ^(a) and
(a^ as 0 if a = 0 (mod TT) . With these conventions, we have

C^(s)=^a(a)(a)s.
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Now let / E B o . Then we can write
v c (t — IV1/= 1 c n v x , 1) (ID
--/» A2 !yieZ+

where (ty — 1)" is an abbreviation for

(^/T)-!)"1...^^)--!)^,

and v(c^)—> oo ^^ —)-oo . if ( " ) = n { n i ) for each
'• 1=1 ^

^, T- E Z^ then
M

v^ 'Lni—r^ /^\

(^- i )" -J/-1)' (,)^.
/!

where x • r = ^ x, ^, so that
1=1

Cg_,)« (.) = i (- I)2"'"" O^^ . r) <x . rY . (12)
r=0 v/"

In view of this, and the fact that v(c^) —> oo, the theorem will be
proved if we can show that

Cg_i)» (s)=0(modn\) (13)

whenever n G Z^. Let A:EZ^. satisfy f c E a , and ev(n\)<k,
where e is the ramification degree of K over Q ; then

Cg_^W= ̂  (-l)^1 r i ( n ) ^ ( x . r ) { x . r ) k

r=0 Y

v ^ n^~ri / n \
EE 1 (- 1) 1 ( /x .^(modT^)

r=0 /'

(so that this congruence also holds modulo n !) and

n 2n,-r, ,^x [ / ^ .k H^ ^"i—^ /n\ \ / d^ h n
S (-1) ( ) ( x . r ) k = \ ( — ) n (exp(x,z)-l)"1

r=0
S (-1) ( ) ( x . ^ = (—) n (exp(x,z)-l)"1

r=0 '' [ ' d z 7 ,== i z=0
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Since the set of integers k described above is dense in Z , the
theorem follows from the following lemma (cf. [3 § 3.5]):

LEMMA 7. — For all k G Z^ we have the congruence

M^)-'= (—) n (exp(x.z)- 1)^1 ^ = o (mod n\).
L az i=l J

Pwo/ - If k < S 72, then 6^) = 0 and the assertion is
trivial. On the other hand

^-^ (^)fc(^),^(exP^Z)- l)"']-o

h

= I ^(M^+S^))

where n^ is obtained from 72 by replacing n, by 72, — 1 . Hence
if 5^ (7z) = = 0 (mod 72 !) and 6^ (^(0) - 0 (mod n^ !) then

6^1 O z ) = 0 ( m o d 7 z !)

as required.

3. An analyticity theorem

The function C}̂  introduced in the previous section does not
appear to have any analyticity properties for an arbitrary /E B ;
however we can prove that C}00 is locally analytic if the coefficients
c^ in (11) can be chosen to tend to zero sufficiently fast. More
precisely we have

THEOREM 8. - Let notation be as in Theorem 6. Suppose that
there exist real numbers A , B with B > 0 such that

v(c^)> A + Bv(n !)

for all n EZ^.. Then C^ is locally analytic on Zp in the following
sense: at every SQ G Zp , it has a power series expansion
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C^(.)= Z a,(s,)(s-s,)!c

k=0

with non-zero radius of convergence.

Proof. - Suppose first that /(T) = ^(T) for some aG (£)„
Kp

We saw in the proof of Theorem 6 that C^ (s) = ^(aXa^ if
a ^ 0 (mod TT) while C}̂  (5) = 0 if a = 0 (mod TT) . Hence

r^r^- < ^W (los^a^ (a)50 .c/ ^"^ —————^—————(^-^o) ^ ^OmodTr)
(14)

= 0 if a = 0 (mod TT)

h
so that if we now take /(T) == (^(T) - 1)" = n (r .(T) - I)"1

/= i xl

then by (12) and (14)
00

(^(^ I SCM^^o)^-^)*
fc=0

where
»

5(^^^o)= t (-ly^i^^x.rXx.r)50

r=D "r

( logp^.r))^
———-.——— if x • r ^ 0(mod7r) (15)/c •

= 0 if x . r = 0 (mod TT) .

Now suppose that /(T) == S ^ (rx(T) "" l)y> as in (11)
nez^ » !

Then Theorem 8 will be proved if we can show that

V 8 ( n , k , S o ).:,./"—.— (16)
converges for all k€Z^. and, if its sum is denoted by a^(^), then

v(OkW>A^Bfk (17)

for some constant B' depending only on B .
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If F :Z^ —> Cp is any function and n G Z\ we define
M(n, F) to be the expression

n v-
_— ^ f»-—— '/ / M \

M ( ^ , F ) = Z (- 1)' ( )F(r)
r=0 A*

where the sum is taken over all r E Z^ with 0 < r, < M, for each
/ . In particular

8 ( n , k , S Q ) = M(^,G) (18)

where G is defined by

r-f \ a/ w v^o (10^ <x • P >)k
G(p) = ̂ (x • p) (X . ?> 0 ———e—————-——-

fc !
if x • p ^ 0 (mod TT)

= 0 if x • p = 0 (mod TT) .

The proof of assertions (16) and (17) will require a couple of
lemmas.

LEMMA 9. - (i) The map F i—> M(n , F) is Op-linear and
if F takes values in © then M ( ^ , F ) G © .

(ii)// F and F' take values in. -6 and F(p) = F'(p) (mod TT^
for some m > 0 a^d a// p € Zh then

M(n, F) == M(^ , F') (mod ̂ )

/or a// ^ E Z^ .
(iii) Let F &6? defined by

F(p)= (<x - p > - l)6^^ . p ) ( x . pV
if x • p ^ 0 (mod TT) a^d F(p) = 0 ;/ x . p = 0 (mod TT). FA^

u(M(^,F)) > max (—,v(n\)), where e is the ramification degree

of Kp over Qp .

Proof - Assertion (i) is trivial, (ii) follows from (i) by considering

the function — (F — F'). To prove (iii) observe first that ifw"
Fo(p) = ^(x • p ) ( x • p)" for x - p ^ 0 (mod TT) and Fo(p) = 0
otherwise, then v(M(n,1?Q))>v(n !); indeed this is just the content
of equation (13) of the previous section. But F is an ©-linear
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combination of functions of this form so that v(M(n, F)) > v(n !)
also. On the other hand (x • p > = 1 (mod TT) if x • p ^ 0 (mod TT)
and so F(p) == 0 (mod T^) for all p so that i;(M(^ ,F)) > C^~1

by (ii).

LEMMA 10.-For ^ , eeZ^ let e^ g 6^ ^/^rf 6y r/^
expansion

00

(10g(l +1^= ^ 6^ T^ ,
e=o

00 T8

w/!^^ log(l 4- T) = Z (- l)^1 — Then we have e. n = 0
e = i £ "'

i/ C < k and v(e^ ,) > - k log ̂ ~^k y g ̂  ^
log p

Proof. - It is clear that e^ g = 0 if 9. < k . On the other hand
if 6 > k then

(_- ^ W i + w ^ + . - . + w ^ - f c

^.,fi = ^ —————————————w,>i m^m^. . .m^
m ^ + . . . +w^.=C

and so

i;(e^ e) > min i; (————————) .
m,>i ^i m^. . . m/

w j +... +m^=fi

Therefore we need to estimate max v(m^ m^. . . m^). Now by an
1 fc/ fc \^ 1 v C

elementary inequality ^ n w^ < — 2^ m, = — and so
1=1 ^ , = = i k

^ log m, < k (.log —^ .
1=1 k

But v(m.)<——l- for all ; and so
logp

k
y

fc ^ log W,

.(^^...^)- 1: v(m,)^————<,(-l^g(£A-))
< = i log? v logp /

and the result follows.
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We can now estimate 6 (n, k, s^) = MQi, G) where G is
the function in (18). In fact

00

G(p) =-]-^a(x •p)0c .p> '° S ^ ^(x • p > - I)6 if x - p ^ O
^! fi=A; '

= 0 if x • p = 0 (mod ?r) ,

and so combining Lemmas 9 (iii) and 10 we-find that

v ( 6 ( n , k , S o ) ) > min ]max (—-h i;(e^ g ) ,^ (^ !) -t- i;(e^ e ) ) [ -i;(^ !)
£>A: ( v ^ ' ' ' ;

whence

/ 6 ( n , k , S Q ) \ .
(——————) > mm
/ S ( n , k , S Q ) \ .

u (—————) > mm
n ! ' £>A:v M ^ / n ̂  .-

/£ / log£—logfe \ / l o g J 2 - l o g A : \ \ )
max(——v(n\)-k(——————),-k{——————))[-v(k\).

^e v logp / v logp / / )

It is easy to see that the minimum is attained at

e
S. = ———k if e > logp and (logp)v(n !) < k ,

\ogp

£ = k if e < log p and ev(n !) < ^,

and C = ^(A2 !) if in{(e ,logp)v(n \)> k.

Taking each of these cases in turn, we have

(6(n^^)\ k /log^/logp)\
v {—————) > .—— - v(n !) - k \——-———) - v(k !),v n ! ' log p v log p '

or ^^—i;^!)-^!),
e

(\og(ev(n\))-\ogk\ .
or > — k \. ————,———————) — v(k !).v log p /
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Hence if v(c^) > A + Bv(n !) for some B > 0, then

/ 6 ( n , k , S p ) \v V/i ———j—— / —> °° as n —> ^,

(k fixed) and so (16) is proved.
We now turn to the proof of (17). For { > 0 and f e G Z ^

define

y^)= A + BS+ -^- ^ - ,l^I<e/l^^) -,(,,)
logp logp

if e > log p and (log p) { < k ,

k
= A +B{ +--i;-v(k\) if e<logpande ^ < k ,

^A+B^-^108^-10^)-^.)
log p /

if inf(6?, log p) ^ > fc .

Then if a^s,) = S €„ ^^^'^ we have
n^Z\ n !

^(^(^o)) > mm (Vh^^ !))) > inf ^({).
neZ^ ^>o

inf(logp,^)We may suppose that B<——.————. Then y^d) is decreasing
logp " °

k
in 0 < ^ < ——————- and a routine computation shows that v., (f)mf(logp,^) • y k ^ )

k
has a unique minimum at { = ———— which is greater than

B logp
k

—————. Hencemf(log p, e)

inf^O) =Yk (—k—}
€ > o V B l o g p /

^A+^l^0^^10^0^-10^)-^^)
v logp /
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k
Recalling that v(k !) < -——— we see that

p - 1

.(^c^ ^ A ^ fr /l±J2gB 4- log log^ - log ̂  ^
logp >' p - i

for all fc, and so we may take
g, ^ 1 + log B 4- log log p — log g ̂  i

log p p - 1
in (17) and so complete the proof of Theorem 8.

4. Power series with integral coefficients.

We preserve the notation of the previous sections. The purpose
of this section is to prove

THEOREM 11.-Suppose that the ramification index e of K
over Qp is less than or equal to p - I. Then there exists a constant

00

6 > 0 with the following property: if /(T) = V a T"£C [[T]]
n^O " p

satisfies v(a^)>A-nS for some A E R , then /(T)EB
and the /unction s ̂  C}00 (s) is locally analytic for every
aeZ/Oy-DZ.

In particular since X'(T)6= ©[[T]], it is easy to see that if
/eCp[[T]] satisfies D^/(T)e ®[[T]] for some k>0, then
Theorem 11 can be applied to it, and so we have

COROLLARY 12. - Let /G Cp [[T]] be such that

(D^/)(T)e® [[T]]

for some k>Q. Then /e Bg and s ^ C^ (s) is a locally
analytic function for every a.e.Z/(q — 1)Z.

Theorem B of the introduction is evidently the special case
k = 0 of Corollary 12 (except for the statement

i;(ftp)=—1—-——1——
p - 1 e(q - 1)

which is Lemma 13 below).
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We now begin the proof of Theorem 11. Recall our hypothesis
that ^ is isomorphic to the Lubin-Tate group ^ o • If h = 1, then
Lubin [11, Theorem 4.3.2] tells us that §? is isomorphic to G^ and
so a much stronger result can be deduced from Theorem A (ii); and
we shall therefore suppose that h > 1 .

Let T : ̂ i —> ^Q be an isomorphism. Then
T(T) = To T + 0 (T2) E ®[ [T ] ]

with T o a unit of ® . Thus © [[T]] = ©[[r(T)]] and so
r ( B o ) = B o ( = B o defined with §?o in P^06 of ^)- Also if

Xo denotes the logarithm of ^ Q , and W = r(T) then
X(T) = ?-o1 Xo(W) and so by the chain rule

1 d/(T) ^ 1 d/OT-^W)
X'(T) dT r^X^W) rfW

Since /(T -h ̂ ) ^(r'^W) 4- ^ T'^T?)) it suffices to prove the
theorem for the group ^o ^d we assume that ^ = ^o ^or ^e rest
of this section; thus in what follows X , ̂  etc are associated to g?o •

00

We write X(T) = ^ X^T" with X ^ = 1 .
w = i

We need

LEMMA 13. — (i) \ = 0 unless n = 1 (modq — 1),X^ E ©^
except perhaps when n = 0 (mod^), and v(X^) = — e~"1.

(ii) TA^ map (Sip a) »—^ (D^^)(0)(a€ 0^ ) is a polynomial
in Sl a of degree n with coefficient in Kp; the coefficient of
(ft a)1^ being 0 unless k = n(modq — 1).

(iii) We have

».(T)-^ ̂ T* + ̂  4-x.n,. r +O(T-).

(i,>»(^)-^-^.

Remark. — Part (iv) of this lemma is true for any §? (so long as
e <p — 1). Indeed, once the assertion has been proven for §?o the
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isomorphism r: ^ —> B^Q above shows that, with suitable norma-
lisation and obvious notation, we have TQ Sip (^ = ^p (^o).

Proo/ - (i) For the proof of this see Lang [8, Chapter 8]. The
final statement follows from the proof given there.

(ii) We have the commutative triangle
^(T)

^G,

X(T) \ /exp(f tpaz)

Go

where z is a local parameter for the additive group G^). This says
precisely that r^(T) == exp(^aX(T)). Expanding expC^aXCT))
in powers of T and using (i) we obtain (ii).

(iii) This follows easily from parts (i) and (ii).

(iv) Put x = ——— — ————— . We first claim that ^(i2J < x .
p - 1 e(q - 1) p

Indeed Fact 2 of § 1 tells us that there exists 17 G ker [?r] and
?e^p(Cp) with ? ^ 1 such that ^ (1?)=? . Suppose that

v(Sl.,) > x . Since v(rf) = ————— and v(n !) <——— we have
• e(q - 1) p - 1

/("n^\. 1^-fr^^-r̂
 1

for any n > 0. But one has v(rf) = ————> —; so, using our
e(q - 1) e

hypothesis e < p — 1 and referring to the expression

t^^ 1. (Qpr?) +T^, with ^ G ©
fc^O ^ .

obtained by substituting a = 1 and T = 17 in part (iii) we find that

v(f- l )=^i(T?)- 1)>—1—
^ ~~ 1

which is false. Hence v(flp)<x and so v(\^^l )<0 by (i). But
the coefficient of T^ in ^ (T) is
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"̂

^x^

which lies in ©, so that i;(—^-)= v(\n.) = -—+i;(n) . Sinceq ! l( ^ ^ P
^ ~~ 1it is easy to see that v(q !) =——— it follows that
p - 1

1 1
v(Slp)= p - 1 ^ - 1)

as asserted.
We now begin the proof of Theorem 11 itself. Consider the

auxiliary function

^(T)==—1- S ^(T)?-1

^ - 1 ̂ -i

where the sum is taken over all ?^^-i(Kp). In view of parts (i)

and (ii) of Lemma 13, and the fact that S ^ = q — 1 or
^-i

0 according as to whether n = 0 (mod <7 — 1) or not, we find that
the coefficient of T" in $(T) is 0 unless ^ = l ( m o d ^ - l ) ,
in which case it is the same as the coefficient of T" in ^ (T).

Now consider the case /(T) = T. We can certainly write
v <&oy

T = L ^ ——\— with ^ C C and ^ = 0 if ^ ^ 1 (mod q - 1).
M —— f\ Yt \n=0

Now
$(T) V1v ^T^-^cr7-1)"p "p

for some ^(T)G © [[T]] and therefore if k € Z + ,
\k(q-l)+ 1/^mv^"1 7 1 1

/<PJ_U\ ^^(<7-1)+1
v 0 /

"p
/3(fc) ,,(A:)

4-ri_-p(fc+l)(qr-l)+l _(. +P^_^(fc+r)(<7-l)+l .

"P '" "p

with ^) E © and in fact j300 n^^"0"' ̂  € © if
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r> k(q - 1) + 1.
Thus, proceeding inductively we find that if we write

Mq-l)+ 1$(T)T = S dk Qfc(q-l)+l—— K. ^K.
k=Q AAp

then

r fo= l, n^e© , n^e © , . . .

and in general ft^ ̂  G © . For simplicity we write A for i2^~1 .
Then

I-e e ffi^]]
A [I A" j j

and therefore, if we take

,.^..(————)_
' ) " p - \ e(q- D^ - l

then any / satisfying the hypotheses of Theorem 11 will lie inrr$ (T)n
Cn - © — o T • Hence to complete the proof of Theorem 11p LL A4 U

ff^mnit suffices to show that every /G © —^- satisfies the hypothesis

of Theorem 8. Now clearly $ (T) E © [[^ (T) - 1 , . . . , ^ (T) - 1 ]]
rr*(T)ii h

from which it follows that any /€ © —~ can be written in

y (t — 1)"
the form ^L c^ —x——— with

n^Z\ n '

.(^^.(A"^"0)--^-^ .,)(———————^).v/! \' v / <? - i\"i l/vp - i e(q - \y

?"•' / " \Recalling that v(n !) > ———+ 0 (log 11 n,) we find that
P-l v 1=1 '

v(c^) > A + Bv(n !) for any



26 J.L. BOXALL

B < ,-i<£r_D [__-——J.__ [<P- ' )"- ,1
p - 1 [p-1 ^-1)J < 7 - l | ^ 0 7 - l ) J

(n — 1) q
and suitable A depending on B. Now —————— > 1 since

e (q - 1)
e < p — 1 and so the hypotheses of Theorem 8 are satisfied and the
proof of Theorem 11 is complete.
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