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LOCALLY EQUIVALENT CORRESPONDENCES

by Benjamin LINOWITZ,
D. B. MCREYNOLDS & Nicholas MILLER (*)

Abstract. — Given a pair of number fields with isomorphic rings of adeles,
we construct bijections between objects associated to the pair. For instance we
construct an isomorphism of Brauer groups that commutes with restriction. We
additionally construct bijections between central simple algebras, maximal orders,
various Galois cohomology sets, and commensurability classes of arithmetic lattices
in simple, inner algebraic groups. We show that under certain conditions, lattices
corresponding to one another under our bijections have the same covolume and
pro-congruence completion. We also make effective a finiteness result of Prasad
and Rapinchuk.
Résumé. — Étant donnée une paire de corps de nombres dont les anneaux

d’ adèles sont isomorphes, nous construisons des bijections entre certains objets
associés à la paire. Par exemple, nous construisons un isomorphisme de groupes de
Brauer qui commute avec la restriction. Nous construisons en outre des bijections
entre algébres centrales simples, ordres maximaux, ensembles de cohomologie ga-
loisienne, et classes de commensurabilité de réseaux arithmétiques dans des formes
intérieures de groupes algébriques simples. Nous montrons que, sous des hypothèses
convenables, des réseaux se correspondant l’un à l’autre sous nos bijections ont le
même covolume et la même complétion pro-congruence. Nous rendons aussi effectif
un rèsultat de finitude de Prasad et Rapinchuk.

1. Introduction

Given a number field K, we denote the Brauer group of K by Br(K).
For any subfield F ⊂ K, we have a homomorphism ResK/F : Br(F ) →
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Br(K) given by ResK/F ([B]) = [B ⊗F K]. For a pair of number fields
K,K ′, a natural isomorphism between Br(K),Br(K ′) is an isomorphism
ΦBr : Br(K) → Br(K ′) such that for any F ⊂ K ∩ K ′ and any L with
KK ′ ⊂ L, the diagram

(1.1)

Br(L)

Br(K)

Res 99

oo ΦBr // Br(K ′)

Resee

Br(F )
Res

99

Res

ee

commutes; note that Br(K) ∼= Br(L) as abstract groups providedK,L have
the same number of real places. The fiber or pullback of a class [A] ∈ Br(K)
under the map ResK/F gives a family of F–subalgebras of A. In [17] (see
also [13]), it was shown that these fibers determine the algebra in certain
situations. As in [16] however, there are situations when these fibers fail to
determine the algebra. In particular, when a natural isomorphism between
Brauer groups exists, the pair [A],ΦBr([A]) provide examples for any [A] ∈
Br(K).
To construct natural isomorphisms we will make use of what we call

locally equivalent number fields. For a number field K, denote by VK the
set of places of K and by AK the ring of K–adeles. We say that K and K ′
are locally equivalent if there exists a bijection ΦV : VK → VK′ between
places such that Kv

∼= K ′ΦV(v) for all v ∈ VK . By work of Iwasawa [10], this
condition is equivalent to the condition that the two fields have isomorphic
rings of adeles. We will refer to the pair K,K ′ as a locally equivalent pair
when K,K ′ are locally equivalent number fields.

Theorem 1.1. — For any locally equivalent pair K,K ′, there is a nat-
ural isomorphism ΦBr : Br(K)→ Br(K ′).

We note that it is known that arbitrarily large families of pairwise locally
equivalent, non-isomorphic number fields exist (see [11]). Locally equivalent
fields or variants have recently been employed by Aka [1] and D. Prasad [23].
Aka used them to produce examples of incommensurable arithmetic lattices
with the same profinite completions. D. Prasad used a refinement of arith-
metic equivalence to produce Riemann surfaces with the same Jacobians
viewed as complex abelian varieties.

A natural isomorphism between Brauer groups induces a bijection be-
tween algebras in each Morita class. In order to pass to finer structures like
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LOCALLY EQUIVALENT CORRESPONDENCES 453

lattices, we require a refinement of Theorem 1.1. For a central simple alge-
bra A over K, we denote by Ord(A,K) the set of OK–orders of A having
full rank. Our next result exhibits a close relationship between the set of
orders of A and of ΦBr(A); we refer the reader to Subsection 2.3 for the
definition of the level ideal.

Theorem 1.2. — IfK,K ′ are a locally equivalent pair, then there exists
a bijection

ΦOrd : Ord(A,K) −→ Ord(ΦBr(A),K ′)
with the property that if R ∈ Ord(A,K) has level ideal LR then ΦOrd(R)
has level ideal ΦV(LR).

We will employ Theorem 1.2 to establish a bijection between maximal
arithmetic lattices arising from central simple algebras over locally equiva-
lent number fields and also a bijection between arithmetic lattices derived
from orders arising from central simple algebras defined over locally equiv-
alent number fields. We denote this bijection in both cases by Φlattice. Our
next result shows that covolume and pro-congruence topology are preserved
under our bijection. We note that if Λ is a lattice for which we can apply
our bijection and G is the associated semisimple Lie group, then Φlattice(Λ)
is also a lattice in the semisimple Lie group G.

Corollary 1.3. — Under the bijection Φlattice, the lattices Λ and
Φlattice(Λ) have the same pro-congruence completion. If Λ is derived from
an order, then Λ,Φlattice(Λ) have the same covolume.

The bijection ΦBr is constructed using the methods of [16]. The inte-
gral refinements to orders and maximal lattices are proven using a similar
principle and make crucial use of the local-to-global correspondence for
lattices. The relationship between pro-congruence topologies follows imme-
diately from the construction of the bijection, as does the preservation of
volume. The main tools required here are technical but standard and in-
clude Bruhat–Tits theory [30], the work of Borel [3] and Borel–Prasad [5]
on the classification of maximal arithmetic lattices, and Prasad’s volume
formula [24].

1.1. Partial converses

The converse of Theorem 1.1 is false in general as there exist arithmeti-
cally equivalent number fields with naturally isomorphic Brauer groups
which are not locally equivalent (see [16]). We say that K,K ′ are locally

TOME 67 (2017), FASCICULE 2
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GCD equivalent if, for every rational prime p which is unramified in both
K and K ′, we have

(1.2) gcd
{

[Kv : Qp] : v ∈ V K , v | p
}

= gcd
{

[K ′v′ : Qp] : v′∈ V K
′
, v′ | p

}
.

Theorem 1.4. — If K,K ′ are number fields for which there is a natural
isomorphism between Br(K) and Br(K ′), then K and K ′ are locally GCD
equivalent.

It is known that number fields which are either arithmetically equivalent
or locally equivalent must have the same degree, discriminant, and Galois
closure ([20, Thm. 1]). We do not know if the same is true for locally
GCD equivalent fields. A straightforward application of Theorem 1.4 is the
following rigidity result which generalizes [17, Thm. 1.1] and [13, Thm. 1.2].

Corollary 1.5. — If K,K ′ are finite Galois extensions of Q and there
is a natural isomorphism between Br(K) and Br(K ′), then K ∼= K ′.

1.2. Effective result of Prasad and Rapinchuk

Our proof of Corollary 1.3 will require us to examine a special case of
Prasad’s volume formula pertaining to central simple algebras (see Propo-
sition 3.2 below). Our next result is a further application of this formula
and concerns a problem arising in spectral geometry.

Given a semisimple Lie group G and a maximal compact subgroup K,
we have an associated symmetric space XG = G/K. Any lattice Γ in
G will give rise to a locally symmetric orbifold M = Γ \ XG. The geo-
desic length spectrum L(M) of M is the set of lengths of closed geodesics
counted with multiplicity while the geodesic length set L(M) is the set
of lengths without multiplicity. We say two manifolds M,N are geodesic
length isospectral if L(M) = L(N). We say two manifolds M,N are length
commensurable if QL(M) = QL(N). Reid [26] proved that if M,N are
finite volume hyperbolic 2–manifolds such that M is arithmetic and M,N

are length commensurable, thenM,N are commensurable. In particular, N
must also be arithmetic. The result was extended to hyperbolic 3–manifolds
by Chinburg–Hamilton–Long–Reid [9]. However, even before [9], it was
known that length commensurability does not imply commensurability in
general. Lubotzky–Samuel–Vishne [14] produced examples of incommensu-
rable arithmetic lattices in SL(n,R),SL(n,C) for all n > 2 that are length
isospectral. Prasad–Rapinchuk [25] generalized these works addressing pre-
cisely when the above commensurability rigidity holds; the most general
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versions rely on Schanuel’s conjecture in transcendental number theory.
They proved that for a fixed manifold M of the above type, there are only
finitely many commensurability classes of manifolds that can be length
commensurable to M . Our next result provides an explicit upper bound
for the number of classes as a function of only the volume of the manifold
M . The class of manifolds M are those arising from groups of the form
SL1(D), where D is a division algebra defined over a number field.

Theorem 1.6. — If K is a number field, D a K–division algebra of
degree d > 1, R a maximal order of D, Γ = ResK/Q(R1) the arithmetic
lattice in the semisimple Lie group G = ResK/Q(D1)(R), M = Γ \XG, and
V = Vol(M), then the number of pairwise non-commensurable manifolds
that are length commensurable with M is bounded above by 1 + 1033V .

We point out that for division algebras of sufficiently large degree (in fact
d > 28) this bound reduces to a more aesthetically pleasing 1 + V . This
strengthening is an immediate consequence of the proof. It is well-known
(see for instance [25, Thm. 10.1]) that L(M) is directly related to the
eigenvalue spectrum E(∆M ) of the Laplace–Beltrami operator ∆M acting
on L2(M). Specifically, the Laplace–Beltrami spectrum determines L(M).
From Theorem 1.6, we obtain the following corollary.

Corollary 1.7. — If K is a number field, D a K–division algebra of
degree d > 1, R a maximal order of D, Γ = ResK/Q(R1) the arithmetic
lattice in the semisimple Lie group G = ResK/Q(D1)(R), M = Γ \XG, and
V = Vol(M), then the number of pairwise non-commensurable manifolds
that are isospectral with M is bounded above by 1 + 1033V .

1.3. Galois cohomology sets and maximal lattices

Returning to locally equivalent correspondences, the above correspon-
dences between Brauer groups and maximal arithmetic lattices have ex-
tensions to other classes of arithmetic lattices and manifolds. The role of
the Brauer group is played by Galois cohomology sets that parameter-
ize commensurability classes of arithmetic manifolds. In fact, the Brauer
group parameterizes inner forms of type An−1 via its subgroup of n–torsion
Brn(K). For locally equivalent fields, we show these natural bijections also
hold for Galois cohomology sets associated to absolutely almost simple,
inner forms of split algebraic groups.

TOME 67 (2017), FASCICULE 2
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Theorem 1.8. — For any locally equivalent pair K,K ′ and any abso-
lutely almost simple, split group G, there is a natural bijection between
H1(K,G) and H1(K ′, G).

As a consequence, the above theorem additionally holds for any abso-
lutely almost simple groups which are inner forms of a given split group.
This is because their Galois cohomology sets are in natural bijection with
those of Theorem 1.8. As with the special case of Brauer groups, we also
have bijections between maximal lattices in the commensurability classes.

Theorem 1.9. — If [ξ′] ∈ H1(K ′, G) is the equivalence class of cocycles
corresponding to [ξ] ∈ H1(K,G) in the bijection of Theorem 1.8 and ξG

and ξ′G
′ are the corresponding isomorphism classes of twists of G and G′,

then there is a bijection between maximal arithmetic lattices of ξG and
ξ′G
′.

Under the bijections given by Theorem 1.9, the associated pair of max-
imal lattices have the same pro-congruence completion. When the lattices
also have the congruence subgroup property, one obtains non-isomorphic
lattices with isomorphic profinite completions. These examples are not new
as they appeared in [1]. The volume is not a purely local invariant and vol-
umes of associated manifolds under our bijection do not always agree; see
the example at the end of Section 3. However, under our bijection, there
are many cases when it does (e.g. Corollary 1.3).

2. Local Equivalence and Brauer Groups

In this section, we work out the details of Theorem 1.1 and the various
refinements given in the introduction.

2.1. Brauer groups

We begin by recalling some basic properties of the Brauer groups as-
sociated to local and global fields. We refer the reader to [21, 27] for a
more detailed treatment. For a number field K, the Brauer group Br(K)
is the group of Morita equivalence classes of central simple algebras de-
fined over K with the tensor product as the group operation. Given an
extension of fields L/K, there is a well-defined restriction homomorphism
ResL/K : Br(K)→ Br(L) given by ResL/K([B]) = [B⊗K L]. Every Morita
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equivalence class contains a unique division algebra [21, p. 228]. Conse-
quently, when B is a division algebra we will often simply write
ResL/K(B) = B ⊗K L. The Hasse invariants associated to the places v
of K are defined as follows. For a finite place v of K, the homomorphism
Invv : Br(Kv) → Q/Z which sends a Brauer class to its associated Hasse
invariant is an isomorphism [21, p. 338]. It follows that the order of a
class [Bv] in Br(Kv) with Hasse invariant av

mv
is equal to mv. Here av,mv

are non-negative relatively prime integers with av 6 mv. For a complex
archimedean place v of K, any central simple algebra over Kv is isomor-
phic to Mat(n,C) for some positive integer n and consequently the group
Br(Kv) is trivial. We define the local Hasse invariant to be 0 in this case.
If v is a real place then Br(Kv) ∼= Z/2Z. The latter group is generated by
the equivalence class [H] of Hamilton’s quaternions. In this case we define
Invv([R]) = 0 and Invv([H]) = 1

2 . It is a consequence of class field theory
that the sequence

(2.1) 1 // Br(K)
ιBr,K //⊕

v∈V K Br(Kv)
σ // Q/Z // 1 ,

where ιBr,K(B) = {Bv}v and σ({Bv}v) =
∑
v Invv(Bv), is exact (see [27,

Ch. 32]). The finite set of places of K where Invv([B]) 6= 0 is denoted by
Ram([B]) and the subsets of non-archimedean and archimeadean places are
denoted by Ramf ([B]) and Ram∞([B]), respectively.

2.2. Proof of Theorem 1.1

Recall that we have a pair of locally equivalent fields K,K ′ and seek
to produce a natural isomorphism ΦBr : Br(K)→ Br(K ′). To be a natural
isomorphism, we require that ΦBr be a group isomorphism and additionally
that whenever F ⊂ K, K ′ ⊂ L, commutativity of the following diagram:

Br(L)

Br(K)

Res 99

oo ΦBr // Br(K ′)

Resee

Br(F )
Res

99

Res

ee

Of course one knows that if K and K ′ have the same number of real places
then their Brauer groups are isomorphic, however the latter condition does
not follow in general. We briefly remark that our construction of such an
isomorphism depends on the choice of ΦV .

TOME 67 (2017), FASCICULE 2
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Proof of Theorem 1.1. — As every Morita equivalence class in Br(K)
is represented by a unique division algebra, it suffices to define ΦBr on
the level of division algebras. To that end, we will make extensive use
of the bijection ΦV : VK → VK′ mentioned in the introduction. Recall
that under this bijection we have Kv

∼= K ′ΦV (v) for all v ∈ V . We define
ΦBr : Br(K)→ Br(K ′) by the Hasse invariant equations

(2.2) Invv′(ΦBr(A)) = InvΦ−1
V (v′)(A).

It follows by (2.1) that there exists a unique division algebra A′ = ΦBr(A)
with these Hasse invariants. We additionally have an inverse process for
producing a map Φ−1

Br : Br(K ′) → Br(K) given by the Hasse invariant
equations

(2.3) Invv(Φ−1
Br (A′)) = InvΦV(v)(A′).

Now given [A] ∈ Br(K), we see that Invv′(ΦBr(A)) = InvΦ−1
V (v′)(A) and

that

Invv(Φ−1
Br (ΦBr(A))) = InvΦV(v)(ΦBr(A)) = InvΦ−1

V (ΦV(v))(A) = Invv(A).

Thus Invv(Φ−1
Br (ΦBr(A))) = Invv(A), and hence by (2.1), ΦBr is a bijection.

To see that ΦBr is a group homomorphism, simply note that Invv(A1 ⊗K
A2) = Invv(A1) + Invv(A2). It remains to show that the isomorphism ΦBr
is natural. We first check that ΦBr ◦ ResK/F = ResK′/F . For each [B] in
Br(F ), we must show that ΦBr([B⊗F K]) = [B⊗F K ′]. By (2.1), it suffices
to check that for each v′ ∈ VK′ , we have

(2.4) Invv′(ΦBr([B ⊗F K])) = Invv′([B ⊗F K ′]).

Via the Hasse invariant equations (2.2), (2.3), we have Invv([B ⊗F K]) =
Invv′(ΦBr([B⊗FK])). Additionally, we have the equality Invv([B⊗FK]) =
Invv′([B ⊗F K ′]), which follows from the local equivalence of K,K ′ and
basic properties of Hasse invariants. In total, we see that (2.4) holds. The
verification of Φ−1

Br ◦ ResK′/F = ResK/F is identical. For the top triangle
in (1.1), we first check that ResL/K′ ◦ΦBr = ResL/K . As in the first part,
it suffices by (2.1) to verify

(2.5) Invw([A⊗K L]) = Invw([ΦBr(A)⊗K′ L]).

As in the first case, (2.5) follows from from the local equivalence of K,K ′ in
combination with basic properties of Hasse invariants and equations (2.2),
(2.3). The verification of ResL/K′ = ResL/K ◦Φ−1

Br is identical. �
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2.3. Proof of Theorem 1.2

We denote the extension of ΦV to a bijection between fractional ideals
by ΦFI. Following [27, p. 49], if X is a finitely generated OK–module, we
define the order ideal, denoted ord(X), by the convention:

(a) If X = 0, then ord(X) = OK .
(b) If X is not an OK–torsion module, ord(X) = 0.
(c) If X is a nonzero OK–torsion module, it has an OK–composition se-

ries with factors {OK/pi} where pi ranges over some set of maximal
ideals. We then set ord(X) =

∏
pi.

For a central simple algebra A over K, we denote by Ord(A,K) the set of
OK–orders of A. Given an order R in Ord(A,K), we define the level ideal
LR of R to be the order ideal ord(O/R) of the OK–module O/R, where
O is a maximal order of A containing R. This definition is independent
of the choice of O. We remark that as an immediate consequence of the
definition, O is a maximal order in A if and only if LO = ord(0) = OK .
Proof of Theorem 1.2. — Let O be a maximal order of A and O′ be a

maximal order of ΦBr(A). By Theorem 1.1 we know that for every place
v ∈ VK there is an isomorphism Φv : A ⊗K Kv → ΦBr(A) ⊗K′ K ′ΦV(v).
Since all of the maximal orders of ΦBr(A)⊗K′K ′ΦV(v) are conjugate, we may
assume without loss of generality that Φv(O⊗OKOKv ) = O′⊗OK′OK′ΦV(v)

.
We now define the map ΦOrd. For an arbitrary OK–order R of A, we define
ΦOrd(R) to be the unique OK′–order of ΦBr(A) whose completions satisfy
the equation

(2.6) ΦOrd(R)⊗OK′ OK′ΦV(v)
= Φv(R⊗OK OKv )

for each place v in VK . That such an order ΦOrd(R) exists follows from the
local-to-global correspondence for orders (see [27, Thm. 4.22] for instance).
Indeed, it suffices to show that there is anOK′–orderR′ of ΦBr(A) such that
R′⊗OK′OK′ΦV(v)

= Φv(R⊗OKOKv ) for all but finitely many places v ∈ VK .
As O⊗OK OKv = R⊗OK OKv for all but finitely places v ∈ VK , it is clear
that O′ has the required property. We now show that ΦOrd is surjective, as
the injectivity of ΦOrd is clear. To that end, let R′ ∈ Ord(ΦBr(A),K ′) and
{v1, . . . , vn} be the set of places of VK′ for which R′⊗OK′ OK′vi 6= O

′⊗OK′
OK′vi . Also, set R to be the OK–order of A whose completions are equal
to O ⊗OK OKv if ΦV(v) 6∈ {v1, . . . , vn}. Otherwise, we set the completion
to have image in ΦBr(A) ⊗K′ K ′vi equal to R′ ⊗OK′ OK′vi . As before, the
existence of R follows from the local-to-global correspondence. Moreover,
by construction, ΦOrd(R) = R′, thus establishing the surjectivity of ΦOrd.

TOME 67 (2017), FASCICULE 2
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To see that the level ideal of ΦOrd(R) is equal to ΦFI(LR), we simply need
to combine a few facts. First, ΦOrd(R) was defined to have completions
everywhere isomorphic to those of R. Second, the completion of an order
ideal of an OK–module is equal to the order ideal of the completion of the
module [27, Thm. 4.20]. In tandem, we obtain the claim on level ideals. �

The following is immediate from Theorem 1.2 and the definition of the
level ideal applied to maximal orders.

Corollary 2.1. — If O is a maximal order in A, then ΦOrd(O) is also
a maximal order in ΦBr(A).

2.4. Arithmetic lattices

We refer the reader to [31] for a general introduction to arithmetic lattices
in semisimple Lie groups.

Given a central simple algebra A over K, by the Wedderburn Structure
Theorem, A ∼= Mat(r,D), where D is a central simple division algebra. Let
v1,R, . . . , vr1,R be the real places of K and v1,C, . . . , vr2,C be the complex
places of K, where the latter are taken up to complex conjugation. For each
complex place, A ⊗K Kvj,C

∼= Mat(rd,C), where d is the degree of D over
K while at each real place, we have

A⊗K Kvj,R
∼=

{
Mat(rd,R), vj,R /∈ Ram∞(D),
Mat(rd/2,H), vj,R ∈ Ram∞(D).

The group of norm one elements A1 of A embeds into either SL(rd,C),
SL(rd,R), or SL(rd/2,H). Given an order O in A, the group of norm one
elements O1 embeds into these Lie groups as well. Moreover, by Borel–
Harish-Chandra [4], the image of O1 is an arithmetic lattice in the product

(2.7) (SL(rd,C))r2 × (SL(rd,R))r1−|Ram∞(D)| × (SL(rd/2,H))|Ram∞(D)|.

Typically, one removes compact factors in the product as the image of O1

is also a lattice in the product of all the non-compact groups. The groups
SL(rd,R) and SL(rd,C) are non-compact provided rd > 1. The groups
SL(rd/2,H) are non-compact provided r > 1 or d > 2, and so compact
only when rd/2 = 1. Additionally, for geometric connections, one typically
works with lattices in the adjoint form of (2.7); we will work with lattices
in A∗/K∗ below as a result.
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2.5. Bijections between maximal arithmetic lattices

We restrict our attention to the case in which A is a quaternion algebra
and extend the bijection of Theorem 1.2 to a bijection between the maxi-
mal arithmetic subgroups of A∗/K∗ and those of ΦBr(A)∗/K ′∗. Although
this bijection may be obtained by associating to the normalizer N(E) of
an Eichler order E in A, the normalizer N(ΦOrd(E)) of the corresponding
Eichler order ΦOrd(E) in ΦBr(A) (see [15, Ch. 11.4] for this characteriza-
tion of maximal arithmetic subgroups of A∗/K∗), it is more natural to work
within the context of Bruhat–Tits theory.
We begin by briefly recalling the construction of maximal arithmetic

subgroups of quaternion algebras. Our treatment follows that of Borel [3],
though we will use the somewhat less burdensome notation employed by
Chinburg and Friedman [8, p. 41]. The Bruhat–Tits tree for SL(2, k), where
k is a non-archimedean local field with ring of integers Ok and uniformizer
πk, is given as follows. Given two maximal orders R1 and R2 of the split
quaternion algebra Mat(2, k), we define the distance d(R1,R2) to be the
non-negative integer n such that as Ok–modules, R1/R1∩R2 ∼= Ok/πnkOk.
The vertices of the Bruhat–Tits tree Tk for SL(2, k) are the distinct maximal
orders of Mat(2, k). Two vertices are connected by an undirected edge if
the distance between the associated maximal orders is one. We represent
edges in the tree Tk by {Ev, Êv}. The group A∗/K∗ acts on TKv via the
conjugation action of A∗ on the set of maximal orders of Av = A ⊗K Kv.
Let S be a finite set of finite places of K which are disjoint from Ramf (A).
For a maximal order R of A, we define

ΓR,S :=
{
x ∈ A∗/K∗ : x fixes Rv if v 6∈ S, x fixes {Ev, Êv} when v ∈ S

}
.

Borel [3] has shown that every maximal arithmetic subgroup of A∗/K∗
arises in this manner. Denote by MaxArith(A,K) the set of maximal arith-
metic subgroups of A∗/K∗.

Proposition 2.2. — The bijection ΦOrd extends to a bijection between
MaxArith(A,K), MaxArith(ΦBr(A),K ′).

Proof. — Our bijection between MaxArith(A,K) and MaxArith(ΦBr(A),
K ′) is the obvious one. Using ΦV, there is a distance preserving isomor-
phism between the trees TKv and TK′ΦV(v)

for all v not lying in Ramf (A). For
SΦ = {ΦV(v) : v ∈ S}, the desired bijection sends ΓR,S to ΓΦOrd(R),SΦ . �
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3. Volume of the Associated Orbifolds

In this section, we show that our bijection ΦOrd extended to arithmetic
lattices derived from maximal orders also preserves covolume. The main
tool is a special case of Prasad’s volume formula [24] that we work out
explicitly.

3.1. Prasad’s volume formula

We refer the reader to [24] for a thorough treatment of this material. We
have also borrowed the notation used in [24] for referencing ease. Let G be
an absolutely quasi-simple, simply connected algebraic group defined over
a number field K and G be an absolutely quasi-simple, simply connected
algebraic group which is also quasi-split over K. For a place v ∈ V Kf let
qv denote the size of the residue field Fv, let S be a finite set of places
containing V K∞ , and let rv be the kunrv –rank of G where kunrv denotes the
maximal unramified extension of kv. We fix a coherent system of parahorics
in G by which we mean a collection of parahorics Pv, denoted (Pv)v∈V K

f
,

such that
∏
v∈V K∞

G(Kv)
∏
v∈V K

f
Pv is an open subgroup of the adelic points

G(AK) (for the definition of parahoric, see [30]). Given this coherent system
of parahorics, for each v ∈ V Kf , Bruhat–Tits theory associates a smooth,
affine group scheme Gv over Spec(OKv ) such that the generic fiber Gv×OKv
Kv of Gv is isomorphic to the base change of G to Spec(Kv), i.e. G×KKv,
and further such that the OKv–points of Gv are isomorphic to Pv. Since
G is simply connected, the fiber over the closed point in Spec(OKv ) is
connected and we denote it by Gv := Gv ×OKv Fv. The group Gv admits a
Levi decomposition over Fv as Gv = Mv.Ru(Gv) and we denote byMv the
maximal, connected, reductive part and by Ru(Gv) the unipotent radical.
Fixing an Fv–defined Borel subgroup Bv, we let T v denote the maximal
Fv–torus of Bv. In the volume formula we will disregard the unipotent
radical and only consider the reductive part. Letters in calligraphy will
denote the similar notation for G. The following volume formula of Prasad
can be found in [24, Thm. 3.5].
Theorem 3.1 (Prasad [24]). — With the notations above, let S be a

finite set of places such that V K∞ ⊂ S and GS =
∏
v∈S G(Kv). If Λ denotes

the lattice obtained as the image ofG(K)∩(GS ·
∏
v/∈S Pv) under the natural

projection to GS , then

µS(GS/Λ) = D
1
2 dimG

K (DL/D[L:K]
K ) 1

2 s(G)

( ∏
v∈V∞

∣∣∣∣∣
r∏
i=1

mi!
(2π)mi+1

∣∣∣∣∣
v

)
τK(G)E
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where | − |v denotes the valuation given by v, E is given by

E =
∏

v∈S∩V K
f

q
(rv+dimMv)/2
v

|T v(Fv)|

∏
v/∈S

q
(dimMv+dimMv)/2
v

|Mv(Fv)|
,

and with the notations
(1) DK (resp. DL) is the discriminant of K (resp. L) and L is the

smallest extension of K over which G splits.
(2) s(G) is an integer based on the type of the group, which is 0 if G

split over K.
(3) mi are the exponents of G.
(4) τK(G) is the Tamagawa number.
(5) µS is the product measure on GS .

3.2. Volume formula for central simple algebras

The following is an explicit, special case of Theorem 3.1 for groups arising
from central simple algebras.

Proposition 3.2. — Let D be a degree d division algebra, G = SLn(D)
the norm one elements of the central simple algebra Mat(n,D), R a max-
imal order in D, and Λ = SLn(R). If Ramf (D) denotes the set of finite
ramified places of D, then the volume of G/Λ is given by

µ(G/Λ) = D((nd)2−1)/2
K

(
nd−1∏
i=1

i!
(2π)i+1

)[k:Q] nd−1∏
i=1

ζK(i+ 1)

·
∏

v∈Ramf (D)

nd−1∏
i=1

(qi+1
v − 1)

nv−1∏
i=1

(qdv(i+1)
v − 1)

(
dv−1∑
i=0

qiv

) .
Here we use the conventions that dv is the order of the local invariant
Invv(D), nvdv = nd, and if nv = 1 then

∏nv−1
i=1 (qdv(i+1)

v − 1) = 1.

Proof. — Our interest is in algebraic groups of type 1 And−1. Namely
let G be the K–defined algebraic group with group of E–points given by
G(E) = SLn(D ⊗K E), where D a fixed division algebra defined over K
and extension E/K. In this case, the quasi-split G is given by SLnd. It is
well known that G is an inner K–form of G (see [22, 2.2] for instance).
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Given a maximal order R ⊂ D we consider the OK–form of G such that
G(OK) = SLn(R) and G(OKv ) = SLn(Rv) for any v ∈ V K , with the
convention that Rv = R ⊗OK OKv . It is straightforward to check that
Pv = SLn(Rv) is a coherent system of parahorics. For an inner form of
type And−1, we know that L = K, τK(G) = 1, and the exponents are given
by mi = i for 1 6 i 6 nd − 1 ([24, 1.5] and the fact that quasi-split and
split are the same in this case). Since we are not considering S–arithmetic,
i.e. S = V K∞ , the volume formula greatly simplifies to give

µ(G/Λ) = D1/2((nd)2−1)
K

(
nd−1∏
i=1

i!
(2π)i+1

)[K:Q]

E ,

where E =
∏
v∈V K

f

q(dimMv+dimMv)/2
v

|Mv(Fv)|
. Let Q denote the set of non-archime-

dean places for which SLn(D) does not split over Kv. If v /∈ Q then D splits
overKv and G ∼= G = SLnd overKv. That impliesMv

∼=Mv = SLnd(OKv )
and yields the following elementary manipulation

E =
∏
v∈V K

f

q
(dimMv+dimMv)/2
v

|Mv(Fv)|
=

∏
v∈V K

f
\Q

qdimM
v

|Mv(Fv)|

∏
v∈Q

q
(dimMv+dimMv)/2
v

|Mv(Fv)|

=
∏
v∈V K

f

qdimM
v

|Mv(Fv)|

∏
v∈Q

q(dimMv−dimMv)/2
v

|Mv(Fv)|
|Mv(Fv)|

For convenience sake we write

λv = q(dimMv−dimMv)/2
v

|Mv(Fv)|
|Mv(Fv)|

,

and in the future refer to each λv as a lambda factor. Since G = SLnd, we
see thatMv = SLnd(Fqv ) and via [19, Table 1] we compute∏

v∈V K
f

qdimM
v

|Mv(Fv)|
=
∏
v∈V K

f

q(nd)2−1
v

q(nd−1)(nd)/2
v

nd−1∏
i=1

(qi+1
v − 1)

=
∏
v∈V K

f

1
nd−1∏
i=1

(
1− 1

qi+1
v

) =
nd−1∏
i=1

ζK(i+ 1)

If v ∈ Q, then Rv does not split completely and the index of the local
Dynkin diagram is of type dvAnvdv−1 according to the classification in [30,
4.3].
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If n > 2, then the absolute local Dynkin diagram is a cycle of length nd
where Gal(Kunr

v /Kv) acts as the cyclic group Z/dvZ by a rotation of the
cycle (see [30, 4.3]). The relative local Dynkin diagram is hence a cycle of
length nv. For the vertex x corresponding to our parahoric, by Bruhat–Tits
theory ([30, 3.5.2]), to find the corresponding index ofMss

v , one deletes the
vertices in the orbit of x under the Galois action as well as all of the edges
adjacent to those vertices. The resulting diagram gives the desired index.
Here Mss

v denotes the semisimple part of Mv, which is nothing more than
the derived subgroup of Mv. In particular, in this case Mss

v has absolute
type

Anv−1 × ...×Anv−1︸ ︷︷ ︸
dv−times

.

To compute |Mv|, we write Mv = M
ss

v .Rv(Mv), where Rv(Mv) is the
radical ofMv. It can be shown thatMv has Fv–rank equal to the Kv–rank
of G which in this case is nd − 1 = nvdv − 1. Over Kv, M

ss

v has absolute
rank nvdv − dv from the product above and hence the radical of Mv is a
dv − 1 dimensional, non-split torus. Consequently, Rv(Mv) is given by the
norm torus

Res(1)
F
q
dv
v
/Fqv

(Gm) = ResF
q
dv
v
/Fqv (Gm) ∩G.

One can compute that∣∣∣∣Res(1)
F
q
dv
v
/Fqv

(Gm)
∣∣∣∣ = qdvv − 1

qv − 1 =
dv−1∑
i=0

qiv,

which comes from the fact that
∣∣∣F×
qdvv

∣∣∣ = qdvv − 1 and the well known fact

that the norm is surjective onto Fqv . One can similarly compute
∣∣∣Mss

v

∣∣∣ by
noting that it has the same order as the group SLnv (Fqdvv ) since

SLnv (Rv)⊗OKv Fqv ∼= SLnv (Rv ⊗OKv Fqv ) ∼= SLnv (Fqdvv ).

The latter isomorphism is well-known ([22, 1.4] for instance). Combin-
ing [19, Table 1] ∣∣∣Mss

v

∣∣∣ = qnvdv(nv−1)/2
v

nv−1∏
i=1

(qdv(i+1)
v − 1)

and Lang’s isogeny theorem ([22, p. 290]), yields

∣∣Mv

∣∣ =
∣∣∣Mss

v

∣∣∣ ∣∣R(Mv)
∣∣ =

(
qnvdv(nv−1)/2
v

nv−1∏
i=1

(qdv(i+1)
v − 1)

)(
dv−1∑
i=0

qiv

)
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Hence dimMv = n2
vdv−1 from which the lambda factors can be computed

as

λv = q
(n2
vdv−1−((nd)2−1))/2

v

q(nd−1)(nd)/2
v

nd−1∏
i=1

(qi+1
v − 1)

qnvdv(nv−1)/2
v

nv−1∏
i=1

(qdv(i+1)
v − 1)

(
dv−1∑
i=0

qiv

)

= q
n2
vdv(1−dv)/2

v

q
n2
vdv(dv−1)/2

v

nd−1∏
i=1

(qi+1
v − 1)

n−1∏
i=1

(qdv(i+1)
v − 1)

(
dv−1∑
i=0

qiv

)

=

nd−1∏
i=1

(qi+1
v − 1)

nv−1∏
i=1

(qdv(i+1)
v − 1)

(
dv−1∑
i=0

qiv

)
Here we are repeatedly using that nvdv = nd. This completes the proof in
the case of nv > 2.

Now if n = 1, a new phenomenon can occur. If v /∈ Q, we still have
G ∼= G = SLd overKv and hence our computation ofMv from above carries
through. Similarly if v ∈ Q and nv > 1, the above computation carries
through. If v ∈ Q such that nv = 1, then the absolute local Dynkin diagram
is still a cycle of length d where the Galois group acts as a cyclic group of
order d by a rotation of this cycle. However, unlike above, the relative local
Dynkin diagram is empty since there is only one orbit under this action.
Therefore SL1(Rv) is totally anisotropic and so Mv = Res(1)

F
q
dv
v
/Fqv

(Gm).
This group has order

∑d−1
i=0 q

i
v and the associated lambda factor is given

by:

λv = q(d−1−(d2−1))/2
v

qd(d−1)/2
v

d−1∏
i=1

(qi+1
v − 1)∑d−1

i=0 q
i
v

= qd(1−d)/2
v

qd(d−1)/2
v

d−1∏
i=1

(qi+1
v − 1)

d−1∑
i=0

qiv
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= qd(1−d)/2
v

qd(d−1)/2
v

d−1∏
i=1

(qi+1
v − 1)

d−1∑
i=0

qiv

= (qv − 1)
d−2∏
i=1

(qi+1
v − 1) =

d−1∏
i=1

(qiv − 1). �

We now return to the setting of locally equivalent number fields. As
before, let K,K ′ be a locally equivalent pair, D a division algebra over K,
and R a maximal order of D. Let D′,R′ be the associated division algebra
and maximal order, respectively, over K ′ under the correspondences from
Theorem 1.1 and Theorem 1.2.

Corollary 3.3. — If G = SLn(D), G′ = SLn(D′), Λ = SLn(R), and
Λ′ = SLn(R′), then the volumes of the associated quotients are the same,
namely µ(G/Λ) = µ(G′/Λ′).

Indeed these quantities are completely controlled by the local behavior
of the number field, division algebra, and maximal order. Additionally,
we know that locally equivalent fields share the same discriminant, zeta
function, and degree so the result follows. Corollary 3.3 extends to any
order given by Theorem 1.2 as well.

Corollary 3.4. — Let T be any order contained in R and let T ′
be the corresponding order given by the construction of Theorem 1.2. If
Λ = SLn(T ) and Λ′ = SLn(T ′), then µ(G/Λ) = µ(G′/Λ′).

Proof. — This follows immediately from Corollary 3.3, as the proof of
Theorem 1.2 makes it clear that the index of T in R coincides with the
index of T ′ in a maximal order R′ of D′. �

We conclude this section with an example showing that our bijection
between maximal arithmetic lattices (Proposition 2.2) does not always pre-
serve covolumes. In essence this is due to the fact that there exist locally
equivalent number fields with different class numbers (cf [29]).

Example. — Let K1 = Q( 8
√

799) and K2 = Q( 8
√

16 · 799). It was shown
by de Smit and Perlis [29] that these two number fields have isomorphic
adele rings and different class numbers. Indeed, using Magma [6] it is easy
to compute that the class number of K1 is 213 and the class number of K2
is 214. Because K1 and K2 have isomorphic adele rings, their Dedekind zeta
functions are equal [11]. It is well known that the signature of a number

TOME 67 (2017), FASCICULE 2



468 Benjamin LINOWITZ, D. B. MCREYNOLDS & Nicholas MILLER

field is determined by the Dedekind zeta function. In this case we see that
both K1 and K2 have signature (2, 3). For i = 1, 2 let Bi be the unique
quaternion division algebra over Ki which is unramified at all finite primes
of Ki. It is clear that B1 and B2 correspond to one another via the iso-
morphism in Theorem 1.1. Let O1 be a maximal order of B1 and O2 be
the corresponding (via Theorem 1.2) maximal order of B2. Let Γ1 (respec-
tively Γ2) denote the image in PSL(2,C)3 of N(O1) (respectively N(O1)),
where N(Oi) is the normalizer in B∗i of O∗i . Borel [3] has shown that these
are both maximal arithmetic subgroups of PSL(2,C)3. The covolumes of
these groups are most easily computed using Chinburg and Friedman’s [7,
Prop. 2.1] simplification of Borel’s volume formula:

CoVolume(Γi) =
D

3
2
Ki
ζKi(2)

212π7[Ki(Bi) : Ki]
,

where DKi is the absolute value of the discriminant of Ki, ζKi(s) the
Dedekind zeta function of Ki, and Ki(Bi) is the maximal extension of Ki

which is unramified at all finite primes of Ki and whose Galois group is an
elementary abelian group of exponent 2. It is known that the [Ki(Bi) : Ki]
coincides with the type number of Bi [8, p. 37]. (Recall that the type num-
ber of a central simple algebra defined over a number field is the number of
isomorphism classes of maximal orders.) Because ζKi(s) determines DKi ,
our claim that Γ1 and Γ2 have different covolumes follows from the fact
(easily verified with Magma [6]) that the type number of B1 is 128 and the
type number of B2 is 64.

4. Greatest Common Divisors and Rigidity

We now exhibit a few rigidity results regarding natural isomorphisms of
Brauer groups. The first rigidity result which we will prove is Theorem 1.4
from the introduction.

4.1. Proof of Theorem 1.4

Recall that K,K ′ are locally GCD equivalent if for every rational prime
p which is unramified in K/Q and K ′/Q we have

gcd(f(v1/p), . . . , f(vg/p)) = gcd(f(v′1/p), . . . , f(v′g′/p)),

where v1, . . . , vg are the places of K lying above p and v′1, . . . , v′g′ are the
places of K ′ lying above p. Here f(vi/p) (respectively f(v′i/p)) is the inertia
degree of vi (respectively v′i) over p.
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Proof of Theorem 1.4. — We proceed via contradiction assuming K,K ′
are not locally GCD equivalent. In that case, there is a prime p1 ∈ Z which
is unramified in K/Q and K ′/Q such that

gp1 = gcd(f(v1/p1), . . . , f(vg/p1)) 6= gcd(f(v′1/p1), . . . , f(v′g′/p1)) = g′p1
.

Without loss of generality we may assume that g′p1
< gp1 . Let p2, . . . , pgp1

be distinct rational primes which all have the same GCD of local degrees
(relative to the extension K/Q) as p1. Set B to be the degree gp1 division
algebra defined over Q whose local invariants are 1

gp1
at p1, p2, . . . , pgp1

and
which is split at all other rational primes. Notice that if v is a place of K
which lies above pi then

Invv(B ⊗Q K) = [Kv : Qpi ] ·
1
gp1

= f(v/pi) ·
1
gp1

∈ Z.

By (2.1), we see that B ⊗Q K ∼= Mat(gp1 ,K), and hence [B ⊗Q K] is
trivial in Br(K). Now consider the algebra ΦBr(B ⊗Q K

′) = ResK′/Q(B).
As g′p1

< gp1 , there is a place v′ of K ′ which lies above p1 for which f(v′/p1)
is not divisible by gp1 . Consequently,

Invv′(B ⊗Q K
′) = [K ′v′ : Qp1 ] · 1

gp1

= f(v′/p1) · 1
gp1

6∈ Z,

and by (2.1), we see that B⊗QK
′ represents a nontrivial class in Br(K ′). As

ΦBr(ResK/Q([B])) 6= ResK′/Q([B]), we contradict the naturality of ΦBr. �

4.2. Proof of Corollary 1.5

Corollary 1.5 is an immediate consequence of Theorem 1.4 and the fol-
lowing proposition.

Proposition 4.1. — Let K and K ′ be number fields which are locally
GCD equivalent. If K ′/Q is Galois then K ′ ⊂ K̂ where K̂ is the Galois
closure of K over Q.

Proof. — Given a rational prime p which is unramified in K ′/Q and
splits completely in K̂/Q, we have f(v/p) = 1 for all places v lying over p.
As K,K ′ are locally GCD equivalent, we see that

1 = f(v′1/p) = · · · = f(v′g′/p),

where v1, . . . , vg′ are the distinct places of K ′ lying over p. Thus p splits
completely in K ′/Q, and so all but finitely many primes of Q which split
completely in K̂/Q also split completely in K ′/Q. The proof is finished
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with a standard consequence of the Chebotarev density theorem (cf. [12,
Thm. 9, p. 168]). �

Our final result of this subsection is the following rigidity result.

Theorem 4.2. — Let K,K ′ be number fields and B,B′ be central di-
vision algebras over K,K ′ of degree d such that for every field F ⊂ K ∩K ′
and division algebra B0 over F , B0⊗FK = B if and only if B0⊗FK ′ = B′.
If there exists a common subfield F ⊂ K ∩K ′ such that K/F and K ′/F
are both Galois of degree dividing d and Res−1

K/F (B) 6= ∅ then K = K ′ and
B = B′.

Proof. — By hypothesis there exists a subfield F ⊂ K ∩ K ′ such that
Res−1

K/F (B) 6= ∅. We assume F = Q for simplicity as the general case can
be argued identically. To prove that K = K ′, we will show that rational
primes have the same splitting behavior over K,K ′ using central simple
algebras. From K = K ′, it is a simple matter to deduce B = B′. We now
commence with the proof.
Given B̃ ∈ Res−1

K/Q(B), we select a rational prime p0 that is unramified in
both K/Q and K ′/Q, does not lie below a place of K or K ′ which ramifies
in B or B′, does not ramify in B̃, and does not split completely in K/Q. As
p0 neither ramifies nor splits completely in K/Q, every place v of K lying
above p0 has inertial degree f for some f > 1. If g is the number of places
of K lying above p0, then fg = [K : Q]. We now select f − 1 additional
primes p1, . . . , pf−1 under identical constraints. We note that the existence
of these primes follows from the Chebotarev density theorem. By (2.1),
there exists a division algebra B0 over Q whose local invariants coincide
with those of B̃ at the primes of Z which ramify in B̃ and which has local
invariant 1

f at the primes p0, . . . , pf−1. If v is a place of K which lies above
one of the pi, then Invv(B0 ⊗Q K) = 1. It follows that B0 ⊗Q K = B, and
so by hypothesis, we must also have B0 ⊗Q K

′ = B′. We assert that p0
does not split completely over K ′. Assuming the contrary, for any place v′
of K ′ which lies above p0, we see that

B′ ⊗K′ K ′v′ = B0 ⊗Q K
′ ⊗K′ K ′v′ = B0 ⊗Q K

′
v′ = B0 ⊗Q Qp0 .

Since B0 was defined to have local invariant 1
f at p0, we conclude that

B0 ⊗Q Qp0 is a division algebra. In particular, B′ ⊗K′ K ′v′ represents a
nontrivial class in Br(K ′v′) and so v′ ramifies in B′. However, by selection,
p0 does not lie below any prime in K ′ that resides in Ram(B′). Having
obtained a contradiction, we see that p0 does not split completely over
K ′. In total, with a finite number of exceptions, if a rational prime does
not split completely in K/Q then it does not split completely in K ′/Q.
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Equivalently, if a rational prime splits completely in K ′/Q then it splits
completely in K/Q (with at most a finite number of exceptions). Via the
same argument, with the roles of K and K ′ interchanged, we see that the
set of rational primes splitting completely in K/Q coincides with the set
of rational primes splitting completely in K ′/Q with at most finitely many
exceptions. The Chebotarev density theorem then implies that K = K ′.
Finally, as B = B̃ ⊗Q K = B̃ ⊗Q K

′ = B′, we see that B = B′. �

A similar result was proven in the context of quaternion algebras defined
over number fields with a unique complex place in [17, Thm. 1.1]. Theo-
rem 4.2 generalizes that result to division algebras of arbitrary degree.

5. Proof of Theorem 1.6

We first note that the work of Prasad and Rapinchuk [25] shows that it
suffices to obtain an upper bound on the number of isomorphism classes
of division algebras defined over K which possess precisely the same set
of maximal subfields as D. In particular, non-commensurable, length com-
mensurable manifolds must arise from division algebras defined over K
(i.e. the associated arithmetic lattices are commensurable with SL1(R) for
a maximal order R in a division algebra D′ over K).

For a division algebra D over K, we set Gen(D) to be the number of
isomorphism classes of division algebras over K with the same maximal
subfields as D. Let Ramf (D) = {v1, ..., vn} be the set of finite places of K
which ramify in D. We write dvi = deg(Dvi) and call dvi the local degree
at vi. We set ΘD =

∏n
i=1 φ(dvi), where φ is the Euler φ–function, and note

that Gen(D) 6 ΘD. Observe that
∏d−1
i=1 ζK(i + 1) > 1,

∏d−1
i=1

i!
(2π)i+1 > 1

for d > 28. Moreover, it is straightforward to see that the second product
is always greater than 10−33. It follows from Proposition 3.2 that

(5.1)
∏

v∈Ramf (D)

λv 6
1033V

D(d2−1)/2
K

6 1033V.

Theorem 1.6 is a direct consequence of (5.1) and the following proposition.

Proposition 5.1. — For a fixed N ∈N, let α∈N be such that 3α6N <

3α+1 and let D be a division algebra over K such that
∏
v∈Ramf (D) λv 6 N .

(a) If α < 2, then Gen(D) = ΘD = 1.
(b) If α > 2, then ΘD 6 2α.
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Proof. — For (a), observe that the only division algebras D satisfying∏
v∈Ramf (D) λv 6 N 6 8 must have local degree 2 at all finite ramified

places. Thus, D is a quaternion algebra and it follows that Gen(D) =
ΘD = 1.

For (b), we will find a maximizer of ΘD subject to
∏
v∈Ramf (D) λv 6 N

as we vary over K and D. First we will reduce to analyzing a number
field K with [K : Q] > α in which the rational prime 2 splits completely
and to a division algebra D ramified only at the places lying above 2.
More specifically we want to reduce to the case where qv = 2 for each
v ∈ Ramf (D). Recall that

λv =



d−1∏
i=1

(qiv − 1), nv = 1

d−1∏
i=1,dv-i

(qiv − 1), nv 6= 1.

For fixed dv, λv is visibly smallest when qv = 2. Furthermore, by definition
of ΘD, changing the size of qv does not change the value of ΘD. Hence to
minimize the possible values of λv while simultaneously maximizing ΘD,
we assume qv = 2 for all v and only ramify the division algebra at places
above 2 (that does not necessarily force 2 to split completely but we may
as well assume it does). The requirement [K : Q] > α is evident from the
above discussion and the specific relationship between α and N (see the
statement of Proposition 5.1).
Subject to the above reductions, we now deduce the upper bound by

explicitly constructing a division algebra which maximizes ΘD. That will
be accomplished by finding a cubic, division algebra Dmax that ramifies at
as many places lying above the prime 2 as possible. We assume now that
K is a number field such that [K : Q] > α, such that 2 splits completely in
K, and that Dmax is a cubic, division algebra with α of the places above
2 having local degrees dvi = 3. By choosing some of the local invariants
Invv(Dmax) to be 2/3 instead of 1/3, we can always ensure the existence
of Dmax by (2.1), so long as α > 2. By construction of Dmax and by
definition of α, we see that

∏
v∈Ramf (Dmax) λv 6 N . We claim that ΘDmax

is the maximum value of ΘD subject to the constraint on lambda factors.
Consider another algebra D such that

∏
v∈Ramf (D) λv 6 N , which we

may also assume to be only ramified at primes above 2. If the degree of D
is 3 then ΘD 6 ΘDmax by construction. For algebras D of higher degree,
we will reduce to the cubic case by finding a cubic, division algebra D′ such
that

∏
v∈Ramf (D′) λv 6 N and consequently ΘD 6 ΘD′ 6 ΘDmax . To that
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end, we let λv be a lambda factor for a place v ∈ Ramf (D) and construct
a cubic, division algebra D′ as follows:

(1) For any place v ∈ Ramf (D) such that dv = 2 we will not ramify
D′, as these do not affect ΘD.

(2) For any v ∈ Ramf (D) such that dv = 3, we ramify D′ at the same
place with dv = 3. As remarked above, one can always ensure (2.1)
while having all local degrees equal to 3.

(3) For any place v ∈ Ramf (D) such that dv > 3 (necessarily at least
2 such exist) we ramify D′ at as many places over the prime 2 as
possible with local degree 3 and such that the product of the lambda
factors of these primes remains less than λv.

By construction, D′ is a cubic, division algebra with
∏
v∈Ramf (D) λv >∏

v∈Ramf (D′) λv and so only the claim on ΘD–values needs to be verified.

Claim 1. — ΘD 6 ΘD′ .

Proof of Claim 1. — To prove the claim, we will call a place v ∈
Ramf (D) type (1), (2), or (3) in correspondence with which item it falls
into in the above list. If v ∈ Ramf (D) is of type (3), then

λv =
d−1∏

i=1,dv-i

(2i − 1) =
2∏
i=1

(2i − 1)
d−1∏

i=3,dv-i

(2i − 1) = 3
d−1∏

i=3,dv-i

(2i − 1).

Note that
∏2
i=1(2i − 1) is precisely the lambda factor for a cubic, division

algebra and a place lying over 2 for which dv = 3. For i > 4 we know
that 2i − 1 > 2i−1 > 3

⌈
i−1

2
⌉
. Using the convention that, if 5 > d − 1,∏d−1

i=5,dv-i
⌈
i−1

2
⌉

= 0, we see that

λv = 3
d−1∏

i=3,dv-i

(2i − 1) > 3

(
2 + c4 +

∑d−1
i=5,dv-i

⌈
i−1

2
⌉)
,

where c4 is 0 if dv | 4 and 2 otherwise. In the above product, c4 arises
from finding the biggest power of 3 less than 2i − 1 for i = 4. Using this
inequality we see that for each v ∈ Ramf (D) with dv > 3, our procedure
will instead ramify at least 2 + c4 +

∑d−1
i=5,dv-i

⌈
i−1

2
⌉
places v′ above 2, all

with local degrees dv′ = 3.
We now verify ΘD 6 ΘD′ . If a given v ∈ Ramf (D) is of type (1) or

(2), then the contribution to ΘD from v is the same as the corresponding
v′ ∈ Ramf (D′) to ΘD′ . Thus it suffices to deal with v ∈ Ramf (D) of
type (3). First note trivially that φ(dv) 6 dv−1 6 d−1. If v ∈ Ramf (D) is
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of type (3), then the contribution to ΘD′ from the multiple lambda factors
of the corresponding v′ ∈ Ramf (D′) is at least

φ(3)

(
2 + c4 +

∑d−1
i=5,dv-i

⌈
i−1

2 }
⌉)

= 2

(
2 + c4 +

∑d−1
i=5,dv-i

⌈
i−1

2
⌉)
.

So long as this quantity is greater than φ(dv) for each v ∈ Ramf (D) of
type (3), then we complete the proof. Indeed if dv = 4, then we are done
since by our convention

2

(
2 + c4 +

∑d−1
i=5,dv-i

⌈
i−1

2
⌉)

= 22 + c4 > 3 = dv − 1.

We must have dv | d and consequently dv - d − 1 for any division algebra.
Hence if dv > 5, we again conclude

2

(
2 + c4 +

∑d−1
i=5,dv-i

⌈
i−1

2
⌉)
> 2
(⌈
d+2

2
⌉)
> dv − 1. �

6. Galois Cohomological Bijections

We extend the bijection in Theorem 1.1 to various Galois cohomology
sets as well as maximal arithmetic lattices in inner forms of absolutely
almost simple, Q–split algebraic groups.

6.1. Galois cohomology and forms of algebraic groups

We denote the ith Galois cohomology set with coefficients in the algebraic
group G by Hi(K,G) = Hi(Gal(K/K), G) with the understanding that
when G is not abelian we will only take i ∈ {0, 1}. For a number field
K and an absolutely almost simple, K–split algebraic group G, we have
a map H1(K,G) → H1(K,AutK(G)) where G denotes the corresponding
adjoint group. Twisting G by a class in H1(K,AutK(G)) gives a K–form of
G that is inner when the class is in the image of this map. In this section,
we construct a natural bijection between H1(K,G) and H1(K ′, G) which,
after identification, gives the requisite bijection between inner K–forms of
G with inner K ′–forms of G.
It is well known that there is a group isomorphism between H2(K,K∗)

and Br(K), and consequently a group isomorphism H2(K,µn) ∼= Brn(K),
where Brn(K) denotes the n–torsion in the Brauer group (see [18, p. 351]
or [22, p. 28] for instance). Hence, if K,K ′ are a locally equivalent pair,
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then there is an isomorphism ΦGC : H2(K,K∗)→ H2(K ′,K ′∗) induced by
the bijection of places ΦV : V K → V K

′ and such that

H2(K,K∗) ΦGC //

ιK ��

H2(K ′,K ′∗)
ιK′��∏

vH
2(Kv,K

∗)
∏

v
Φv
// ∏

v′ H
2(K ′v′ ,K ′

∗)

commutes. Here the vertical arrows are the canonical maps into the places
and the

∏
v Φv are isomorphisms induced by the ΦV . Furthermore, ΦGC

is natural with respect to changing fields. We also have an isomorphism
ΦGC,n : H2(K,µn) → H2(K ′, µn) induced by ΦV : V K → V K

′ such that
the diagram

H2(K,µn)
ΦGC,n //

ιµn,K ��

H2(K ′, µn)
ιµn,K′��∏

vH
2(Kv, µn)

∏
v

Φv
// ∏

v′ H
2(K ′, µn)

commutes. Again the vertical arrows are the canonical maps into the places
and the

∏
v Φv are isomorphisms induced by the ΦV .

6.2. Proof of Theorem 1.8

Throughout this section we assume thatG is an absolutely almost simple,
Q–split algebraic group. Given this, we have the exact sequence

(6.1) 1 // Z // G̃ // G // 1 ,

where G denotes the adjoint form of G, G̃ denotes the simply connected
form, and Z denotes the fundamental group of G. We have the associated
cohomology exact sequence

H1(K, G̃) //

��

H1(K,G) δ //

��

H2(K,Z)

��∏
vH

1(Kv, G̃) // ∏
vH

1(Kv, G) // ∏
vH

2(Kv, Z).

Lemma 6.1. — If K,K ′ are a locally equivalent pair and v′ = ΦV (v),
then the local diagram

H1(Kv, G̃)
ϕv,0
��

γv // H1(Kv, G)
ϕv,1
��

δv // H2(Kv, Z)
ϕv,2
��

H1(K ′v′ , G̃)
γ′
v′ // H1(K ′v′ , G)

δ′
v′ // H2(K ′v′ , Z) ,

TOME 67 (2017), FASCICULE 2



476 Benjamin LINOWITZ, D. B. MCREYNOLDS & Nicholas MILLER

commutes, where the vertical maps are bijections induced by local equiva-
lence.

Proof. — The isomorphism Kv
∼= K ′v′ induces an isomorphism between

Gal(Kv/Kv) and Gal(K ′v′/K ′v′) giving the vertical arrows. As Galois co-
homology is functorial with respect to change of group maps, we obtain
the commutativity of the diagram ([2, III] for instance). �

Combining the above diagrams, we obtain the following commutative
Galois cohomological diagram:

(6.2)

H1(K, G̃)
ι
G̃,K ��

γ // H1(K,G) δ //

ι
G,K ��

H2(K,Z)
ιZ,K
��∏

vH
1(Kv, G̃)

γV //

ϕ0 ��

∏
vH

1(Kv, G)
ϕ1
��

δV // ∏
vH

2(Kv, Z)
ϕ2
��∏

v′ H
1(K ′v′ , G̃)

γ′
V ′ // ∏

v′ H
1(K ′v′ , G)

δ′
V ′ // ∏

v′ H
2(K ′v′ , Z)

H1(K ′, G̃)

ι
G̃,K′

OO

γ′ // H1(K ′, G) δ′ //

ι
G,K′

OO

H2(K ′, Z).

ιZ,K′
OO

In the notation of Lemma 6.1, we write γV =
∏
v γv, δV =

∏
v δv, and

ϕi =
∏
v ϕv,i for i ∈ {0, 1, 2} with similar notation for the other maps. The

following is the main result of this subsection.

Theorem 6.2. — If K,K ′ are a locally equivalent pair, then there is a
bijection ΦAd : H1(K,G) → H1(K ′, G) such that for ξ ∈ H1(K,G) and
ξ′ = ΦAd(ξ) ∈ H1(K ′, G), the image (ξv) of ξ under ιG,K is mapped by ϕ1
to the image (ξ′v′) of ξ′ under ιG,K′ .

We briefly remark that, as in the proofs in Section 2, the proof of
Theorem 6.2 depends on the initial choice of ΦV and the isomorphisms
Kv
∼= K ′ΦV (v).

Proof. — Before beginning the proof in full, we briefly outline our strat-
egy. Since G satisfies the Hasse principle, the maps ιG,K , ιG,K′ are injective.
In particular, if

(6.3) ϕ1

(
ιG,K

(
H1(K,G)

))
⊂ ιG,K′

(
H1(K ′, G)

)
,
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then we can set ΦAd = ι−1
G,K′

◦ ϕ1 ◦ ιG,K . To establish (6.3), for a class ξ ∈
H1(K,G), we must find the unique class ξ′ ∈ H1(K ′, G) with ϕ1(ιG,K(ξ)) =
ιG,K′(ξ

′). To find such a class, we use natural bijections ΦÃd and Ψ between
H1(K, G̃), H1(K ′, G̃) and H2(K,Z), H2(K ′, Z), respectively. In the event
that δ(ξ) is the trivial class in H2(K,Z), by exactness we can lift ξ to
a class ξ̃ = γ−1(ξ) ∈ H1(K, G̃). We then apply ΦÃd and γ′ to obtain
ξ′ = γ′(ΦÃd(ξ̃)). In the case δ(ξ) is not the trivial class, we twist by a
certain cocycle to arrange for the image ξ under the twisted counterpart of
δ to have trivial image in H2(K,Z). Paired with the natural maps between
the twisted/untwisted cohomology sets, we find ξ′ in the general case. In-
terchanging the roles of K,K ′ in the above argument yields the reverse
containment for (6.3). With our outline complete, we now commence with
the proof. To begin, we have the following portion of the Galois cohomo-
logical diagram (6.2):

(6.4)

H1(K,G)
ι
G,K

��

δ // H2(K,Z) //

ιZ,K

��

1

∏
vH

1(Kv, G) δV //

ϕ1
��

∏
vH

2(Kv, Z)

ϕ2

��∏
v′ H

1(K ′v′ , G)
δ′
V ′ // ∏

v′ H
2(K ′v′ , Z)

H1(K ′, G)

ι
G,K′

OO

δ′ // H2(K ′, Z) //

ιZ,K′

OO

1

As G satisfies the Hasse principle (see [22, Thm. 6.22]), the maps ιG,K and
ιG,K′ are injective. The maps δ, δ′ are surjective (see [22, Thm. 6.20]), while
Lemma 6.1 implies that ϕ1, ϕ2 are bijective. We now define the following
classes:

(6.5)
η = δ(ξ), (ξv) = ιG,K(ξ), (ξ′v′) = ϕ1((ξv)) = (ϕv,1(ξv)),

(ηv) = ιZ,K(η), (η′v′) = ϕ2((ηv)) = (ϕv,2(ηv)).

We first construct a natural bijection between H2(K,Z) and H2(K ′, Z).
As G is absolutely almost simple and inner, we know that Z = µn for some
n or Z = µ2 × µ2 in the case of type D2k (see [22, p. 332]). For any type
other than D2k,there is a natural bijection ΦGC,n : H2(K,Z)→ H2(K ′, Z)
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for such Z. Thus there exists a corresponding η′ = ΦGC,n(η) such that
η′ has image (η′v′) under ιZ,K′ . For type D2k, we have Z = µ2 × µ2, and
so there is a natural isomorphism H2(K,Z) ∼= H2(K,µ2) × H2(K,µ2).
Furthermore that isomorphism is functorial in the sense that these maps
also commute with the change of group maps. Additionally, the maps ιZ,K
and ιZ,K′ are injective for the above Z by class field theory. Hence we
induce a bijection Ψ: H2(K,Z)→ H2(K ′, Z) enjoying the same naturality
property. Specifically, if η ∈ H2(K,Z) and η′ = Ψ(η), then (ϕ2◦ιZ,K)(η) =
ιZ,K′(η′). The following is the main step in the construction of ΦAd.

Claim 2. — There exists a unique ξ′ ∈ (δ′)−1(η′) such that ιG,K′(ξ
′) =

ϕ1(ιG,K(ξ)) = (ξ′v′).

Momentarily assuming Claim 2, we prove Theorem 6.2. By Claim 2,
there exists a unique ξ′ ∈ (δ′)−1(η′) such that ιG,K′(ξ

′) = (ξ′v). We de-
fine ΦGC(ξ) = ξ′. As ιG,K′ is injective, ΦGC is injective. Interchanging
the roles of K,K ′ we see that ΦGC is surjective, completing our proof of
Theorem 6.2. �

Proof of Claim 2. — From the commutativity of the bottom square of di-
agram (6.4), there is ζ ′ ∈ H1(K ′, G) such that δ′V ′(ιG,K′(ζ

′)) = δ′V ′((ξ′v′)).
Twisting the exact sequence (6.1) by ζ ′, we obtain the sequence

1 // Z //
ζ′G̃ //

ζ′G // 1 .

The twisted version of (6.2) is given below with the associated twisted
maps decorated with ζ ′:

(6.6)
H1(K ′,ζ′ G̃)
ι
G̃,K′,ζ′

��

γ′
ζ′ // H1(K ′,ζ′ G)

δ′
ζ′ //

ι
G,K′,ζ′

��

H2(K ′, Z)
ιZ,K′,ζ′

��

// 1

∏
v′ H

1(K ′v′ ,ζ′ G̃)
γ′
V ′,ζ′// ∏

v′ H
1(K ′v′ ,ζ′ G)

δ′
V ′,ζ′// ∏

v′ H
2(K ′v′ , Z).

We have a natural bijection τζ′ : H1(K ′,ζ′ G)→ H1(K ′, G) which takes the
class of the trivial cocycle to ζ ′ ([28, Prop. 35] for instance). We also have
a map τη′ : H2(K ′, Z) → H2(K ′, Z) given by multiplication by the class
of η′. These maps are functorial with respect to the connecting map and
its twisted counterpart ([2, Prop. II.5.6]). In total we obtain the following
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diagram:
(6.7)

H1(K, G̃)

Φ
Ãd

��

// H1(K,G) δ //

ΦAd

��

H2(K,Z)

Ψ

��

// 1

H1(K ′, G̃) // H1(K ′, G) δ′ //

��

H2(K ′, Z)

ιZ,K′
��

// 1

H1(K ′,ζ′ G̃)
γ′ζ′ //

ι
G̃,K′,ζ′

��

H1(K ′,ζ′G)

τζ′ <<

//

ι
G,K′,ζ′

��

H2(K ′, Z)
τη′

<<

��

// 1

∏
v′H

1(K ′v′, G) // ∏
v′H

2(K ′v′, Z)

∏
v′H

1(K ′,ζ′ G̃)
γ′
V ′,ζ′

// ∏
v′H

1(K ′,ζ′G)
δ′
V ′,ζ′

//
τV ′,ζ′

<<

∏
v′H

2(K ′, Z)
τV ′,η′

<<

As usual τV ′,ζ′ =
∏
v′ τv′,ζ′ and τV ′,η′ =

∏
v′ τv′,η′ where τv,ζ′ , τv′,η′ are the

local counterparts to τζ′ and τη′ . The two unlabeled arrows in the backmost
face of the cube are the maps δV ′ and ιG,K′ . The two unlabeled arrows in
the front face of the cube are the maps ιZ,K′,ζ′ and δ′ζ′ . The existence of
ΦÃd follows from Lemma 6.1 and the bijectivity of ι

G̃,K
, ι
G̃,K′

(see [22,
Thm. 6.6]). Explicitly we have ΦÃd = ι−1

G̃,K′
◦ ϕ0 ◦ ιG̃,K .

Returning to the Galois cohomological diagram (6.7), the bijectivity of
τV ′,ζ′ implies that there exists (θ′v′) ∈

∏
v′ H

1(K ′,ζ′ G) such that
τV ′,ζ′((θ′v′)) = (ξ′v′). Via the commutativity of the bottom face of the cube,
δ′V ′,ζ′(θ′v′) = (1v′) where (1v′) denotes the trivial cocycle in

∏
v′ H

2(K,Z).
Consequently there exists (µ′v′) ∈

∏
v′ H

1(Kv′ ,ζ′ G̃) such that
γ′V ′,ζ′((µ′v′)) = (θ′v′). As ι

G̃,K′,ζ′
is bijective, there exists µ′ ∈ H1(K ′,ζ′ G̃)

such that ι
G̃,K′,ζ′

(µ′) = (µ′v′). Setting ξ′ = τζ′(γ′ζ′(µ′)), we obtain that
ιG,K′(ξ

′) = (ξ′v′) and δ′(ξ′) = η′. This is the desired cocycle. �

6.3. Proof of Theorem 1.9

As H1(K,G) bijects with inner forms of G, to each [ξ] we may associate
(up to equivalence) an inner twist of G which we denote ξG. After identi-
fication, ΦAd takes the K-isomorphism class of ξG to the K ′–isomorphism
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class of ξ′G′. We now show that there is a bijection between maximal arith-
metic lattices of a fixed group H in the class of ξG and a fixed group H ′
in the class of ξ′G′. This is done using the characterization of maximal
arithmetic lattices furnished by Borel–Prasad [5, Prop. 1.4].

Theorem 6.3 (Borel–Prasad, [5]). — Let H be an absolutely almost
simple K-group and Γ a maximal arithmetic subgroup of

∏
v∈V K∞

H(Kv)
(where we assume this product has no compact factors). Further, let Λ be
the inverse image of Γ ∩ i(H̃(K)) in H̃(K) where i : H̃ → H is a central
isogeny from the simply connected form H̃. Then

• For v /∈ V K∞ , the closure of Λ in H̃(Kv) is a parahoric subgroup of
H̃(Kv).

• Λ = H̃(K) ∩
∏
v∈V K

f
Pv.

• Γ is the normalizer of i(Λ) in
∏
v∈V K∞

H(Kv).

Recall our earlier notation that v′ = ΦV(v) and we use the notation
Hv to denote H(Kv), with similar notation for H ′. Theorem 6.3 implies
that to construct a bijection between maximal arithmetic lattices, it suf-
fices to construct a bijection between principal arithmetic lattices, as tak-
ing the image under i and then normalizers yields the result. Kv and K ′v′
are isomorphic via ΦV and so H̃v and H̃ ′v′ are isomorphic. Consequently,
there is an isomorphism between their corresponding buildings BKv (H̃v)
and BK′

v′
(H̃ ′v′) denoted ΦBuild, which preserves the chamber structure.

As parahoric subgroups arise as the stabilizers of facets in the building,
this isomorphism induces a bijection between parahoric subgroups of H̃v

and H̃ ′v′ . Indeed, any facet F ∈ BKv (H̃v) is mapped to a correspond-
ing facet ΦBuild(F ) ∈ BK′

v′
(H̃ ′v) and vice versa. Consequently we have

an induced bijection, ΦPara,v, given by ΦPara,v(H̃F
v ) = (H̃ ′v′)ΦBuild(F ). Via

ΦPara,v we have an induced bijection ΦPara between coherent collections
of parahorics taking P =

∏
v∈V K

f
Pv to a corresponding coherent collec-

tion P′ =
∏
v′∈V K′

f
ΦPara,v(Pv). By Theorem 6.3, ΦPara gives rise to a

bijection between principal arithmetic lattices associated to Λ and Λ′ by
taking intersections with the K and K ′ points of H̃ and H̃ ′, respectively.
By taking normalizers we get the desired result, Theorem 1.9.
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