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Abstract. — We prove the existence of a unique maximal surface in each anti-de Sitter (AdS) Globally Hyperbolic Maximal (GHM) manifold with particles (that is, with conical singularities along time-like lines) for cone angles less than $\pi$. We interpret this result in terms of Teichmüller theory, and prove the existence of a unique minimal Lagrangian diffeomorphism isotopic to the identity between two hyperbolic surfaces with cone singularities when the cone angles are the same for both surfaces and are less than $\pi$.

Résumé. — On démontre l’existence d’une unique surface maximale dans les variétés anti-de Sitter (AdS) globalement hyperboliques maximales (GHM) à particules (c’est à dire, avec des singularités coniques le long de courbes de type temps) lorsque les angles sont inférieurs à $\pi$. On interprète ce résultat en termes de théorie de Teichmüller et nous démontrons l’existence d’un unique difféomorphisme minimal lagrangien isotope à l’identité entre deux surfaces hyperboliques à singularités coniques, lorsque les angles singuliers sont les mêmes pour les deux surfaces et sont inférieurs à $\pi$.

1. Introduction

For $\theta \in (0, 2\pi)$, consider the space obtained by gluing with a rotation the boundary of an angular sector of angle $\theta$ between two half-lines in the hyperbolic disk. We denote this singular Riemannian manifold by $\mathbb{H}_\theta^2$. The induced metric is called local model for hyperbolic metric with conical singularity of angle $\theta$. This metric is hyperbolic outside the singular point.

Let $\Sigma_p$ be a closed oriented surface of genus $g$ with $n$ marked points $p := (p_1, ..., p_n) \subset \Sigma$ and $\theta := (\theta_1, ..., \theta_n) \in (0, 2\pi)^n$.
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Definition 1.1. — A hyperbolic metric $g$ with conical singularities of angle $\theta_i$ at the $p_i \in p$ is a (singular) metric on $\Sigma_p$ such that each $p_i \in p$ has a neighborhood isometric to a neighborhood of the singular point in $H_2^{\theta_i}$ and $(\Sigma_p, g)$ has constant curvature $-1$ outside the marked points.

It has been proved by M. Troyanov [25] and M.C. McOwen [19] that each conformal class of metric on a surface $\Sigma_p$ with marked points admits a unique hyperbolic metric with cone singularities of angle $\theta_i$ at the $p_i$ as soon as

$$\chi(\Sigma_p) + \sum_{i=1}^{n} \left( \frac{\theta_i}{2\pi} - 1 \right) < 0,$$

where $\chi(\Sigma_p)$ is the Euler characteristic of $\Sigma_p$.

We denote by $T_\theta(\Sigma_p)$ the space of isotopy classes of hyperbolic metrics with cone singularities of angle $\theta$ (where the isotopies fix each marked point). Note that, from the theorem of Troyanov and McOwen, this space is canonically identified with the space of marked conformal structures on $\Sigma_p$. As in dimension 2, a conformal structure is equivalent to a complex structure, $T_\theta(\Sigma_p)$ is also identified with the space of marked complex structures on $\Sigma_p$.

When $p = \emptyset$, $T_\theta(\Sigma_p)$ corresponds to the classical Teichmüller space $T(\Sigma)$ of $\Sigma$, that is, the space of equivalence classes of marked hyperbolic structures on $\Sigma$.

Minimal Lagrangian diffeomorphism.

Definition 1.2. — Let $g_1, g_2 \in T(\Sigma)$, a minimal Lagrangian diffeomorphism $\Psi : (\Sigma, g_1) \rightarrow (\Sigma, g_2)$ is an area preserving diffeomorphism such that its graph is a minimal surface in $(\Sigma \times \Sigma, g_1 \oplus g_2)$.

In [23], R. Schoen proved the existence of a unique minimal Lagrangian diffeomorphism isotopic to the identity between two hyperbolic surfaces $(\Sigma, g_1)$ and $(\Sigma, g_2)$ (see also [16]).

Minimal Lagrangian diffeomorphisms are related to harmonic diffeomorphisms (that is to diffeomorphisms whose differential minimizes the $L^2$ norm). For a conformal structure $c$ on $\Sigma$ and $g \in T(\Sigma)$, the work of J.J. Eells and J.H. Sampson [8] implies the existence of a unique harmonic diffeomorphism $u : (\Sigma, c) \rightarrow (\Sigma, g)$ isotopic to the identity. Given a harmonic diffeomorphism $u$ we define its Hopf differential by $\Phi(u) := u^*g^{2,0}$ (that is the $(2,0)$ part with respect to the complex structure associated to $c$ of $u^*g$). The work of R. Schoen implies that, given $g_1, g_2 \in T(\Sigma)$, there exists a unique conformal structure $c$ on $\Sigma$ such that $\Phi(u_1) + \Phi(u_2) = 0$. 

Annales de l'Institut Fourier
where \( u_i : (\Sigma, c) \to (\Sigma, g_i) \) is the unique harmonic diffeomorphism isotopic to the identity. Moreover, \( u_2 \circ u_1^{-1} \) is the unique minimal Lagrangian diffeomorphism isotopic to the identity between \((\Sigma, g_1)\) and \((\Sigma, g_2)\).

In his thesis, J. Gell-Redman [9] proved the existence of a unique harmonic diffeomorphism isotopic to the identity from a closed surface with \( n \) marked points equipped with a conformal structure to a negatively curved surface with \( n \) conical singularities of angles less than \( \pi \) at the marked points (where the isotopy fixes each marked point). In this paper, we prove the existence of a unique minimal Lagrangian diffeomorphism isotopic to the identity between hyperbolic surfaces with conical singularities of angles less than \( \pi \) and so we give a positive answer to [3, Question 6.3].

**Theorem 1.3.** — Given two hyperbolic metrics \( g_1, g_2 \in \mathcal{T}_0(\Sigma_p) \) with cone singularities of angles \( \theta = (\theta_1, ..., \theta_n) \in (0, \pi)^n \), there exists a unique minimal Lagrangian diffeomorphism \( \Psi : (\Sigma, g_1) \to (\Sigma, g_2) \) isotopic to the identity.

In particular, this result extends the result of R. Schoen to the case of surfaces with conical singularities of angles less than \( \pi \). The proof of this statement uses the deep connections between hyperbolic surfaces and three dimensional anti-de Sitter (AdS) geometry.

**AdS geometry.** An anti-de Sitter (AdS) manifold \( M \) is a Lorentz manifold of constant sectional curvature \(-1\). It is Globally Hyperbolic Maximal (GHM) when it contains a closed Cauchy surface, that is a space-like surface intersecting every inextensible time-like curve exactly once, and which is maximal in a certain sense (precised in Section 2). The global hyperbolicity condition implies in particular that \( M \) is homeomorphic to \( \Sigma \times \mathbb{R} \) (where \( \Sigma \) has the same topology as the Cauchy surface). In his groundbreaking work, G. Mess [20, Section 7] considered the moduli space \( \mathcal{M}(\Sigma) \) of AdS GHM structures on \( \Sigma \times \mathbb{R} \). He proved that \( \mathcal{M}(\Sigma) \) is naturally parametrized by two copies of the Teichmüller space \( \mathcal{T}(\Sigma) \). This result can be thought as an AdS analogue of the famous Bers’ simultaneous uniformization Theorem [5]. In fact, Bers’ Theorem provides a parametrization of the moduli space \( \mathcal{QF}(\Sigma) \) of quasi-Fuchsian structures on \( \Sigma \times \mathbb{R} \) by two copies of the Teichmüller space \( \mathcal{T}(\Sigma) \).

In [4], the authors proved the existence of a unique maximal space-like surface (that is an area-maximizing surface whose induced metric is Riemannian) in each AdS GHM metric on \( \Sigma \times \mathbb{R} \). Note that maximal surfaces are the Lorentzian analogue of minimal surfaces in Riemannian geometry: they are characterized by the vanishing of the mean curvature field. This
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result is actually equivalent to the result of R. Schoen of existence of a unique minimal Lagrangian diffeomorphism (see [1]).

A particle in an AdS GHM manifold $M$ is a conical singularity along a time-like line. In this paper, we only consider particles with cone angles less than $\pi$. In [6], F. Bonsante and J.-M. Schlenker extended Mess’ parametrization to the case of AdS GHM manifolds with particles: they gave a parametrization of the moduli space of AdS convex GHM manifolds with particles by two copies of the Teichmüller space $\mathcal{T}_\theta(\Sigma_p)$. In this paper, we study the existence and uniqueness of a maximal surface in AdS GHM manifolds with particles, and give a positive answer to [3, Question 6.2]. Namely, we prove

**Theorem 1.4.** — For each AdS convex GHM 3-manifold $(M, g)$ with particles of angles less than $\pi$, there exists a unique maximal space-like surface $S \hookrightarrow (M, g)$.

Moreover, we prove that the existence of a unique maximal surface provides the existence of a unique minimal Lagrangian diffeomorphism isotopic to the identity

$$\Psi : (\Sigma_p, g_1) \longrightarrow (\Sigma_p, g_2),$$

where $g_1, g_2 \in \mathcal{T}_\theta(\Sigma_p)$ parametrize the AdS convex GHM metric with particles $g$.

It follows from Theorem 1.4 that one can associate to each pair of hyperbolic metrics with conical singularities $g_1, g_2 \in \mathcal{T}_\theta(\Sigma_p)$ the first and second fundamental form of the unique maximal surface in $(M, g)$ where $g$ is parametrized by $g_1$ and $g_2$. It gives a map

$$\varphi : \mathcal{T}_\theta(\Sigma_p) \times \mathcal{T}_\theta(\Sigma_p) \longrightarrow T^*\mathcal{T}_\theta(\Sigma_p).$$

From Theorem 1.4 and using the Fundamental Theorem of surfaces in AdS manifolds with particles (see Section 3), we prove that this map is one-to-one. In Theorem 6.4, we give a nice geometric interpretation of $\varphi$: given a pair of points $g_1, g_2 \in \mathcal{T}_\theta(\Sigma_p)$, there exists a unique conformal structure $c$ on $\Sigma_p$ such that $\Phi(u_1) + \Phi(u_2) = 0$ and $u_2 \circ u_1^{-1}$ is minimal Lagrangian, where $\Phi(u_i)$ is the Hopf differential of the harmonic map $u_i : (\Sigma_p, c) \rightarrow (\Sigma_p, g_i)$. We then have $\varphi(g_1, g_2) = (c, i\Phi(u_1))$. This picture extends the connections between minimal Lagrangian diffeomorphisms and harmonic maps to the case with conical singularities.

Finally, in [24], we prove the existence of a minimal map between hyperbolic surfaces with conical singularities when the two surfaces have different
cone angles. In that case, uniqueness only holds when the cone angles of one surface are strictly smaller than the ones of the other surface.
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2. AdS GHM 3-manifolds

2.1. Mess parametrization

The AdS 3-space. Let $\mathbb{R}^{2,2}$ be the usual real 4-space with the quadratic form:

$$q(x) := x_1^2 + x_2^2 - x_3^2 - x_4^2.$$ 

The anti-de Sitter (AdS) 3-space is defined by:

$$\text{AdS}_3 = \{ x \in \mathbb{R}^{2,2} \text{ such that } q(x) = -1 \}.$$ 

With the induced metric, $\text{AdS}_3$ is a Lorentzian symmetric space of dimension 3 with constant curvature $-1$ diffeomorphic to $\mathbb{D} \times S^1$ (where $\mathbb{D}$ is a disk of dimension 2). In particular, $\text{AdS}_3$ is not simply connected.

The Klein model of the AdS 3-space is given by the image of $\text{AdS}_3$ under the canonical projection

$$\pi : \mathbb{R}^{2,2} \setminus \{0\} \longrightarrow \mathbb{RP}^3.$$ 

Denote by $\text{AdS}^3 := \pi(\text{AdS}_3)$. In the affine chart $x_4 \neq 0$ of $\mathbb{RP}^3$, $\text{AdS}^3$ is the interior of the hyperboloid of one sheet given by the equation $\{x_1^2 + x_2^2 - x_3^2 = 1\}$, and this hyperboloid identifies with the boundary $\partial \text{AdS}^3$ of $\text{AdS}^3$ in this chart. In this model, geodesics are given by straight lines: space-like geodesics are the ones which intersect the boundary $\partial \text{AdS}^3$ in two points, time-like geodesics are the ones which do not have any intersection and light-like geodesics are tangent to $\partial \text{AdS}^3$.

Remark 2.1. — This model is called Klein model by analogy with the Klein model of the hyperbolic space. In fact, in both models, geodesics are given by straight lines.

The isometry group. As $\partial \text{AdS}^3$ is a hyperboloid of one sheet, it is foliated by two families of straight lines. We call one family the right one and the
other, the left one. The group \( \text{Isom}_+(\text{AdS}^3) \) of space and time-orientation preserving isometries of \( \text{AdS}^3 \) preserves each family of the foliation. Fix a space-like plane \( P_0 \) in \( \text{AdS}^3 \), its boundary is a space-like circle in \( \partial \text{AdS}^3 \) which intersects each line of the right (respectively the left) family exactly once. Then \( P_0 \) provides an identification of each family with \( \mathbb{RP}^1 \) (when changing \( P_0 \) to another space-like plane, the identification changes by a conjugation by an element of \( \text{PSL}_2(\mathbb{R}) \)). It is proved in [20, Section 7] that each element of \( \text{Isom}_+(\text{AdS}^3) \) acts by projective transformations on each \( \mathbb{RP}^1 \) and so extend to a pair of elements in \( \text{PSL}_2(\mathbb{R}) \). So \( \text{Isom}_+(\text{AdS}^3) \cong \text{PSL}_2(\mathbb{R}) \times \text{PSL}_2(\mathbb{R}) \).

Remark 2.2. — Fixing a space-like plane \( P_0 \) also provides an identification between \( \partial \text{AdS}^3 \) and \( \mathbb{RP}^1 \times \mathbb{RP}^1 \). In fact, given a point \( x \in \partial \text{AdS}^3 \), there exists a unique line in the right family a unique line the left one which pass through \( x \). It follows that \( x \in \partial \text{AdS}^3 \) gives a point in \( \mathbb{RP}^1 \times \mathbb{RP}^1 \). This application is bijective.

**AdS GHM 3-manifold.** An AdS 3-manifold is a manifold \( M \) endowed with a \((G,X)\)-structure, where \( G = \text{Isom}_+(\text{AdS}^3) \), \( X = \text{AdS}^3 \). That is, \( M \) is endowed with an atlas of charts taking values in \( \text{AdS}^3 \) so that the transition functions are restriction of elements in \( \text{Isom}_+(\text{AdS}^3) \). An AdS 3-manifold \( M \) is Globally Hyperbolic Maximal (GHM) if it satisfies the following two conditions:

1. **Global Hyperbolicity:** \( M \) contains a space-like Cauchy surface, that is a closed oriented surface which intersects every inextensible time-like curve exactly once.

2. **Maximality:** \( M \) cannot be strictly embedded in an AdS manifold satisfying the same properties.

Note that the Global Hyperbolicity condition implies strong restrictions on the topology of \( M \). In particular, \( M \) has to be homeomorphic to \( \Sigma \times \mathbb{R} \) where \( \Sigma \) is an oriented closed surface of genus \( g > 0 \) (homeomorphic to the Cauchy surface). We restrict ourselves to the case \( g > 1 \). We denote by \( \mathcal{M}(\Sigma) \) the space of AdS GHM structures on \( \Sigma \times \mathbb{R} \) considered up to isotopy, and by \( T(\Sigma) \) the Teichmüller space of \( \Sigma \).

We have a fundamental result due to G. Mess [20, Proposition 20]:

**Theorem 2.3 (Mess).** — **There is a parametrization** \( \mathcal{M} : \mathcal{M}(\Sigma) \rightarrow T(\Sigma) \times T(\Sigma) \).

**Construction of the parametrization.** — To an AdS GHM structure on \( M \) is associated its holonomy representation \( \rho : \pi_1(M) \rightarrow \text{Isom}_+(\text{AdS}^3) \)
(well defined up to conjugation). As Isom$_+$(AdS$^3$) $\cong$ PSL$_2(\mathbb{R}) \times$ PSL$_2(\mathbb{R})$ and as $\pi_1(M) = \pi_1(\Sigma)$, one can split the representation $\rho$ into two morphisms

$$\rho_1, \rho_2 : \pi_1(\Sigma) \to \text{PSL}_2(\mathbb{R}).$$

G. Mess proved [20, Proposition 19] that these holonomies have maximal Euler class $e$ (that is $|e(\rho_l)| = |e(\rho_r)| = 2g - 2$). Using Goldman’s criterion [12], he proved that these morphisms are Fuchsian holonomies and so define a pair of points in $T(\Sigma)$.

Reciprocally, as two Fuchsian holonomies $\rho_1, \rho_2$ are conjugated by an orientation preserving homeomorphism $\phi : \mathbb{R}P^1 \to \mathbb{R}P^1$ and as $\partial\text{AdS}^3$ identifies with $\mathbb{R}P^1 \times \mathbb{R}P^1$ (fixing a totally geodesic space-like plane $P_0$, see Remark 2.2), one can see the graph of $\phi$ as a closed curve in $\partial\text{AdS}^3$. G. Mess proved that this curve is nowhere time-like and is contained in an affine chart. In particular, one can construct the convex hull of the graph of $\phi$. The holonomy $(\rho_1, \rho_2) : \pi_1(\Sigma) \to \text{Isom}_+(\text{AdS}^3)$ acts properly discontinuously on this convex hull and the quotient is a piece of globally hyperbolic AdS manifold. It follows from a theorem of Y. Choquet-Bruhat and R. Geroch [7] that this piece of AdS globally hyperbolic manifold uniquely embeds in a maximal one. So the map $\mathcal{M}$ is a one-to-one.

2.2. Surfaces embedded in an AdS GHM 3-manifold

K. Krasnov and J.-M. Schlenker [15, Section 3] proved results about surfaces embedded in an AdS GHM manifold. Here we state some of these results. Recall that a space-like surface embedded in a Lorentzian manifold is maximal if its mean curvature vanishes everywhere. The following result was proved by T. Barbot, F. Béguin and A. Zeghib in [4]:

**Theorem 2.4** (Barbot, Béguin, Zeghib). — Every AdS GHM 3-manifold contains a unique maximal space-like surface.

In [15], the authors give an explicit formula for the Mess parametrization $\mathcal{M}$:

**Theorem 2.5** (Krasnov, Schlenker). — Let $S$ be a space-like surface embedded in an AdS GHM manifold $M$ whose principal curvatures are in $(-1, 1)$. We denote by $E$ the identity map, $J$ the complex structure on $S$ (associated to the induced metric), $B$ its shape operator and $I$ its first fundamental form. We have:

$$\mathcal{M}(M) = (g_1, g_2),$$
where \( g_{1,2}(x, y) = I((E \pm JB)x, (E \pm JB)y) \).

**Remark 2.6.** — In particular, they proved that the metrics \( g_1 \) and \( g_2 \) are hyperbolic and do not depend of the choice of the surface \( S \) (up to isotopy).

If we denote by \( \mathcal{H}(\Sigma) \) the space of maximal space-like surfaces in germs of AdS manifold, it is proved in [15] (using the Fundamental Theorem of surfaces embedded in AdS manifolds) that this space is canonically identified with the space of couples \( (g, h) \) where \( g \) is a smooth metric on \( \Sigma \) and \( h \) is a symmetric bilinear form on \( TS \) so that:

1. \( tr_g(h) = 0. \)
2. \( \delta_g h = 0 \) (where \( \delta_g \) is the divergence operator associated to the Levi-Civita connection of \( g \)).
3. \( K_g = -1 - \det_g(h) \) (where \( K_g \) is the Gauss curvature). We call this equation modified Gauss’ equation.

We recall a theorem of Hopf [13]:

**Theorem 2.7 (Hopf).** — Let \( g \) be a Riemannian metric on \( \Sigma \) and \( h \) a bilinear symmetric form on \( T\Sigma \), then:

i. \( tr_g(h) = 0 \) if and only if \( h \) is the real part of a quadratic differential \( q \) on \( (\Sigma, g) \).
ii. If i. holds, then \( \delta_g h = 0 \) if and only if \( q \) is holomorphic with respect to the complex structure associated to \( g \).
iii. if i. and ii. hold, then \( g \) (respectively \( h \)) is the first (respectively second) fundamental form of a maximal surface if and only if \( K_g = -1 - \det_g(h) \).

Moreover, it is proved in [15, Lemma 3.6.] that for every conformal class \( \mathfrak{c} \) on \( \Sigma \) and every \( h \) real part of a holomorphic quadratic differential \( q \) on \( (\Sigma, J_\mathfrak{c}) \) (where \( J_\mathfrak{c} \) is the complex structure associated to \( \mathfrak{c} \)), there exists a unique metric \( g_0 \in \mathfrak{c} \) such that modified Gauss’ equation is satisfied.

This result provides a canonical parametrization of \( \mathcal{H}(\Sigma) \) by \( T^*T(\Sigma) \). In this parametrization, \( h \) is the real part of a holomorphic quadratic differential, and \( g_0 \in \mathfrak{c} \) is the unique metric verifying \( K_{g_0} = -1 - \det_{g_0}(h) \). In addition, such a surface has principal curvatures in \((-1, 1)\) [15, Lemma 3.11.].

As every AdS GHM manifold contains a unique maximal surface, there is a parametrization \( \phi : \mathcal{M}(\Sigma) \rightarrow T^*T(\Sigma) \) [15, Theorem 3.8]. Hence, we get an application associated to the Mess parametrization:

\[
\varphi := \phi \circ \mathfrak{M}^{-1} : T^*T(\Sigma) \rightarrow T(\Sigma) \times T(\Sigma).
\]
3. AdS convex GHM 3-manifolds with particles

In this section we define the AdS convex GHM manifolds with particles and recall the parametrization of the moduli space of such structures. The proofs of these results can be found in [15] and [6].

3.1. Extension of Mess’ parametrization

First, we are going to define the singular AdS space of dimension 3 in order to define the AdS convex GHM manifolds with particles.

Definition 3.1. — Let \( \theta > 0 \), we define \( \text{AdS}_3^\theta := \{(t, \rho, \varphi) \in \mathbb{R} \times \mathbb{R}_{\geq 0} \times [0, \theta)\} \) with the metric:

\[
g_\theta = -\cosh^2 \rho dt^2 + d\rho^2 + \sinh^2 \rho d\varphi^2.
\]

Remark 3.2.

- \( \text{AdS}_3^\theta \) can be obtained by cutting the universal cover of \( \text{AdS}_3^3 \) along two time-like planes intersecting along the line \( l := \{\rho = 0\} \), making an angle \( \theta \), and gluing the two sides of the angular sector of angle \( \theta \) by a rotation fixing \( l \). A simple computation shows that, outside of the singular line, \( \text{AdS}_3^\theta \) is a Lorentz manifold of constant curvature \(-1\), and \( \text{AdS}_3^\theta \) carries a conical singularity of angle \( \theta \) along \( l \).
- In the neighborhood of the totally geodesic plane \( P_0 := \{t = 0\} \) given by the points at a causal distance less than \( \pi/2 \) from \( P_0 \), the metric \( g_\theta \) also expresses

\[
g_\theta = -dt^2 + \cos^2 t(d\rho^2 + \sinh^2 \rho d\varphi^2).
\]

Definition 3.3. — An AdS cone-manifold is a (singular) Lorentzian 3-manifold \((M, g)\) in which any point \( x \) has a neighborhood isometric to an open subset of \( \text{AdS}_3^\theta \) for some \( \theta > 0 \). If \( \theta \) can be taken equal to \( 2\pi \), \( x \) is a smooth point, otherwise \( \theta \) is uniquely determined.

To define the global hyperbolicity in the singular case, we need to define the orthogonality to the singular locus:

Definition 3.4. — Let \( S \subset \text{AdS}_3^\theta \) be a space-like surface which intersects the singular line \( l \) at a point \( x \). \( S \) is said to be orthogonal to \( l \) at \( x \) if the causal distance (that is the “distance” along a time-like line) to the totally geodesic plane \( P \) orthogonal to the singular line at \( x \) is such that:

\[
\lim_{y \to x, y \in S} \frac{d(y, P)}{d_S(x, y)} = 0
\]
where \( d_S(x, y) \) is the distance between \( x \) and \( y \) along \( S \).

Now, a space-like surface \( S \) in an AdS cone-manifold \((M, g)\) which intersects a singular line \( d \) at a point \( y \) is said to be orthogonal to \( d \) if there exists a neighborhood \( U \subset M \) of \( y \) isometric to a neighborhood of a singular point in \( \text{AdS}_3^\theta \) such that the isometry sends \( S \cap U \) to a surface orthogonal to \( l \) in \( \text{AdS}_3^\theta \).

Now we are able to define the AdS convex GHM manifolds with particles.

**Definition 3.5.** — An AdS convex GHM manifold with particles is an AdS cone-manifold \((M, g)\) which is homeomorphic to \( \Sigma_p \times \mathbb{R} \) (where \( \Sigma_p \) is a closed oriented surface with \( n \) marked points), such that the singularities are along time-like lines \( d_1, ..., d_n \) and have fixed cone angles \( \theta_1, ..., \theta_n \) with \( \theta_i < \pi \). Moreover, we impose two conditions:

1. **Convex Global Hyperbolicity:** \( M \) contains a space-like future-convex Cauchy surface orthogonal to the singular locus.
2. **Maximality:** \( M \) cannot be strictly embedded in another manifold satisfying the same conditions.

**Remark 3.6.** — The condition of convexity in the definition will allow us to use a convex core. As pointed out by the authors in [6], we do not know if every AdS GHM manifold with particles is convex GHM.

**Definition 3.7.** — For \( \theta := (\theta_1, ..., \theta_n) \in (0, \pi)^n \), let \( \mathcal{M}_\theta(\Sigma_p) \) be the space of isotopy classes of AdS convex GHM metrics on \( M = \Sigma_p \times \mathbb{R} \) with particles of cone angles \( \theta_i \) along \( d_i \).

Many results known in the non-singular case extend to the singular case (that is with particles of angles less than \( \pi \)). We recall some of them here (see [6], [15]):

1. The parametrization \( \mathcal{M} \) defined above extends to the singular case. Namely, we have a parametrization \( \mathcal{M}_\theta : \mathcal{M}_\theta(\Sigma_p) \rightarrow T_\theta(\Sigma_p) \times T_\theta(\Sigma_p) \) which corresponds to Mess’ parametrization when there is no particle.
2. Each AdS convex GHM 3-manifold with particles \((M, g)\) contains a minimal non-empty convex subset called its ”convex core” whose boundary is a disjoint union of two pleated space-like surfaces orthogonal to the singular locus (except in the Fuchsian case which corresponds to the case where the two metrics of the parametrization are equal. In this case, the convex core is a totally geodesic space-like surface).
Remark 3.8. — The analogy between AdS GHM geometry and quasi-Fuchsian geometry explained in the introduction extends to the case with particles. Namely, it is proved in [17] and [21] that there exists a parametrization of the moduli space of quasi-Fuchsian manifolds with particles which extends Bers’ parametrization.

3.2. Maximal surface

Let \( g \in \mathcal{M}_\theta(\Sigma_p) \) be an AdS convex GHM metric with particles on \( M = \Sigma_p \times \mathbb{R} \).

**Definition 3.9.** — A maximal surface in \((M, g)\) is a locally area-maximizing space-like Cauchy surface \( S \hookrightarrow (M, g) \) which is orthogonal to the singular lines.

In particular, such a maximal surface \( S \hookrightarrow (M, g) \) has everywhere vanishing mean curvature. Note that our definition differs from [15, Definition 5.6] where the authors impose the boundedness of the principal curvatures of \( S \). The following proposition shows that a maximal surface in our sense has bounded principal curvatures:

**Proposition 3.10.** — For a maximal surface \( S \hookrightarrow (M, g) \) with shape operator \( B \) and induced metric \( g_S \), \( \det_{g_S}(B) \) tends to zero at the intersections with the particles. In particular, \( B \) is the real part of a meromorphic quadratic differential with at most simple poles at the singularities.

**Proof.** — Let \( d \) be a particle of angle \( \theta \) and set \( 0 := d \cap S \). We see locally \( S \) as the graph of a function \( u : P_0 \rightarrow \mathbb{R} \) where \( P_0 \) is the (piece of) totally geodesic plane orthogonal to \( d \) at \( 0 \). We will show that, the induced metric \( g_S \) on \( S \) carries a conical singularity of angle \( \theta \).

Recall that a metric \( g \) on a surface carries a conical singularity of angle \( \theta \) if there exists complex coordinates \( z \) centered at the singularity so that

\[
g = e^{2u}|z|^{2(\theta/2\pi-1)}|dz|^2,
\]

where \( u \) is a bounded function. We need the following lemma:

**Lemma 3.11.** — The gradient of \( u \) tends to zero at the intersections with the particles.

**Proof.** — To prove this lemma, we will use Schauder estimates for solutions of uniformly elliptic PDE’s. For the convenience of the reader, we recall these estimates. The main reference for the theory is [11].
A second order linear operator $L$ on a domain $\Omega \subset \mathbb{R}^n$ is a differential operator of the form

$$Lu = a^{ij}(x)D_{ij}u + b^k(x)D_ku + c(x)u, \quad u \in C^2(\Omega), \quad x \in \Omega,$$

where we sum over all repeated indices. We say that $L$ is uniformly elliptic if the smallest eigenvalue of the matrix $(a_{ij}(x))$ is bounded from below by a strictly positive constant.

We finally define the following norms for a function $u$ on $\Omega$:

- $|u|_k := \|u\|_{C^k(\Omega)}$.
- $|u|^{(i)}_0 := \sup_{x \in \Omega} d_x |u(x)|$, where $d_x = \text{dist}(x, \partial \Omega)$.
- $|u|^* := \sum_{i=0}^k \sup_{x \in \Omega, |\alpha| = i} d_x^i |D^\alpha u|$.

The following theorem can be found in [11, Theorem 6.2]

**Theorem 3.12** (Schauder interior estimates). — Let $\Omega \subset \mathbb{R}^n$ be a domain with $C^2$ boundary and $u \in C^2(\Omega)$ be solution of the equation

$$Lu = 0$$

where $L$ is uniformly elliptic so that

$$|a_{ij}^{(0)}|_0, \quad |b^k|^{(1)}_0, \quad |c|^{(2)}_0 < \Lambda.$$

Then there exists a positive constant $C$ depending only on $\Omega$ and $L$ so that

$$|u|^*_2 \leq C |u|_0.$$

For every domain $\Omega \subset P_0$ which does not contain the singular point, $u$ satisfies the maximal surface equation (see for example [10]) which is given by:

$$\mathcal{L}(u) := \text{div}_{g_S}(v(-1, \pi^* \nabla u)) = 0.$$

Here, $\pi : S \rightarrow P_0$ is the orthogonal projection, $v = (1 - \|\pi^* \nabla u\|^2)^{-1/2}$ and so $v(-1, \pi^* \nabla u)$ is the unit future pointing normal vector field to $S$. Also, one easily checks that this equation can be written

$$\text{div}_{g_S}(v\pi^* \nabla u) + a(x, u, \nabla u) = 0, \quad \text{for some function } a.$$

The proof of Proposition 4.12 applies in this case and implies the $S$ is uniformly space-like. It follows that $\pi$ is uniformly bi-Lipschitz and so $v$ is uniformly bounded.

It follows that Equation (3.1) is a quasi-linear elliptic equation in the divergence form. Moreover, if we write it in the following way:

$$a^{ij}(x, u, Du) D_{ij}u + b^k(x, u, Du) D_ku + c(x, Du, u)u = 0,$$


**ANNALES DE L'INSTITUT FOURIER**
it is easy to see that the equation is uniformly elliptic (in fact $a^{ij}(x,u,Du) \geq 1$) and the coefficients satisfy conditions of Theorem 3.12 (as they are uniformly bounded on $\Omega$). Hence, we are in the good framework to apply the Schauder estimates.

Let $x_0 \in P_0 \setminus \{0\}$ and let $2r := \text{dist}_S(x_0,0)$. Consider the disk $D_r$ of radius $r$ centered at $x_0$. It follows from the previous discussion that $u : D_r \rightarrow \mathbb{R}$ satisfies $Lu = 0$. By a homothety of ratio $1/r$, send the disk $D_r$ to the unit disk $(D, h_r)$ where $h_r$ is the metric of constant curvature $-r^2$. The function $u$ is sent to a new function $u_r : (D, h_r) \rightarrow \mathbb{R}$, and satisfies the equation $L_r u_r = 0$.

Here, the operator $L_r$ is the maximal surface operator for the rescaled metric $g_r := -dt^2 + \cos^2 t \cdot h_r$. In particular, $L_r$ is a quasi-linear uniformly elliptic operator whose coefficients applied to $u_r$ satisfy the condition of Theorem 3.12.

In a polar coordinates system $(\rho, \varphi)$, the metric $h_r$ expresses $h_r = d\rho^2 + r^{-2} \sinh^2(r,\rho)d\varphi^2$.

As $r$ tends to zero, the metric $h_r$ converges $C^\infty$ on $D$ to the flat metric $h_0 = d\rho^2 + \rho^2 d\varphi^2$. It follows that the coefficients of the family of operators $(L_r)_{r \in (0,1)}$ applied to $u_r$ converge to the ones of the operator $L_0$ applied to $u_0 = \lim_{r \rightarrow 0} u_r$ where $L_0$ is the maximal surface operator associated to the metric $g_0 = -dt^2 + \cos^2 \theta_0$.

As a consequence, the family of constants $\{C_r\}$ associated to the Schauder interior estimates applied to $L_r(u_r)$ are uniformly bounded by some $C > 0$.

Now, to obtain a bound on the norm of the gradient $\| \nabla u \|$ at a point $x_0$ at a distance $2r$ from the singularity, we apply the Schauder interior estimates to $L_r(u_r)$, where $u_r : (D, h_r) \rightarrow \mathbb{R}$. We get $|u_r|_2 \leq C_r |u_r|_0 \leq C |u_r|_0$.

As $\| \nabla u_r \|(x_0) \leq |u_r|_2$, and as $u_r(x_0) = o(2r)$ (because $S$ is orthogonal to $d$), we obtain $\| \nabla u_r \|(x_0) \leq C \cdot o(r)$.

But as $u_r$ is obtained by rescaling $u$ with a factor $r$, so $\| \nabla u \| = r^{-1} \| \nabla u_r \|$ and we finally get: $\| \nabla u \| = o(1)$. $\square$
Lemma 3.13. — The induced metric $g_S$ on $S$ carries a conical singularity of angle $\theta$ at its intersection with the particle $d$.

Proof. — Recall that (see [18, Section 2.2] and [14, Section 2.1]) a metric $h$ carries a conical singularity of angle $\theta$ if and only if there exists normal polar coordinates $(\rho, \varphi) \in \mathbb{R}_{>0} \times [0, 2\pi)$ around the singularity so that

$$g = d\rho^2 + f^2(\rho, \varphi)d\varphi^2, \quad \frac{f(\rho, \varphi)}{\rho} \xrightarrow{\rho \to 0} \theta/2\pi.$$ 

That is, if $g$ can be written by the matrix

$$g = \begin{pmatrix} 1 & 0 \\ 0 & \left(\frac{\theta}{2\pi}\right)^2 \rho^2 + o(\rho^2) \end{pmatrix}.$$ 

The metric of $(M, g)$ can be locally written around the intersection of $S$ and the particle $d$ by

$$g = -dt^2 + \cos^2 t h_\theta,$$

where $h_\theta = d\rho^2 + \left(\frac{\theta}{2\pi}\right)^2 \sinh^2 \rho d\varphi^2$ is the metric of $\mathbb{H}^2_\theta$.

Setting $t = u(\rho, \varphi)$, with $u(\rho, \varphi) = o(\rho)$ and $\|\nabla u\| = o(1)$, we get

$$dt^2 = (\partial_\rho u)^2 d\rho^2 + 2\partial_\rho u \partial_\varphi u d\rho d\varphi + (\partial_\varphi u)^2 d\varphi^2.$$ 

Note that, as $\|\nabla u\| = o(1)$, $\partial_\rho u = o(1)$ and $\partial_\varphi u = o(\rho)$.

Finally, using $\cos^2(u) = 1 + o(\rho^2)$, we get the following expression for the induced metric on $S$:

$$g_S = \begin{pmatrix} 1 + o(1) & o(\rho) \\ o(\rho) & \left(\frac{\theta}{2\pi}\right)^2 \rho^2 + o(\rho^2) \end{pmatrix}.$$ 

One easily checks that, with a change of variable, the induced metric carries a conical singularity of angle $\theta$ at the intersection with $d$. □

Now the proof of Proposition 3.10 follows: suppose the second fundamental form $\mathbb{II} = g_S(B_{.,.})$ is the real part of a meromorphic quadratic differential $q$ with a pole of order $n$. In complex coordinates, write $q = f(z)dz^2$ and $g_S = e^{2u}|z|^{2(\theta/2\pi-1)}|dz|^2$ where $u$ is bounded. Then $B$ is the real part of the harmonic Beltrami differential

$$\mu := \frac{\overline{q}}{g_S} = e^{-2u}|z|^{-2(\theta/2\pi-1)}\overline{f(z)}dzd\bar{z}.$$ 

Using the real coordinates $z = x + iy$, $dz = dx + idy$, $\partial_z = \frac{1}{2}(\partial_x - i\partial_y)$ we get
\[
B = \Re \left( \frac{1}{2} e^{-2u} |z|^{-2(\theta/2\pi-1)} (\Re(f) - i\Im(f)) (dx - idy) (\partial_x - i\partial_y) \right)
\]
\[
= \frac{1}{2} e^{-2u} |z|^{-2(\theta/2\pi-1)} (\Re(f) (dx\partial_x - dy\partial_y) - \Im(f) (dx\partial_y - dy\partial_x))
\]
\[
= \frac{1}{2} e^{-2u} |z|^{-2(\theta/2\pi-1)} \begin{pmatrix} \Re(f) & -\Im(f) \\ -\Im(f) & -\Re(f) \end{pmatrix}.
\]

It follows that
\[
\det_{g_S} (B) = -\frac{1}{4} e^{-4u} |z|^{-4(\theta/2\pi-1)} |f|^2 = -e^v |z|^{-2(\theta/\pi-2+n)},
\]
for some bounded $v$. By (modified) Gauss equation, the curvature $K_S$ of $S$ is given by
\[
K_S = -1 - \det_{g_S} (B).
\]

By Gauss-Bonnet formula for surface with cone singularities (see for example [25]), $K_S$ has to be locally integrable. But we have:
\[
K_s dvol_S = \left( -1 + e^w |z|^{-2(\theta/2\pi-1+n)} \right) d\lambda,
\]
where $d\lambda$ is the Lebesgue measure on $\mathbb{R}^2$. It follows that $K_s dvol_S$ is integrable if and only if $\theta/2\pi-1+n < 1$, that is $n \leq 1$. Note also that, for $n \leq 1$, $\det_{g_S} (B) = O \left(|z|^{2(1-\theta/\pi)}\right)$ and so tends to zero at the singularity. □

It is proved in [15] that, as in the non-singular case, we can define the space $\mathcal{H}_\theta(\Sigma_p)$ of maximal surfaces in a germ of AdS convex GHM with $n$ particles of angles $\theta = (\theta_1, \ldots, \theta_n) \in (0, \pi)^n$. This space is still parametrized by $T^*T_\theta(\Sigma_p)$. Recall that the cotangent space $T^*_\theta T_\theta(\Sigma_p)$ to $T_\theta(\Sigma_p)$ at a metric $g \in T_\theta(\Sigma_p)$ is given by the space of meromorphic quadratic differentials on $(\Sigma_p, J_g)$ (where $J_g$ is the complex structure associated to $g$) with at most simple poles at the marked points.

Moreover, given $(g, h) \in \mathcal{H}_\theta(\Sigma_p)$, using the Fundamental Theorem of surfaces in AdS convex GHM manifolds with particles, one can locally reconstruct a piece of AdS globally hyperbolic manifold with particles which uniquely embeds in a maximal one. It provides a map from $\mathcal{H}_\theta(\Sigma_p)$ to $\mathcal{M}_\theta(\Sigma_p)$. This map is bijective if and only if each AdS convex GHM manifold $(M, g)$ contains a unique maximal surface.

4. Existence of a maximal surface

In this section, we prove the existence part of Theorem 1.4. Note that in the Fuchsian case (that is when the two metrics of the parametrization $\mathcal{M}_\theta$
are equal), the convex core is reduced to a totally geodesic plane orthogonal to the singular locus which is thus maximal (its second fundamental form vanishes).

Hence, from now on, we consider an AdS convex GHM manifold with particles \((M, g)\), where \(g \in \mathcal{M}_0(\Sigma_p)\) is such that \(\mathcal{M}_0(g) \in \mathcal{T}_0(\Sigma_p) \times \mathcal{T}_0(\Sigma_p)\) are two distinct points (that is \((M, g)\) is not Fuchsian). It follows from [6, Section 5] that \((M, g)\) contains a convex core with non-empty interior. The boundary of this convex core is given by two pleated surfaces: a future-convex one and a past-convex one.

**Proposition 4.1.** — The AdS convex GHM manifold with particles \((M, g)\) contains a maximal surface \(S \hookrightarrow (M, g)\).

The proof is done in four steps:

**Step 1** Approximate the singular metric \(g\) by a sequence of smooth metrics \((g_n)_{n \in \mathbb{N}}\) which converges to the metric \(g\), and prove the existence for each \(n \in \mathbb{N}\) of a maximal surface \(S_n \hookrightarrow (M, g_n)\).

**Step 2** Prove that the sequence \((S_n)_{n \in \mathbb{N}}\) converges outside the singular lines to a smooth nowhere time-like surface \(S\) with vanishing mean curvature.

**Step 3** Prove that the limit surface \(S\) is space-like.

**Step 4** Prove that the limit surface \(S\) is orthogonal to the singular lines.

### 4.1. First step

**Approximation of singular metrics.** Take \(\theta \in (0, 2\pi)\) and let \(\mathcal{C}_\theta \subset \mathbb{R}^3\) be the cone given by the parametrization:

\[
\mathcal{C}_\theta := \{(u.\cos v, u.\sin v, \cotan(\theta/2).u), (u, v) \in \mathbb{R}_+ \times [0, 2\pi]\}.
\]

Now, consider the intersection of this cone with the Klein model of the hyperbolic 3-space, and denote by \(h_\theta\) the induced metric on \(\mathcal{C}_\theta\). Outside the apex, \(\mathcal{C}_\theta\) is a convex ruled surface in \(\mathbb{H}^3\), and so has constant curvature \(-1\). Moreover, one easily checks that \(h_\theta\) carries a conical singularity of angle \(\theta\) at the apex of \(\mathcal{C}_\theta\). Consider the orthogonal projection \(p\) from \(\mathcal{C}_\theta\) to the disk of equation \(D := \{z = 0\} \subset \mathbb{H}^3\). We have that \((D, (p^{-1})^*h_\theta)\) is isometric to the local model of hyperbolic metric with cone singularity \(\mathbb{H}^2_\theta\) as defined in the introduction.

**Remark 4.2.** — The angle of the singularity is given by \(\lim_{\rho \to 0} \frac{l(C_\rho)}{\rho}\) where \(l(C_\rho)\) is the length of the circle of radius \(\rho\) centered at the singularity.
Now, to approximate this metric, take \((\epsilon_n)_{n \in \mathbb{N}} \subset (0, 1)\), a sequence decreasing to zero and define a sequence of even functions \(f_n : \mathbb{R} \rightarrow \mathbb{R}\) so that for each \(n \in \mathbb{N}\),

\[
\begin{cases}
  f_n(0) = -\epsilon_n^2 \cdot \cotan(\theta/2) \\
  f_n''(x) < 0 & \text{if } x \in (-\epsilon_n, \epsilon_n) \\
  f_n(x) = -\cotan(\theta/2) \cdot x & \text{if } x \geq \epsilon_n.
\end{cases}
\]

Figure 4.1. Graph of \(f_n\)

Consider the surface \(C_{\theta,n}\) obtained by making a rotation of the graph of \(f_n\) around the axis \((0z)\) and consider its intersection with the Klein model of hyperbolic 3-space. Denote by \(h_{\theta,n}\) the induced metric on \(C_{\theta,n}\), and define \(H^2_{\theta,n} := (\mathbb{D}, (p^{-1})^* h_{\theta,n})\) (where \(p\) is still the orthogonal projection to the disk \(\mathbb{D} = \{z = 0\} \subset \mathbb{H}^3\)). By an abuse of notations, we write \(H^2_{\theta,n} = (\mathbb{D}, h_{\theta,n})\). Denote by \(B_i \subset \mathbb{D}\) the smallest set where the metric \(h_{\theta,n}\) does not have of constant curvature \(-1\), by construction, \(B_n \xrightarrow{n \to \infty} \{0\}\), where \(\{0\}\) is the center of \(\mathbb{D}\). We have

**Proposition 4.3.** — For all compact \(K \subset \mathbb{D} \setminus \{0\}\), there exists \(n_K \in \mathbb{N}\) such that for all \(n > n_K\), \(h_{\theta|_K} = h_{\theta,n|_K}\).

We define the AdS 3-space with regularized singularity:

**Definition 4.4.** — For \(\theta > 0\), \(n \in \mathbb{N}\), set \(AdS^3_{\theta,n} := \{(t, \rho, \varphi) \in (-\pi/2, \pi/2) \times \mathbb{D}\}\) endowed with the metric:

\[
g_{\theta,n} = -dt^2 + \cos^2 \theta d\rho^2.
\]
By construction, there exists a smallest tubular neighborhood $V^n_{\theta}$ of $l = (-\pi/2, \pi/2) \times \{0\}$ such that $\text{AdS}^3_{\theta,n} \setminus V^n_{\theta}$ is a Lorentzian manifold of constant curvature $-1$.

In this way, we are going to define the regularized AdS convex GHM manifold with particles.

For all $j \in \{1, \ldots, n\}$ and $x \in d_j$ where $d_j$ is a singular line in $(M, g)$, there exists a neighborhood of $x$ in $(M, g)$ isometric to a neighborhood of a point on the singular line in $\text{AdS}^3_{\theta_j}$. For $n \in \mathbb{N}$, we define the regularized metric $g_n$ on $M$ so that the neighborhoods of points of $d_j$ are isometric to neighborhoods of points on the central axis in $\text{AdS}^3_{\theta_j,n}$. Clearly, the metric $g_n$ is obtained taking locally the metric of $V^n_{\theta_j}$ in a tubular neighborhood $U^n_{j}$ of the singular lines $d_j$ for all $j \in \{1, \ldots, n\}$. In particular, outside these $U^n_{j}$, $(M, g_n)$ is a regular AdS manifold.

**Proposition 4.5.** — Let $K \subset M$ be a compact set which does not intersect the singular lines. There exists $n_K \in \mathbb{N}$ such that, for all $n > n_K$, $g_n|_K = g|_K$.

**Existence of a maximal surface in each $(M, g_n)$** We are going to prove Proposition 4.1 by convergence of maximal surfaces in each $(M, g_n)$. A result of Gerhardt [10, Theorem 6.2] provides the existence of a maximal surface in $(M, g_n)$ given the existence of two smooth barriers, that is, a strictly future-convex smooth (at least $C^2$) space-like surface and a strictly past-convex one. This result has been improved in [2, Theorem 4.3] reducing the regularity conditions to $C^0$ barriers.

The natural candidates for these barriers are equidistant surfaces from the boundary of the convex core of $(M, g)$. It is proved in [6, Section 5] that the future (respectively past) boundary component $\partial_+$ (respectively $\partial_-$) of the convex core is a future-convex (respectively past-convex) space-like pleated surface orthogonal to the particles. Moreover, each point of the boundary components is either contained in the interior of a geodesic segment (a pleating locus) or of a totally geodesic disk contained in the boundary components.

For $\epsilon > 0$ fixed, consider the $2\epsilon$-surface in the future of $\partial_+$ and denote by $\partial_{+,\epsilon}$ the $\epsilon$-surface in the past of the previous one. As pointed out in [6, Proof of Lemma 4.2], this surface differs from the $\epsilon$-surface in the future of $\partial_+$ (at the pleating locus).

**Proposition 4.6.** — For $n$ big enough, $\partial_{+,\epsilon} \hookrightarrow (M, g_n)$ is a strictly future-convex space-like $C^{1,1}$ surface.
Proof. — Outside the open set $U^n := \bigcup_{j=1}^n U^n_j$ (where the $U^n_j$ are tubular neighborhoods of $d_j$ so that the curvature is different from $-1$), $(M, g_n)$ is isometric to $(M, g)$, and moreover, $U^n_j \rightarrow d_j$ for each $j$. As proved in [6, Lemma 5.2], each intersection of $\partial_+$ with a particle lies in the interior of a totally geodesic disk contained in $\partial_+$. So, there exists $n_0 \in \mathbb{N}$ such that, for $n > n_0$, $U^n_j \cap \partial_+$ is totally geodesic.

The fact that $\partial_{+,\epsilon}$ is $C^{1,1}$ is proved in [6, Proof of Lemma 4.2].

For the strict convexity outside $U^n$, the result is proved in [4, Proposition 6.28]. So it remains to prove that $\partial_{+,\epsilon} \cap U^n$ is strictly future-convex.

Let $d = d_j$ be a singular line which intersects $\partial_+$ at a point $x$. As $U := U^n_j \cap \partial_+$ is totally geodesic, we claim that $U_\epsilon := U^n_j \cap \partial_{+,\epsilon}$ is the $\epsilon$-surface of $U$ with respect to the metric $g_n$. In fact, the space-like surface $\mathcal{P}_0 \subset \text{AdS}^3_\theta,i$, given by the equation $\{ t = 0 \}$ is totally geodesic and the one given by $\mathcal{P}_\epsilon := \{ t = \epsilon \}$ is the $\epsilon$-surface of $\mathcal{P}_0$ and corresponds to the $\epsilon$-surface in the past of $\mathcal{P}_{2\epsilon}$. It follows that $U_\epsilon$ is obtained by taking the $\epsilon$-time flow of $U$ along the unit future-pointing vector field $N$ normal to $\partial_+$ (extended to an open neighborhood of $U$ by the condition $\nabla^N_u N = 0$, where $\nabla$ is the Levi-Civita connection of $g_n$). We are going to prove that the second fundamental form on $U_\epsilon$ is positive definite.

Note that in AdS$_{3+j,n}^3$, the surfaces $\mathcal{P}_{t_0} := \{ t = t_0 \}$ are equidistant from the totally geodesic space-like surface $\mathcal{P}_0$. Moreover, the induced metric on $\mathcal{P}_{t_0}$ is $I_{t_0} = \cos^2(t_0) h_{n,\theta}$ and so, the variation of $I_{t_0}$ along the flow of $N$ is given by

$$\frac{d}{dt}_{t=t_0} I_t(u_t, u_t) = -2 \cos(t_0) \sin(t_0),$$

for $u_t$ a unit vector field tangent to $\mathcal{P}_t$. On the other hand, this variation is given by

$$\frac{d}{dt}_{t=t_0} I_t(u_t, u_t) = \mathcal{L}_N I_{t_0}(u_{t_0}, u_{t_0}) = 2 I_{t_0}(\nabla^i u_{t_0}, N, u_{t_0}) = -2 \Pi_{t_0}(u_{t_0}, u_{t_0}),$$

where $\mathcal{L}$ is the Lie derivative and $Bu := -\nabla_u N$ is the shape operator.

It follows that $\Pi_{t_0}$ is positive-definite for $t_0 > 0$ small enough. So $\partial_{+,\epsilon} \hookrightarrow (M, g_n)$ is strictly future-convex. \[\Box\]

So we get a $C^{1,1}$ barrier. The existence of a $C^{1,1}$ strictly past-convex surface is analogous. So, by [2, Theorem 4.3], we get that for all $n > n_0$, there exists a maximal space-like Cauchy surface $S_n$ in $(M, g_n)$. By re-indexing, we finally have proved

**Proposition 4.7. —** There exists a sequence $(S_n)_{n \in \mathbb{N}}$ of space-like surfaces where each $S_n \hookrightarrow (M, g_n)$ is a maximal space-like surface.
**4.2. Second step**

**Proposition 4.8.** — There exists a subsequence of \((S_n)_{n\in\mathbb{N}}\) converging uniformly on each compact which does not intersect the singular lines to a surface \(S\hookrightarrow (M,g)\).

**Proof.** — For some fixed \(n_0\in\mathbb{N}\), \((M,g_{n_0})\) is a smooth globally hyperbolic manifold and so admits some smooth time function \(f : (M,g_{n_0}) \rightarrow \mathbb{R}\). This time function allows us to see the sequence of maximal surfaces \((S_n)_{n\in\mathbb{N}}\) as a sequence of graphs on functions over \(f^{-1}(\{0\})\) (where we suppose \(0\in f(M)\)). Let \(K\subset f^{-1}(\{0\})\) be a compact set which does not intersect the singular lines and see locally the surfaces \(S_n\) as graphs of functions \(u_n : K \rightarrow \mathbb{R}\).

For \(n\) big enough, the graphs of \(u_n\) are pieces of space-like surfaces contained in the convex core of \((M,g)\), so the sequence \((u_n)_{n\in\mathbb{N}}\) is a sequence of uniformly bounded Lipschitz functions with uniformly bounded Lipschitz constant. By Arzelà-Ascoli’s Theorem, this sequence admits a subsequence (still denoted by \((u_n)_{n\in\mathbb{N}}\)) converging uniformly to a function \(u : K \rightarrow \mathbb{R}\). Applying this to each compact set of \(f^{-1}(\{0\})\) which does not intersect the singular lines, we get that the sequence \((S_n)_{n\in\mathbb{N}}\) converges uniformly outside the singular lines to a surface \(S\).

Note that, as the surface \(S\) is a limit of space-like surfaces, it is nowhere time-like. However, \(S\) may contains some light-like locus. We recall a theorem of C. Gerhardt [10, Theorem 3.1]:

**Theorem 4.9 (C. Gerhardt).** — Let \(S\) be a limit on compact subsets of a sequence of space-like surfaces in a globally hyperbolic space-time. Then if \(S\) contains a segment of a null geodesic, this segment has to be maximal, that is it extends to the boundary of \(M\).

So, if \(S\) contains a light-like segment, either this segment extends to the boundary of \(M\), or it intersects two singular lines. The first is impossible as it would imply that \(S\) is not contained in the convex core. Thus, the light-like locus of \(S\) lies in the set of light-like rays between two singular lines.

We now prove the following:

**Proposition 4.10.** — The sequence of space-like surfaces \((S_n)_{n\in\mathbb{N}}\) of Proposition 4.7 converges \(C^{1,1}\) on each compact which does not intersect the singular lines and light-like locus. Moreover, outside these loci, the surface \(S\) has everywhere vanishing mean curvature.
Proof. — For a point \( x \in S \) which neither lies on a singular line nor on a light-like locus, see a neighborhood \( K \subset S \) of \( x \) as the graph of a function \( u \) over a piece of totally geodesic space-like plane \( \Omega \). With an isometry \( \Psi \), send \( \Omega \) to the totally geodesic plane \( P_0 \subset \text{AdS}^3 \) given by the equation
\[
P_0 := \{(t, \rho, \varphi) \in \text{AdS}^3, \ t = 0\}.
\]
We still denote by \( S_n \) (respectively \( S, u \) and \( \Omega \)) the image by \( \Psi \) of \( S_n \) (respectively \( S, u \) and \( \Omega \)). Note that, for \( n \in \mathbb{N} \) big enough, the metric \( g_n \) coincides with the metric \( g \) in a neighborhood of \( K \) in \( M \). So locally around \( x \), the surfaces \( S_n \) have vanishing mean curvature in \((M, g)\), hence their images in \( \text{AdS}^3 \) have vanishing mean curvature.

Let \( u_n : \Omega \rightarrow \mathbb{R} \) be such that \( S_n = \text{graph}(u_n) \). The unit future pointing normal vector to \( S_n \) at \((x, u_n(x))\) is given by
\[
N_n = v_n.\pi^*(1, \nabla u_n),
\]
where \((1, \nabla u_n) \in T_x\text{AdS}^3 \) is the vector \((\partial_t, \nabla_\rho u_n, \nabla_\varphi u_n)\), \( \pi : S_n \rightarrow \Omega \) is the orthogonal projection on \( P_0 \) and \( v_n = (1 - \|\pi^*\nabla u_n\|^2)^{-1/2} \). The vanishing of the mean curvature of \( S_n \) is equivalent to
\[
-\delta_g N_n = 0,
\]
where \( \delta_g \) is the divergence operator. In coordinates, this equation reads (see also \[10, \text{Equation 1.14} \]):
\[
\frac{1}{\sqrt{\det g}} \partial_t (\sqrt{\det g} v_n g^{ij} \nabla_j u_n) + \frac{1}{2} v_n \partial_t g^{ij} \nabla_i u_n \nabla_j u_n - \frac{1}{2} v_n^{-1} g^{ij} \partial_t g_{ij} = 0.
\]
Here, we wrote the metric
\[
g = -dt^2 + g_{ij}(x, t)dx^idx^j,
\]
applying the convention of Einstein for the summation (with indices \( i, j = 1, 2 \)). The metric \( g \) is taken at the points \((u_n(x), x)\) and \( \det g \) is the determinant of the metric.

We have the following

**Lemma 4.11.** — The solutions \( u_n \) of equation (4.1) are in \( \mathcal{C}^\infty(\Omega) \).

**Proof.** — This is a bootstrap argument. From \[10, \text{Theorem 5.1} \], we have \( u_n \in \mathcal{W}^{2,p}(\Omega) \) for all \( p \in [1, +\infty) \) (where \( \mathcal{W}^{k,p}(\Omega) \) is the Sobolev space of functions over \( \Omega \) admitting weak \( L^p \) derivatives up to order \( k \)).

As \( v_n \) is uniformly bounded from above and from below (because the surface \( S_n \) is space-like), and as \( u_n \in \mathcal{W}^{2,p}(\Omega) \), the third term of equation (4.1) is in \( \mathcal{W}^{1,p}(\Omega) \).

For the second term, we recall the multiplication law for Sobolev space: if \( \frac{k}{2} - \frac{1}{p} > 0 \), then the product of functions in \( \mathcal{W}^{k,p}(\Omega) \) is still in \( \mathcal{W}^{k,p}(\Omega) \).
So, as the second term of equation (4.1) is a product of three terms in $W^{1,p}(\Omega)$, it is in $W^{1,p}(\Omega)$ (by taking $p > 2$).

Hence the first term is in $W^{1,p}(\Omega)$, and so $\sqrt{\det g} v_n g^{ij} \nabla_j u_n \in W^{2,p}(\Omega)$. Moreover, as we can write the metric $g$ to that $g_{ij} = 0$ whenever $i \neq j$ and as $\sqrt{\det g} g^{ii}$ are $W^{2,p}(\Omega)$ and bounded from above and from below, $v_n \nabla_i u_n \in W^{2,p}(\Omega)$. We claim that it implies $u_n \in W^{3,p}$. It fact, for $f$ a never vanishing smooth function, consider the map

$$\varphi : D \subset \mathbb{R}^2 \longrightarrow \mathbb{R}^2,$$

where $D$ is a domain such that $f^2(p)|p|^2 < 1 - \epsilon$ and $p \neq 0$. The map $\varphi$ is a $C^\infty$ diffeomorphism on its image, and we have $(\varphi(\nabla u_n))_i \in W^{2,p}(\Omega)$ for $i = 1, 2$ (in fact, as it is a local argument, we can always perturb $\Omega$ so that $\nabla u_n \neq 0$). Applying $\varphi^{-1}$, we get $\nabla_i u_n \in W^{2,p}(\Omega)$ and so $u \in W^{3,p}(\Omega)$.

Iterating the process, we obtain that $u_n \in W^{k,p}(\Omega)$ for all $k \in \mathbb{N}$ and $p > 1$ big enough. Using the Sobolev embedding Theorem

$$W^{j+k,p}(\Omega) \subset C^{j,\alpha}(\Omega) \text{ for } 0 < \alpha < k - \frac{2}{p},$$

we get the result.

Now, from Proposition 4.8, $u_n \xrightarrow{C^0,1} u$, that is $u_n \xrightarrow{W^{1,p}} u$ for all $p \in [1, +\infty)$.

Moreover, as the sequence of graphs of $u_n$ converges uniformly to a space-like graph, the sequence $(\nabla u_n)_{n \in \mathbb{N}}$ is uniformly bounded. From equation (4.1), we get that there exists a constant $C > 0$ such that for each $n \in \mathbb{N}$,

$$|\partial_i (\sqrt{\det} h v_n g^{ii} \nabla_i u_n)| < C.$$

As $(\nabla u_n)_{n \in \mathbb{N}}$ is uniformly bounded, the terms $\partial_i v_n$ are also uniformly bounded and we obtain

$$|\partial_i (\nabla_i u_n)| < C',$$

for some constant $C'$.

Thus $(\nabla_i u_n)_{n \in \mathbb{N}}$ is a sequence of bounded Lipschitz functions with uniformly bounded Lipschitz constant so admits a convergent subsequence by Arzelà-Ascoli. It follows that

$$u_n \xrightarrow{W^{2,p}} u,$$

for all $p \in [1, +\infty)$. Thus $u$ is a solution of equation (4.1), and so $u \in C^\infty(\Omega)$. Moreover, as $u$ satisfies equation (4.1), $S$ has locally vanishing mean curvature. □
4.3. Third step

**Proposition 4.12.** — *The surface $S$ of Proposition 4.8 is space-like.*

We are going to prove that, at its intersections with the singular lines, $S$ does not contain any light-like direction. To prove this, we are going to consider the link of $S$ at its intersection $p$ with a particle $d$. The link is essentially the set of rays from $p$ that are tangent to the surface. Denote by $\alpha$ the cone angle of the singular line. We see locally the surface as the graph of a function $u$ over a small disk $D_\alpha = D_\alpha(0, r) = ((0, r) \times [0, \alpha)) \cup \{0\}$ contained in the totally geodesic plane orthogonal to $d$ passing through $p$ (in particular, $u(0) = 0$).

First, we describe the link at a regular point of an AdS convex GHM manifold, then the link at a singular point. The link of a surface at a smooth point is a circle in a sphere with an angular metric (called HS-surface in [22]). As the surface $S$ is a priori not smooth, we will define the link of $S$ as the domain contained between the two curves given by the limsup and liminf at zero of $u(\rho, \theta)$.

**The link of a point.** Consider $p \in (M, g)$ not lying of a singular line. The tangent space $T_p M$ identifies with the Minkowski 3-space $\mathbb{R}^{2,1}$. We define the link of $M$ at $p$, that we denote by $\mathcal{L}_p$, as the set of rays from $p$, that is the set of half-lines from 0 in $T_p M$. Geometrically, $\mathcal{L}_p$ is a 2-sphere, and the metric is given by the angle ”distance”. So one can see that $\mathcal{L}_p$ is divided into five subsets (depending on the type of the rays and on the causality):

- The set of future and past pointing time-like rays that carries a hyperbolic metric.
- The set of light-like rays defines two circles called past and future light-like circles.
- The set of space-like rays which carries a de Sitter metric.

To obtain the link of a point lying on a singular line of angle $\alpha \leq 2\pi$, we cut $\mathcal{L}_p$ along two meridian separated by an angle $\alpha$ and glue by a rotation. We get a surface denoted $\mathcal{L}_{p,\alpha}$ (see Figure 4.2).

**The link of a surface.** Let $\Sigma$ be a smooth surface in $(M, g)$ and $p \in \Sigma$ not lying on a singular line. The space of rays from $p$ tangent to $\Sigma$ is just the projection of the tangent plane to $\Sigma$ on $\mathcal{L}_p$ and so describe a circle in $\mathcal{L}_p$. Denote this circle by $\mathcal{C}_{\Sigma, p}$. Obviously, if $\Sigma$ is a space-like surface, $\mathcal{C}_{\Sigma, p}$ is a space-like geodesic in the de Sitter domain of $\mathcal{L}_p$ and if $\Sigma$ is time-like or light-like, $\mathcal{C}_{\Sigma, p}$ intersects one of the time-like circle in $\mathcal{L}_p$. 
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Figure 4.2. Link at a singular point

Now, if $p \in \Sigma$ belongs to a singular line of angle $\alpha$ and is not smooth, we define the link of $\Sigma$ at $p$ as the domain $C_{\Sigma,p}$ delimited by the limsup and the liminf of $\frac{u(\rho, \theta)}{\rho}$.

We have an important result:

**Proposition 4.13.** — Let $\Sigma$ be a nowhere time-like surface which intersects a singular line of angle $\alpha < \pi$ at a point $p$. If $C_{\Sigma,p}$ intersects a light-like circle in $L_{p,\alpha}$, then $C_{\Sigma,p}$ does not cross $C_{0,p}$. That is, $C_{\Sigma,p}$ remains strictly in one hemisphere (where a hemisphere is a connected component of $L_{p,\alpha} \setminus C_{0,p}$).

Proof. — Fix a non-zero vector $u \in T_p(\Sigma)$ and for $\theta \in [0, \alpha)$, denote by $v_\theta$ the unit vector making an angle $\theta$ with $u$. Suppose that $v_{\theta_0}$ corresponds to the direction where $C_{\Sigma,p}$ intersects a light-like circle, for example, the future light-like circle. As the surface is nowhere time-like, $\Sigma$ remains in the future of the light-like plane containing $v_{\theta_0}$. But the link of a light-like plane at a non singular point $p$ is a great circle in $L_p$ which intersects the two different light-like circles at the directions given by $v_{\theta_0}$ and $v_{\theta_0 + \pi}$. So it intersects $C_{0,p}$ at the directions $v_{\theta_0 \pm \pi/2}$. 

Now, if $p$ belongs to a singular line of angle $\alpha < \pi$, the link of the light-like plane which contains $v_{\theta_0}$ is obtained by cutting the link of $p$ along the directions of $v_{\theta_0 \pm \alpha/2}$ and gluing the two wedges by a rotation (see the Figure 4.2). So, the link of our light-like plane remains in the upper hemisphere, which implies the result. \hfill \Box

Remark 4.14. — Equivalently, we get that if $C_{\Sigma,p}$ intersects $C_{0,p}$, it does not intersect a light-like circle.

In particular, if link of $\Sigma$ at $p$, $C_{\Sigma,p}$ is continuous, there exists $\eta > 0$ (depending of $\alpha$) such that:

- If $C_{\Sigma,p} \theta_0$ intersects the future light-like circle, then

\begin{equation}
\label{eq:4.2}
u(\rho, \theta) \geq \eta.\rho \quad \forall \theta \in [0, \alpha), \quad \rho \ll 1.
\end{equation}

- If $C_{\Sigma,p} \theta_0$ intersects $C_{0,p}$, then

\begin{equation}
\label{eq:4.3}
u(\rho, \theta) \leq (1 - \eta).\rho \quad \forall \theta \in [0, \alpha) \quad \rho \ll 1.
\end{equation}

Figure 4.3. The link remains in the upper hemisphere
These two results will be used in the next part.

**Link of $S$ and orthogonality.** Let $S$ be the limit surface of Proposition 4.8 and let $p \in S$ be an intersection with a singular line $d$ of angle $\alpha < \pi$. As previously, we consider locally $S$ as the graph of a function

$$u : D_\alpha \to \mathbb{R}$$

in a neighborhood of $p$. Let $C_{S,p} \subset C_{p,\alpha}$ be the “augmented” link of $S$ at $p$, that is, the connected domain contained between the curves $C_{\pm}$, where $C_{+}$ is the curve corresponding to $\limsup_{\rho \to 0} \frac{u(\rho, \theta)}{\rho}$, and $C_{-}$ corresponding to the liminf.

**Lemma 4.15.** — The curves $C_{+}$ and $C_{-}$ are $C^{0,1}$.

**Proof.** — We give the proof for $C_{-}$ (the one for $C_{+}$ is analogue). For $\theta \in [0, \alpha)$, denote by

$$k(\theta) := \liminf_{\rho \to 0} \frac{u(\rho, \theta)}{\rho}.$$ 

Fix $\theta_0, \theta \in [0, \alpha)$. By definition, there exists a decreasing sequence $(\rho_k)_{k \in \mathbb{N}} \subset \mathbb{R}_{>0}$ such that $\lim_{k \to \infty} \rho_k = 0$ and

$$\lim_{k \to \infty} \frac{u(\rho_k, \theta)}{\rho_k} = k(\theta_0).$$

As $S$ is nowhere time-like, for each $k \in \mathbb{N}$, $S$ remains in the cone of space-like and light-like geodesic from $((\rho_k, \theta_0), u(\rho_k, \theta_0)) \in S$. That is,

$$|u(\rho_k, \theta) - u(\rho_k, \theta_0)| \leq d_a(\theta, \theta_0)\rho_k,$$

where $d_a$ is the angular distance between two directions. So we get

$$\lim_{k \to \infty} \frac{u(\rho_k, \theta)}{\rho_k} \leq k(\theta_0) + d_a(\theta, \theta_0),$$

and so

$$k(\theta) \leq k(\theta_0) + d_a(\theta, \theta_0).$$

On the other hand, for all $\epsilon > 0$ small enough, there exists $R > 0$ such that, for all $\rho \in (0, R)$ we have:

$$u(\rho, \theta_0) > (k(\theta_0) - \epsilon)\rho.$$ 

By the same argument as before, because $S$ is nowhere time-like, we get

$$|u(\rho, \theta) - u(\rho, \theta_0)| \leq d_a(\theta, \theta_0)\rho,$$

that is

$$u(\rho, \theta) \geq u(\rho, \theta_0) - d_a(\theta, \theta_0)\rho.$$
So
\[ u(\rho, \theta) > (k(\theta_0) - \epsilon) \rho - d_\alpha(\theta, \theta_0) \rho, \]
taking \( \epsilon \to 0 \), we obtain
\[ k(\theta) \geq k(\theta_0) - d_\alpha(\theta, \theta_0). \]

So the function \( k \) is 1-Lipschitz \( \Box \)

Now we can prove Proposition 4.12. Suppose that \( S \) is not space-like, that is, \( S \) contains a light-like direction at an intersection with a singular line. For example, suppose that \( C_+ \) intersects the upper light-like circle (the proof is analogue if \( C_- \) intersects the lower light-like circle). The proof will follow from the following lemma:

**Lemma 4.16.** — If the curve \( C_+ \) intersects the future light-like circle, then \( \lim \inf_{\rho \to 0} \frac{u(\rho, \theta)}{\rho} \geq \eta \) for all \( \theta \in [0, \alpha) \).

**Proof.** — As \( C_+ \) intersects the upper time-like circle, there exist \( \theta_0 \in [0, \alpha) \), and \( (\rho_k)_{k \in \mathbb{N}} \subset \mathbb{R}_{>0} \) a strictly decreasing sequence, converging to zero, such that
\[ \lim_{k \to \infty} \frac{u(\rho_k, \theta_0)}{\rho_k} = 1. \]

From (4.2), for a fixed \( \eta > \tilde{\eta} \), there exist \( k_0 \in \mathbb{N} \) such that:
\[ \forall k > k_0, \ u(\rho_k, \theta) \geq \tilde{\eta} \rho_k \ \forall \theta \in [0, \alpha). \]

As \( S \) has vanishing mean curvature outside its intersections with the singular locus, we can use a maximum principle. Namely, if a strictly future-convex surface \( \Sigma \) intersects \( S \) at a point \( x \) outside the singular locus, then \( S \) lies locally in the future of \( \Sigma \) (the case is analogue for past-convex surfaces).

It follows that on an open set \( V \subset D_\alpha \),
\[ \sup_{x \in V} u(x) = \sup_{x \in \partial V} u(x) \text{ and } \inf_{x \in V} u(x) = \inf_{x \in \partial V} u(x). \]

Now, consider the open annulus \( A_k := D_k \setminus \overline{D}_{k+1} \subset D_\alpha \) where \( D_k \) is the open disk of center 0 and radius \( \rho_k \). As \( S \) is a maximal surface, we can apply the maximum principle to \( u \) on \( A_k \), we get:
\[ \inf_{A_k} u = \min_{\partial A_k} u \geq \tilde{\eta} \rho_{k+1}. \]

So, for all \( \rho \in [0, r) \), there exists \( k \in \mathbb{N} \) such that \( \rho \in [\rho_{k+1}, \rho_k] \) and
\[ u(\rho, \theta) \geq \tilde{\eta} \rho_{k+1}. \]

We obtain that, \( \forall \theta \in [0, \alpha) \), \( u(\rho, \theta) > 0 \) and so \( \lim \inf_{\rho \to 0} \frac{u(\rho, \theta)}{\rho} \geq 0. \)
Now, suppose that
\[ \exists \theta_1 \in [0, \alpha) \text{ such that } \liminf_{\rho \to 0} \frac{u(\rho, \theta_1)}{\rho} = 0, \]
then there exists \((r_k)_{k \in \mathbb{N}} \subset \mathbb{R}_{>0}\) a strictly decreasing sequence converging to zero with
\[ \lim_{k \to \infty} \frac{u(r_k, \theta_1)}{r_k} = 0. \]
Moreover, we can choose a subsequence of \((\rho_k)_{k \in \mathbb{N}}\) and \((r_k)_{k \in \mathbb{N}}\) such that \(r_k \in [\rho_{k+1}, \rho_k] \quad \forall k \in \mathbb{N}.\)
This implies, by (4.3) that there exist \(k_1 \in \mathbb{N}\) such that
\[ \forall k > k_1, \ u(r_k, \theta) \leq (1 - \tilde{\eta})r_k \forall \theta \in [0, \alpha). \]

Now, applying the maximum principle to the open annulus \(B_k := \mathcal{D}_k \setminus \overline{\mathcal{D}}_{k+1} \subset D_\alpha\) where \(\mathcal{D}_k\) is the open disk of center 0 and radius \(r_k\), we get:
\[ \sup_{B_k} u = \max_{\partial B_k} u \leq (1 - \tilde{\eta})r_k. \]
And so we get that for all \(\rho \in [0, r)\) there exists \(k \in \mathbb{N}\) with \(\rho \in [r_{k+1}, r_k]\)
and we have:
\[ u(\rho, \theta) \leq (1 - \tilde{\eta})r_k \leq (1 - \tilde{\eta})\rho_k. \tag{4.5} \]
Now we are able to prove the lemma:
Take \(\epsilon < 1\), as \(\lim_{r_k} \frac{u(\rho_k, \theta_0)}{\rho_k} = 1\), there exist \(k_3 \in \mathbb{N}\) such that:
\[ \forall k > k_3, \ u(\rho_k, \theta_0) \geq (1 - \epsilon \tilde{\eta})\rho_k. \]
Using (4.5) we get:
\[ (1 - \epsilon \tilde{\eta})\rho_k \leq u(\rho_k, \theta_0) \leq (1 - \tilde{\eta})\rho_{k+1}, \text{ and so } \frac{\rho_{k+1}}{\rho_k} \leq \frac{1 - \epsilon \tilde{\eta}}{1 - \tilde{\eta}}. \tag{4.6} \]
Now, as \(\lim_{r_k} \frac{u(r_k, \theta_0)}{r_k} = 0\), there exist \(N' \in \mathbb{N}\) such that, for all \(k\) bigger than \(N'\) we have:
\[ u(r_k, \theta_1) \leq \epsilon \tilde{\eta} r_k \leq \epsilon \tilde{\eta} \rho_k. \]
Using (4.4), we get:
\[ \tilde{\eta} \rho_{k+1} \leq u(r_k, \theta_0) \leq \epsilon \tilde{\eta} \rho_k, \quad \text{and so } \frac{\rho_{k+1}}{\rho_k} \leq \epsilon. \tag{4.7} \]
But as \(\epsilon < 1\), the conditions (4.6) and (4.7) are incompatibles.  \(\Box\)
Now, as the curve $C_-$ does not cross $C_{0,p}$ and is contained in the de Sitter domain, we obtain $l(C_-) < l(C_{0,p})$ (where $l$ is the length). For $D_r \subset D_\alpha$ the disk of radius $r$ and center 0 and $A_g(u(D_r))$ the area of the graph of $u|_{D_r}$, we get:

\[
A_g(u(D_r)) \leq \int_0^r l(C_-) \rho d\rho < \int_0^r l(C_{0,p}) \rho d\rho.
\]

The first inequality comes from the fact that $\int_0^r l(C_-) \rho d\rho$ corresponds to the area of a flat piece of surface with link $C_-$ which is bigger than the area of a curved surface (because we are in a Lorentzian manifold).

So, the local deformation of $S$ sending a neighborhood of $S \cap d$ to a piece of totally geodesic disk orthogonal to the singular line would strictly increase the area of $S$. However, as $S$ is a limit of a sequence of maximal surfaces, such a deformation does not exist. So $C_{S,p}$ cannot cross the light-like circles.

### 4.4. Fourth step

**Proposition 4.17.** — The surface $S \hookrightarrow (M,g)$ of Proposition 4.8 is orthogonal to the singular lines.

The proof uses a “zooming” argument: by a limit of a sequence of homotheties and rescaling, we send a neighborhood of an intersection of the surface $S$ with a singular line to a piece of surface $V^*$ in the Minkowski space-time with cone singularity (defined below). Then we prove, using the Gauss map, that $V^*$ is orthogonal to the singular line and we show that it implies the result.

**Proof.** — For $\tau > 0$, define $\text{AdS}^3_{\theta,\tau}$ as the space $(t, \rho, \varphi) \in (-\pi/2, \pi/2) \times \mathbb{R}_{\geq 0} \times [0, \theta)$ with the metric

\[
g_{\theta,\tau} = -dt^2 + \cos^2(t/\tau)(d\rho^2 + \tau^2 \sinh^2(\rho/\tau)d\varphi^2).
\]

Define the “zoom” map

\[
Z_\tau : \text{AdS}^3_\theta \longrightarrow \text{AdS}^3_{\theta,\tau}
\]

$$
(\rho, \theta, t) \longmapsto (\tau \rho, \tau \theta, \tau t)
$$

and the set

\[
K_\tau := (K, g_{\theta,\tau}),
\]
where \( K := \{(t, \rho, \varphi) \in (-\pi/2, \pi/2) \times [0,1) \times [0, \theta)\} \).

Let \( p \) be the intersection of the surface \( S \hookrightarrow (M, g) \) of Proposition 4.8 with a singular line of angle \( \theta \). By definition, there exists an isometry \( \Psi \) sending a neighborhood of \( p \) in \( M \) to a neighborhood of \( 0 := (0,0,0) \in \text{AdS}_3^{\theta} \). Denote by \( U \) the image by \( \Psi \) of the neighborhood of \( p \) in \( S \) and set \( U_n := Z_n(U) \cap K \subset \text{AdS}_3^{\theta,n} \) for \( n \in \mathbb{N} \). Note that the \( U_n \) are pieces of space-like surface in \( \text{AdS}_3^{\theta,n} \) with vanishing mean curvature.

For all \( n \in \mathbb{N} \), let \( f_n : [0,1] \times \mathbb{R}/\theta \mathbb{Z} \longrightarrow [-1,1] \) so that \( U_n = \text{graph}(f_n) \).

Lemma 4.18. — Outside its intersection with the singular line, the surface \( V := \text{graph}(f) \subset K \) is space-like and has everywhere vanishing mean curvature with respect to the metric \( g_{\theta} := -dt^2 + d\rho^2 + \rho^2 d\theta^2 \).

Proof. — As the surfaces \( U_n \subset (K, g_{\theta,n}) \) are space-like with everywhere vanishing mean curvature (outside the intersection with the singular line), they satisfy on \( K \setminus \{0\} \) the following equation (see equation (4.1), using the fact that \( g_{ij} = 0 \) for \( i \neq j \)):

\[
\frac{1}{\sqrt{\det g_{\theta,n}}} \partial_t \left( \sqrt{\det g_{\theta,n}} v_n g_{\theta,n}^{ii} \nabla_i f_n \right) + \frac{1}{2} v_n \partial_t g_{\theta,n}^{ii} |\nabla_i f_n|^2 - \frac{1}{2} v_n^{-1} g_{\theta,n}^{ii} \partial_t (g_{n})_{ii} = 0.
\]

Recall that here, \( \det g_{\theta,n} \) is the determinant of the induced metric on \( U_n \hookrightarrow (K, g_{\theta,n}) \), \( \nabla f_n \) is the gradient of \( f_n \) and \( v_n := (1 - \|\pi^* \nabla f_n \|^2)^{-1/2} \) for \( \pi \) the orthogonal projection on \( \{ (t, \rho, \varphi) \in K, \ t = 0 \} \).

As each \( f_n \) satisfies the vanishing mean curvature equation, the same argument as in the proof of Proposition 4.10 implies a uniform bound on the norm of the covariant derivative of the gradient of \( f_n \). It follows that

\[
f_n \overset{C^{1,1}}{\longrightarrow} f.
\]

Moreover, one easily checks that on \( K, g_{\theta,n} \overset{C^\infty}{\longrightarrow} g_{\theta} \). In particular \( \det g_{\theta,n} \) and \( v_n \) converge \( C^{1,1} \) to \( \det g_{\theta} \) and \( v \) (respectively). It follows that \( f \) is a weak solution of the vanishing mean curvature equation for the metric \( g_{\theta} \), and so, a bootstrap argument shows it is a strong solution. In particular, \( V = \text{graph}(f) \) is a space-like surface in \((K, g_{\theta})\) with everywhere vanishing mean curvature outside its intersection with the singular line. \(\square\)
Consider on $\mathbb{R}^{2,1}$ the coordinates $(t, \rho, \varphi) \in \mathbb{R} \times \mathbb{R}_{>0} \times [0, 2\pi)$ so that the metric $g$ of $\mathbb{R}^{2,1}$ writes
\[ g = -dt^2 + d\rho^2 + \rho^2 d\varphi^2. \]
The universal cover $\tilde{\mathbb{R}}^{2,1} \setminus d$ of $\mathbb{R}^{2,1} \setminus d$ (where $d := \{(t, \rho, \varphi) \in \mathbb{R}^{2,1}, \rho = 0\}$ is the central axis) admits natural coordinates $(\tilde{t}, \tilde{\rho}, \tilde{\varphi}) \in \mathbb{R} \times \mathbb{R}_{>0} \times \mathbb{R}$. In these coordinates, the projection
\[ \pi : \tilde{\mathbb{R}}^{2,1} \setminus d \longrightarrow \mathbb{R}^{2,1} \setminus d \]
maps $\tilde{\varphi}$ to the unique $\varphi \in [0, 2\pi)$ with $\tilde{\varphi} \in \varphi + 2\pi \mathbb{Z}$.

Let’s define
\[ r_\theta : \tilde{\mathbb{R}}^{2,1} \setminus d \longrightarrow \mathbb{R}^{2,1} \setminus d \]
by $r_\theta(\tilde{t}, \tilde{\rho}, \tilde{\varphi}) = (\tilde{t}, \tilde{\rho}, \tilde{\varphi} + \theta)$. The quotient manifold $\mathbb{R}^{2,1}_\theta := \tilde{\mathbb{R}}^{2,1} \setminus d / \langle r_\theta \rangle$ inherits a singular Lorentz metric $g_\theta$ by pushing forward the metric $\pi^*g$ of $\mathbb{R}^{2,1} \setminus d$. We call $\mathbb{R}^{2,1}_\theta$ with its metric the Minkowski space with cone singularity of angle $\theta$.

The manifold $(K, g_\theta)$ of Lemma 4.18 with the central axis $l$ removed is canonically isometric to an open subset of $\mathbb{R}^{2,1}_\theta$. It follows that we can see the surface $V^* := V \setminus \{l \cap V\}$ as a space-like surface embedded in $\mathbb{R}^{2,1}_\theta$.

Recall that the Gauss map of $V^*$ is the map associating to each point $x$ the unit future pointing vector normal to $V^*$.

**Lemma 4.19.** — The Gauss map is naturally identified with a map $\mathcal{N} : V^* \longrightarrow \mathbb{H}^2_\theta$.

**Proof.** — Consider $\tilde{V}^* \subset \mathbb{R}^{2,1}_\theta$ the lifting of $V^* \subset \mathbb{R}^{2,1}_\theta$. As $\tilde{V}^*$ is space-like, for each point $p \in \tilde{V}^*$, the geodesic orthogonal to $\tilde{V}^*$ passing through $p$ either intersects the space-like surface $\mathbb{H}^2_* := \{\tilde{t}, \tilde{\rho}, \tilde{\varphi}) \in \mathbb{R}^{2,1}_\theta, \tilde{t} = \sqrt{\tilde{\rho}^2 + 1}\}$ (which is a lifting of the hyperboloid $\mathbb{H}^2 \subset \mathbb{R}^{2,1}$ with the point $(1, 0, 0)$ removed) or is not complete (namely, the geodesic hits the boundary curve $\{\tilde{\rho} = 0\}$).

Denote by $\tilde{\mathcal{P}} \subset \tilde{V}^*$ the set of points so that the orthogonal geodesic is not complete. The Gauss map is thus canonically identified with a map $\tilde{\mathcal{N}} : \tilde{V}^* \setminus \tilde{\mathcal{P}} \longrightarrow \mathbb{H}^2_\theta$.

It is clear that $\tilde{\mathcal{N}}$ is equivariant with respect to the action of $r_\theta$ so descends to a map $\mathcal{N} : V^* \setminus \mathcal{P} \longrightarrow \mathbb{H}^2_\theta := \mathbb{H}^2_* / \langle r_\theta \rangle$, where $\mathcal{P} = \tilde{\mathcal{P}} / \langle r_\theta \rangle$. Note that $\mathbb{H}^2_\theta$ is isometric to the hyperbolic disk with cone singularity (defined in the Introduction) with the center $0_\theta$ removed.
As $V^*$ is smooth, setting $N(p) = 0_\theta$ gives a smooth extension of $N$ to a map $N : V^* \to \mathbb{H}^2_\theta$. \hfill \Box

**Lemma 4.20.** The Gauss map $N : V^* \to \mathbb{H}^2_\theta$ is holomorphic with respect to the complex structure associated to the reverse orientation of $\mathbb{H}^2_\theta$.

**Proof.** As $V^*$ has everywhere vanishing mean curvature, we can choose an orthonormal framing of $TV^*$ such that the shape operator $B$ of $V^*$ expresses

$$B = \begin{pmatrix} k & 0 \\ 0 & -k \end{pmatrix}.$$  

Denoting $h_\theta$ the metric of $\mathbb{H}^2_\theta$, we obtain that

$$N^* h_\theta = I(B, B) = k^2 I(., .),$$

where $I$ is the first fundamental form of $V^*$. That is $N$ is conformal and reverses the orientation and so is holomorphic with respect to the holomorphic structure defined by the opposite orientation of $\mathbb{H}^2_\theta$. \hfill \Box

**Lemma 4.21.** The piece of surface $V^* \to \mathbb{R}^2_\theta$ is orthogonal to the singular line.

**Proof.** Fix complex coordinates $z : V^* \to \mathbb{D}^*$ and $w : \mathbb{H}^2_\theta \to \mathbb{D}^*$. In these coordinates systems, the metric $g_V$ and $h_\theta$ of $V^*$ and $\mathbb{H}^2_\theta$ respectively express:

$$g_V = \rho^2(z)|dz|^2, \quad h_\theta = \sigma^2(w)|dw|^2.$$

Note that, as $\mathbb{H}^2_\theta$ carries a conical singularity of angle $\theta$ at the center, $\sigma^2(w) = e^{2u}|w|^{2(\theta/2\pi - 1)}$, where $u$ is a bounded function.

Assuming $N$ does not have an essential singularity at $0$, the expression of $N$ in the complex charts has the form:

$$N(z) = \frac{\lambda}{z^n} + f(z), \quad \text{where } z^n f(z) \to 0 \quad \text{as } z \to 0$$

for some $n \in \mathbb{Z}$ and non-zero $\lambda$.

Denote by $e(N) = \frac{1}{2} \|dN\|^2$ the energy density of $N$. The third fundamental form of $V^*$ is thus given by

$$N^* h_\theta = e(N) g_V.$$  

Moreover, we have:

$$e(N) = \rho^{-2}(z) \sigma^2(N(z)) |\partial_z N|^2.$$  

If $n \neq 0$, we have

$$|\partial_z N|^2 = C |z|^{2n-1} + o \left( |z|^{2(n-1)} \right), \quad \text{for some } C > 0,$$
and
\[ \sigma^2(N(z)) = e^{2v}|z|^{2n(\theta/2\pi-1)}, \text{ for some bounded } v. \]
So we finally get,
\[ \mathcal{N}^* h_\theta = e^{2\varphi}|z|^{2(n\theta/2\pi-1)}|dz|^2, \text{ where } \varphi \text{ is bounded.} \]
For \( n = 0 \), the same computation gives
\[ \mathcal{N}^* h_\theta = e^{2\varphi}|dz|^2, \text{ where } \varphi \text{ is bounded from above.} \]
For \( \mathcal{N} \) having an essential singularity, we get that for all \( n < 0 \), \( |z|^n = o(\rho^2(z)e(\mathcal{N})) \) and so \( \mathcal{N}^* h_\theta \) cannot have a conical singularity.
However, as the third fundamental form is the pull-back by the Gauss map of \( h_\theta \), it has to carry a conical singularity of angle \( \theta \), that is have the expression
\[ \text{III} = e^{2\Psi}|z|^{2(\theta/2\pi-1)}|dz|^2, \]
for some bounded \( \Psi \). It implies in particular that \( n = 1 \), and so \( \mathcal{N}(z) \xrightarrow{z \to 0} 0 \), which means that \( V^* \) is orthogonal to the singular line.

\[ \square \]

The proof of Proposition 4.17 follows. For \( \tau \in \mathbb{R}_{>0} \), let \( u_\tau \in T_0 \text{AdS}^3_{\theta,\tau} \) be the unit future pointing vector tangent to \( d \) at \( 0 = U_\tau \cap d \). For \( x \in U_\tau \) close enough to \( 0 \), let \( u_\tau(x) \) be the parallel transport of \( u_\tau \) along the unique geodesic in \( U_\tau \) joining \( 0 \) to \( x \). Denoting by \( \mathcal{N}_\tau \) the Gauss map of \( U_\tau \), we define a map:
\[ \psi_\tau(x) := g_{\theta,\tau}(u_\tau(x),\mathcal{N}_\tau(x)), \]
where \( g_{\theta,\tau} \) is the metric of \( \text{AdS}^3_{\theta,\tau} \). Note that, by construction, the value of \( \psi_\tau(0) \) is constant for all \( \tau \in \mathbb{R}_{>0} \). As \( U_\infty \) is orthogonal to \( d \), \( \lim_{\tau \to \infty} \psi_\tau(0) = -1 \) so in particular \( \psi_1(0) = -1 \), that is the surface \( S \) is orthogonal to the singular lines.

\[ \square \]

5. Uniqueness

In this section, we prove the uniqueness part of Theorem 1.4:

**Proposition 5.1.** — The maximal surface \( S \rightarrow (M,g) \) of Proposition 4.1 is unique.

**Proof.** — Given a causal curve intersecting two space-like surfaces \( S_1 \) and \( S_2 \), we denote by \( l_\gamma(S_1, S_2) \) the causal length of \( \gamma \) between \( S_1 \) and \( S_2 \). Namely,
\[ l_\gamma(S_1, S_2) = \int_{t_1}^{t_2} (-g(\gamma'(t), \gamma'(t)))^{1/2} dt, \]
where $\gamma(t_i) \in S_i$, $i = 1, 2$.

Suppose that there exist two different maximal surfaces $S_1$ and $S_2$ in $(M, g)$ where $S_1$ is the one of Proposition 4.1. Denote by $\Gamma$ the set of time-like geodesics in $M$ and set

$$C := \sup_{\gamma \in \Gamma}\{l_\gamma(S_1, S_2)\} > 0.$$ 

Note that, from [6, Lemma 5.7], as $S_1 \hookrightarrow (M, g)$ is contained in the convex core, $C < \pi/2$. Consider $(\gamma_n)_{n \in \mathbb{N}} \subset \Gamma$ such that

$$\lim_{n \to \infty} l(\gamma_n) = C.$$

**Lemma 5.2.** — The sequence of geodesic segments $(\gamma_n)_{n \in \mathbb{N}}$ converges to $\gamma \in \Gamma$.

**Proof.** — For $i = 1, 2$, denote by $x_{i,n}$ the intersection of $\gamma_n$ and $S_i$.

For $n \in \mathbb{N}$, choose a lifting $\tilde{x}_{1,n}$ of $x_{1,n}$ in the universal cover $\tilde{M}$ of $M$. This choice fixes a lifting of the whole sequence $(x_{1,n})_{n \in \mathbb{N}}$ and of $(\gamma_n)_{n \in \mathbb{N}}$, so of $(x_{2,n})_{n \in \mathbb{N}}$. Note that the sequence $(\tilde{x}_{1,n})_{n \in \mathbb{N}}$ converges to $\tilde{x}_1 \in \tilde{S}_1 \subset \tilde{M}$ and, as the causal cone of $\tilde{x}_1$ intersects $\tilde{S}_2$ in a compact set containing infinitely many $\tilde{x}_{2,n}$, the sequence $(\tilde{x}_{2,n})_{n \in \mathbb{N}}$ converges to $\tilde{x}_2$ (up to a subsequence).

It follows that $\tilde{x}_2$ projects to $x_2 \in S_2$ and $C = l_\gamma(S_1, S_2)$ where $\gamma$ is the projection of the unique time-like geodesic joining $\tilde{x}_1$ to $\tilde{x}_2$. □

It is clear that $S_1$ and $S_2$ are orthogonal to $\gamma$ (if not, there would exist some deformation of $\gamma$ increasing the causal length at the first order).

For $i = 1, 2$, denote by $x_i$ the intersection of $\gamma$ and $S_i$, by $P_i$ the (locally defined) totally geodesic plane tangent to $S_i$ at $x_i$ and by $\pm k_i$ the principal curvatures of $S_i$ at $x_i$. We can assume moreover that $k_1 \geq k_2 \geq 0$ and that $x_2$ is in the future of $x_1$.

Let $u \in U_{x_1} S_1$ (where $US_1$ is the unit tangent bundle to $S_1$) be a principal direction associated to $k_1$. For $\epsilon > 0$, denote by $J$ the Jacobi field along $\gamma$ so that

$$\begin{cases} J(0) = \epsilon u \\ J'(0) = 0 \end{cases}$$

and set $\gamma_\epsilon := \exp(J) \in \Gamma$ the deformation of $\gamma$ along $J$. It is clear that $\gamma_\epsilon$ is orthogonal to the piece of totally geodesic plane $P_1$.

By definition of the curvature, we have

$$l_{\gamma_\epsilon}(S_1, S_2) = l_{\gamma}(P_1, P_2) + (k_1 - \kappa_2)\epsilon^2 + o(\epsilon^2).$$

Here $\kappa_2$ is the curvature of $S_2$ at $x_2$ is the direction $p_\gamma(u)$ where $p_\gamma : T_{x_1} S_1 \to T_{x_2} S_2$ is the parallel transport along $\gamma$. In particular we
have $-\kappa_2 \geq -k_2$ and so

$$l_{\gamma_1}(S_1, S_2) \geq l_{\gamma_2}(P_1, P_2).$$

Moreover, in the proof of Proposition 4.6 we proved that the equidistant surface in the future of a totally geodesic space-like plane in $\text{AdS}_3^\theta$ is strictly future-convex (when the distance is less than $\pi/2$). It follows that

$$l_{\gamma}(P_1, P_2) > C,$$

and we get a contradiction. $\square$

6. Consequences

6.1. Minimal Lagrangian diffeomorphisms

In this paragraph, we prove Theorem 1.3. Let $\Sigma$ be a closed oriented surface endowed with a Riemannian metric $g$ and let $\nabla$ be the associated Levi-Civita connection.

**Definition 6.1.** A bundle morphism $b : T\Sigma \rightarrow T\Sigma$ is Codazzi if $d\nabla b = 0$, where $d\nabla$ is the covariant derivative of vector valued form associated to the connection $\nabla$.

We recall a result of [16]:

**Theorem 6.2 (Labourie).** Let $b : T\Sigma \rightarrow T\Sigma$ be a everywhere invertible Codazzi bundle morphism, and let $h$ be the symmetric 2-tensor defined by $h = g(b_1, b_2)$. The Levi-Civita connection $\nabla^h$ of $h$ satisfies

$$\nabla^h u v = b^{-1} \nabla u (bv),$$

and its curvature is given by:

$$K_h = \frac{K_g}{\det(b)}.$$

Given $g_1, g_2 \in T\theta(\Sigma_p)$ and $\Psi : (\Sigma_p, g_1) \rightarrow (\Sigma_p, g_2)$ a diffeomorphism isotopic to the identity, there exists a unique bundle morphism $b : T\Sigma_p \rightarrow T\Sigma_p$ so that $g_2 = g_1(b_1, b_2)$. We have the following characterization:

**Proposition 6.3.** The diffeomorphism $\Psi$ is minimal Lagrangian if and only if

i. $b$ is Codazzi with respect to $g_1$,

ii. $b$ is self-adjoint for $g_1$ with positive eigenvalues.

iii. $\det(b) = 1$. 
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We now prove Theorem 1.3:

**Existence.** — Let \( g_1, g_2 \in T_\theta(\Sigma_p) \). It follows from Theorem 1.4 and the extension of Mess’ parametrization that we can uniquely realize \( g_1 \) and \( g_2 \) as

\[
\begin{align*}
g_1 &= I((E + JB)., (E + JB).) \\
g_2 &= I((E - JB)., (E - JB).),
\end{align*}
\]

where \( I, B, J, E \) are respectively the first fundamental form, the shape operator, the complex structure and the identity morphism of the unique maximal surface \( S \to (M, g) \) and \((M, g)\) is an AdS convex GHM space-time with particles parametrized by \((g_1, g_2)\).

Define the bundle morphism \( b : T\Sigma_p \to T\Sigma_p : b = (E + JB)^{-1} (E - JB) \).

Note that, as the eigenvalues of \( B \) are in \((-1, 1)\), (from [15, Lemma 5.15]) the morphism \( b \) is well defined. Moreover, we have \( g_2 = g_1(b., b.) \). We are going to prove that \( b \) satisfies the conditions of Proposition 6.3:

- **Codazzi:** Denote by \( D \) the Levi-Civita connection associated to \( I \), and consider the bundle morphism \( A = (E + JB) \). From Codazzi’s equation for surfaces, \( dD A = 0 \). From Proposition 6.2, the Levi-Civita connection \( \nabla_1 \) of \( I(A., A.) \) satisfies:

\[
\nabla_1 u v = A^{-1} D_u (Av).
\]

We get that \( d\nabla_1 b = A^{-1} dD (E - JB) = 0 \).

- **Self-adjoint:**

\[
\begin{align*}
g_1(bx, y) &= I((E - JB)x, (E + JB)y) \\
&= I((E + JB)(E - JB)x, y) \\
&= I((E - JB)(E + JB)x, y) \\
&= I((E + JB)x, (E - JB)y) \\
&= g_1(x, by).
\end{align*}
\]

- **Positive eigenvalues:** From [15, Lemma 5.15], the eigenvalues of \( B \) are in \((-1, 1)\). So \((E \pm JB)\) has strictly positives eigenvalues and the same hold for \( b \).

- **Determinant 1:** \( \det(b) = \frac{\det(E - JB)}{\det(E + JB)} = \frac{1 + \det(JB)}{1 + \det(JB)} = 1 \), (because \( \text{tr}(JB) = 0 \)).

**Uniqueness.** — Suppose that there exist \( \Psi_1, \Psi_2 : (\Sigma_p, g_1) \to (\Sigma_p, g_2) \) two minimal Lagrangian diffeomorphisms. It follows from Proposition 6.3
that there exists $b_1, b_2 : T\Sigma_p \rightarrow T\Sigma_p$ Codazzi self-adjoint with respect to $g_1$ with positive eigenvalues and determinant 1 so that $g_1(b_1, b_1)$ and $g_2(b_2, b_2)$ are in the same isotopy class.

For $i = 1, 2$, define

$$
\begin{cases}
  I_i(\cdot, \cdot) = \frac{1}{4} g_1((E + b_i)\cdot, (E + b_i)\cdot) \\
  B_i = -J_i(E + b_i)^{-1}(E - b_i),
\end{cases}
$$

where $J_i$ is the complex structure associated to $I_i$.

One easily checks that $B_i$ is well defined and self-adjoint with respect to $I_i$ with eigenvalues in $(-1, 1)$. Moreover, we have

$$b_i = (E + J_i B_i)^{-1}(E - J_i B_i).$$

Writing the Levi-Civita connection of $g_1$ by $\nabla$ and the one of $I_i$ by $D^i$, Proposition 6.2 implies

$$D^i y = (E + b_i)^{-1}\nabla_x ((E + b_i)y).$$

So we get:

$$D^i B_i(x, y) = (E + b_i)^{-1}\nabla_y ((E + b_i)B y) - (E + b_i)^{-1}\nabla_y ((E + b_i)x) - B_i[x, y]$$

$$= (E + b_i)^{-1}(\nabla(E + b_i))(x, y)$$

$$= 0.$$ And the curvature of $I_i$ satisfies

$$K_{I_i} = -\det(E + J_i B_i) = -1 - \det(B_i).$$

It follows that $B_i$ is traceless, self-adjoint and satisfies the Codazzi and Gauss equation. Setting $\Pi_i := I_i(B_i, \cdot, \cdot)$, we get that $I_i$ and $\Pi_i$ are respectively the first and second fundamental form of a maximal surface in an AdS convex GHM manifold with particles (that is, $(I_i, \Pi_i) \in H_\theta(\Sigma_p)$ where $H_\theta(\Sigma_p)$ is defined in Section 3). Moreover, one easily checks that, for $i = 1, 2$

$$
\begin{cases}
  g_1 = I_i ((E + J_i B_i)\cdot, (E + J_i B_i)\cdot) \\
  g_2 = I_i ((E - J_i B_i)\cdot, (E - J_i B_i)\cdot).
\end{cases}
$$

It means that $(I_i, \Pi_i)$ is the first and second fundamental form of a maximal surface in $(M, g)$ (for $i = 1, 2$) and so, by uniqueness, $(I_1, \Pi_1) = (I_2, \Pi_2)$. In particular, $b_1 = b_2$ and $\Psi_1 = \Psi_2$. 
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6.2. Middle point in $\mathcal{T}_\theta(\Sigma_p)$

Theorem 1.3 provides a canonical identification between the moduli space $\mathcal{M}_\theta(\Sigma_p)$ of singular AdS convex GHM structure on $\Sigma_p \times \mathbb{R}$ with the space $\mathcal{H}_\theta(\Sigma_p)$ of maximal surfaces in germ of singular AdS convex GHM structure (as defined in Section 3). By the extension of Mess’ parametrization, the moduli space $\mathcal{M}_\theta(\Sigma_p)$ is parametrized by $\mathcal{T}_\theta(\Sigma_p) \times \mathcal{T}_\theta(\Sigma_p)$ and by [15, Theorem 5.11], the space $\mathcal{H}_\theta(\Sigma_p)$ is parametrized by $T^*\mathcal{T}_\theta(\Sigma_p)$.

It follows that we get a map

$$\varphi : \mathcal{T}_\theta(\Sigma_p) \times \mathcal{T}_\theta(\Sigma_p) \rightarrow T^*\mathcal{T}_\theta(\Sigma_p).$$

We show that this map gives a “middle point” in $\mathcal{T}_\theta(\Sigma_p)$:

**Theorem 6.4. —** Let $g_1, g_2 \in \mathcal{T}_\theta(\Sigma_p)$ be two hyperbolic metrics with cone singularities. There exists a unique conformal structure $\mathcal{C}$ on $\Sigma_p$ so that

$$\Phi(u_1) = -\Phi(u_2)$$

and $u_2 \circ u_1^{-1}$ is minimal Lagrangian. Here $u_i : (\Sigma_p, \mathcal{C}) \rightarrow (\Sigma_p, g_i)$ is the unique harmonic map isotopic to the identity and $\Phi(u_i)$ is its Hopf differential. Moreover,

$$(g_1, g_2) = \varphi(\mathcal{C}, i\Phi(u_1)).$$

**Proof.**

**Existence. —** For $g_1, g_2 \in \mathcal{T}_\theta(\Sigma_p)$, let $\Psi : (\Sigma_p, g_1) \rightarrow (\Sigma_p, g_2)$ be the unique minimal Lagrangian diffeomorphism isotopic to the identity. By definition, the embedding $\iota : \Gamma := \text{graph}(\Psi) \hookrightarrow (\Sigma_p \times \Sigma_p, g_1 \oplus g_2)$ is minimal so $\iota$ is a conformal harmonic map (see [8, Proposition 4.B]).

It follows that the $i$-th projection $\pi_i : (\Sigma_p \times \Sigma_p, g_1 \oplus g_2) \rightarrow (\Sigma_p, g_i)$ restricts to a harmonic map $u_i$ on $\iota(\Gamma)$. Moreover, as $\iota$ is conformal, we get

$$\iota^*(g_1 \oplus g_2)^{2,0} = 0 = u_1^*(g_1)^{2,0} + u_2^*(g_2)^{2,0} = \Phi(u_1) + \Phi(u_2).$$

**Uniqueness. —** It is a direct consequence of the uniqueness part of Theorem 1.3.

**Expression of $\varphi$. —** It follows from the extension of Mess’ parametrization (section 3.1) and Theorem 1.4 that the metrics $g_1$ and $g_2$ can be uniquely expressed as

$$\begin{cases} g_1 = I((E + JB), (E + JB),) \\ g_2 = I((E - JB), (E - JB),) \end{cases}$$
where $I, B, J, E$ are respectively the first fundamental form, shape operator, complex structure and identity morphism of the unique maximal surface $S \hookrightarrow (M, g)$, and $(M, g)$ is an AdS convex GHM space-time with particles parametrized by $(g_1, g_2)$.

An easy computation shows that

$$g_1 + g_2 = 2(I + III).$$

As $S$ is maximal, the third fundamental form III of $S$ is conformal to $I$, so

$$c := [g_1 + g_2] = [I],$$

where $[h]$ denotes the conformal class of a metric $h$.

On the other hand, the embedding $\iota : \Gamma = \text{graph}(\Psi) \hookrightarrow (\Sigma_p \times \Sigma_p, g_1 \oplus g_2)$ is conformal, so

$$[\iota^*(g_1 \oplus g_2)] = [g_1 + g_2] = [I] = c.$$

By definition of the Hopf differential, there exists some strictly positive function $\lambda$ so that with respect to the complex structure associated to $c$, we have the following decomposition

$$u_i^*g_1 = \Phi(u_1) + \lambda \iota^*(g_1 \oplus g_2) + \overline{\Phi(u_1)}.$$

Note that in our case, the metrics $g_1$ and $g_2$ are normalized so that $u_i = \text{id}$. Moreover, as $[\iota^*g_1 \oplus g_2] = [I]$, we have (for a different function $\lambda'$)

$$g_1 = \Phi(u_1) + \lambda' I + \overline{\Phi(u_1)}.$$

Now we get

$$g_1 = I((E + JB)_+, (E + JB)_-) = 2I(JB_+, \cdot) + I + III,$$

in particular,

$$I(JB_+, \cdot) = \Re(\Phi(u_1)).$$

Let $\partial_x, \partial_y \in \Gamma(TS)$ be an orthonormal framing of principal directions of $S$. We have the following expressions in this framing:

$$B = \begin{pmatrix} k & 0 \\ 0 & -k \end{pmatrix}, \quad J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.$$

Setting $dz \in \Gamma(T^*S \otimes \mathbb{C}), \ dz := dx + idy$ where $(dx, dy)$ is the framing dual to $(\partial_x, \partial_y)$, we obtain

$$\Phi(u_1) = -ikdz^2 = k(dx dy + dy dx) - ik(dx^2 - dy^2).$$

So

$$\Pi = I(B_+, \cdot) = \Re(i\Phi(u_1)),$$

and $(c, i\Phi(u_1))$ is the maximal AdS germ associated to $(M, g)$. \qed
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