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Abstract. — Following Favre, we define a holomorphic germ \( f : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^d, 0) \) to be rigid if the union of the critical set of all iterates has simple normal crossing singularities. We give a partial classification of contracting rigid germs in arbitrary dimensions up to holomorphic conjugacy. Interestingly enough, we find new resonance phenomena involving the differential of \( f \) and its linear action on the fundamental group of the complement of the critical set.

Résumé. — En suivant Favre, on dit qu’un germe holomorphe \( f : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^d, 0) \) est rigide si l’union de l’ensemble critique de tous ses itérés est à croisement normaux. Nous donnons une classification partielle des germes rigides contractants en toute dimension à conjugaison holomorphe près. On trouve des nouveaux phénomènes de résonance, entre la différentielle de \( f \) et son action linéaire sur le groupe fondamental du complémentaire de l’ensemble critique.

Introduction

In this paper, we are concerned with the problem of analytic and formal classifications of contracting holomorphic germs at the origin in \( \mathbb{C}^d \), i.e., holomorphic germs \( f : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^d, 0) \) such that every eigenvalue \( \lambda \) of the differential \( df_0 \) at 0 satisfies \( 0 \leq |\lambda| < 1 \). The case of locally invertible maps is treated in detail in the literature (see, e.g., [15], [13] or [3, Chapter 4]). Such a map is not necessarily linearizable, but is analytically conjugated to a polynomial normal form that involves only resonant monomials. In particular, the analytic and formal classifications coincide. When the map is not invertible, the situation is far more complicated since the topological type of the critical set and its images are formal (hence analytic) invariants of conjugacy.
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To get around this problem, a natural class of maps has been introduced in [7] and was referred to as rigid germs. A rigid germ \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) is a holomorphic germ for which the generalized critical set \( \mathcal{C}(f^{\infty}) = \bigcup_{n \in \mathbb{N}} f^{-n}\mathcal{C}(f) \), where \( \mathcal{C}(f) \) denotes the critical set of \( f \), has simple normal crossing singularities at the origin.

Favre gave a complete classification of contracting rigid germs in dimension 2 (when \( \mathcal{C}(f^{\infty}) \) is also totally invariant), and proved these germs were conjugated to a polynomial (or rational) normal form. This classification has very interesting applications to the study of a special class of non-Kähler compact complex surfaces: Kato surfaces (see, e.g., [4], [5], [6]). The importance of this class was further emphasized by the work of [8] and [14], since any holomorphic two-dimensional germ is birationally conjugated to a rigid germ.

In this article, we explore the classification of contracting rigid germs in higher dimensions.

In this setting, we shall exhibit new resonance phenomena involving the differential of \( f \) at 0 and its linear action on the fundamental group of the complement of the generalized critical set. We shall then give some partial results on the classification of contracting rigid germs (see Theorem 3.7 and Theorem 4.1).

We shall also show (see Examples 5.2 and 5.3) how the complexity of the geometry of the images of \( \mathcal{C}(f^{\infty}) \) by \( f \) and its iterates makes it impossible to get an explicit full classification.

A general motivation for studying contracting rigid germs in higher dimensions comes from the close relationship between these objects and special non-Kähler manifolds introduced by Kato (see, e.g., [9], [10], [11]). We shall return to this in a later work.

The first natural invariant for holomorphic germs \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) is given by the differential \( df_0 \) at 0. In particular the number of non-zero eigenvalues of \( df_0 \), or equivalently the rank of \( df_0^d \), is also invariant under iterations.

For contracting rigid germs one can consider a second natural invariant related to the (generalized) critical set. Let \( W^1, \ldots, W^q \) be the irreducible components of \( \mathcal{C}(f^{\infty}) \): since \( f \) is rigid, they are smooth and intersect transversely at 0; moreover, since \( \mathcal{C}(f^{\infty}) \) is backward invariant, for every \( k = 1, \ldots, q \) we have

\[
f^*W^k = \sum_{l=1}^{q} a_k^l W^l
\]
for suitable $a_i^k \in \mathbb{N}$. We define the internal action of $f$ to be the matrix $A = A(f) := (a_i^k)$. It can be understood geometrically since $A$ represents the action of $f$ on the fundamental group $\pi_1(\Delta^d \setminus \mathcal{C}(f^\infty))$, where $\Delta^d$ is a small open polydisc centered in 0.

If $W = \{ u^k = 0 \}$ is a periodic component for $f^*$, i.e., $(f^*)^\eta W^k = W^k$ for a suitable $\eta \in \mathbb{N}^*$, then $\frac{\partial}{\partial u^k}|_0$ defines an eigenvector for $df_0$ associated to a non-zero eigenvalue. These eigenvalues are responsible for (part of) the classical resonances, given by the Poincaré-Dulac theorem.

For sake of simplicity, assume all periodic components are fixed and the nilpotent part of $df_0$ vanishes. Observe that this can always be achieved replacing $f$ by a suitable iterate.

We shall also assume that $A$ is injective. We observe that in dimension 2, one can always semi-conjugate a rigid germ $f$ to another one $g$ satisfying this condition by [7, Proposition 1.4], [8, Theorem 5.1], [14, Remark 4.8] (see also Remark 3.11): there exists a (not necessarily invertible) holomorphic germ $\Phi : (\mathbb{C}^2, 0) \to (\mathbb{C}^2, 0)$ such that $\det d\Phi_0 \not\equiv 0$ and $\Phi \circ f = g \circ \Phi$.

Classical resonances appear as algebraic relations between the eigenvalues of $df_0$. The analysis of these resonances leads to the Poincaré-Dulac theorem. Studying contracting rigid germs, a second kind of resonances appears, involving algebraic relations between (non-zero) eigenvalues of $df_0$ and eigenvalues of the internal action $A(f)$.

Let us denote by $\lambda \in (\mathbb{D}^*)^s$ the vector of non-zero eigenvalues of $df_0$ (where $\mathbb{D}^*$ denotes the punctured unitary disc in $\mathbb{C}$), and pick some coordinates $w = (x, \cdot)$ such that $df_0 = \text{Diag}(\lambda, 0)$.

Set $x = (x^1, \ldots, x^s)$ and let $n = (n_1, \ldots, n_s) \in \mathbb{N}^s$ be a multi-index with $|n| := n_1 + \ldots + n_s \geq 1$. Then a monomial $x^n := \prod_{k=1}^s (x^k)^{n_k}$ is secondary resonant if and only if $\lambda^n$ is an eigenvalue for $A$.

We can now state our main result.

**Theorem A.** — Let $f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ be a contracting rigid germ with injective internal action. Suppose that all periodic components of $\mathcal{C}(f^\infty)$ are fixed, and the nilpotent part of $df_0$ vanishes. Then $f$ is holomorphically conjugated to a map of the form

$$(x, y, z) \mapsto \left(\sigma_{PD}(x), \beta x^E y^D (1 + g(x)), h(x, y, z)\right),$$

where

- $x \in \mathbb{C}^s$, $y \in \mathbb{C}^p$, $z \in \mathbb{C}^{d-(s+p)}$, $\beta \in (\mathbb{C}^*)^p$ and $1 = (1, \ldots, 1);$  
- $E \in \mathcal{M}(s \times p, \mathbb{N})$ and $D \in \mathcal{M}(p \times p, \mathbb{N})$ are matrices with $\det D \neq 0$;
• $\sigma_{\text{PD}} : (\mathbb{C}^s, 0) \to (\mathbb{C}^s, 0)$ is a contracting invertible germ in Poincaré-Dulac normal form (hence a polynomial), and $d_0 = d(\sigma_{\text{PD}})_0 + 0$;
• $\{y^1 = 0\} \subseteq \mathcal{C}(f^\infty) \subseteq \{x^1 y^1 = 0\}$;
• $g : (\mathbb{C}^s, 0) \to (\mathbb{C}^p, 0)$ is a polynomial map that contains only secondary resonant monomials;
• $h : (\mathbb{C}^d, 0) \to (\mathbb{C}^{d-(s+p)}, 0)$ is a holomorphic map such that $dh_0 = 0$.

Remark. — Theorem A still holds if we replace $\mathbb{C}$ by a (possibly non-archimedean, not algebraically closed) complete metrized field $K$ of $\text{char}(K) = 0$, provided that the eigenvalues of $d_0$ belong to $K$. See Remarks 1.1, 1.6, 2.1, 2.16, 3.12, 4.5 for further details.

Notice that Theorem A does not hold over fields of positive characteristic, already for $d = p = 1$ (see Remark 3.12 for further details).

To read (1), we set $x^E = \left( (x^1)^1, \ldots, (x^s)^p \right) \in \mathbb{C}^p$, with

$$(x^E)^k = \prod_{i=1}^{s} (x^i)^{e^1_i},$$

where $x = (x^1, \ldots, x^s)$ and $E = (e^1_i)$, and analogously for other similar expressions. Moreover, if $\alpha = (\alpha^1, \ldots, \alpha^p) \in \mathbb{C}^p$ and $y = (y^1, \ldots, y^p) \in \mathbb{C}^p$, we shall write

$$\alpha y = (\alpha^1 y^1, \ldots, \alpha^p y^p) \in \mathbb{C}^p.$$

This normal form has several features. The first part $x \circ f$ depends only on $x$, and defines a polynomial biholomorphism $\sigma_{\text{PD}} : \mathbb{C}^s \to \mathbb{C}^s$. The second part $y \circ f$ depends only (polynomially) on $x$ and (monomially) on $y$. We also get the following corollary.

Corollary B. — Let $f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ be a contracting rigid germ satisfying the hypotheses of Theorem A. Then $f$ preserves (at least) $s + 1$ smooth foliations $\mathcal{F}_1, \ldots, \mathcal{F}_s, \mathcal{G}$. The foliation $\mathcal{F}_k$ has codimension $k$ for $k = 1, \ldots, s$, while $\mathcal{G}$ has codimension $s + p$. Moreover, $\mathcal{F}_l$ is a subfoliation of $\mathcal{F}_k$ for every $l \geq k$, and $\mathcal{G}$ is a subfoliation of $\mathcal{F}_s$.

In the following we shall deal with rigid germs without the assumptions on the fixed components and the nilpotent part. We shall then prove Theorem 3.7 as a generalization of Theorem A. We shall also study the special case of a rigid germ $f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ with $s + p = d - 1$, where $s$ is the number of non-zero eigenvalues of $d_0$, and $p$ is the number of non-periodic irreducible components of $\mathcal{C}(f^\infty)$ (see Theorem 4.1). In particular we get the classifications for rigid germs for which $\mathcal{C}(f^\infty)$ has either $(d - 1)$ or $d$ irreducible components.
These results solve the classification of rigid germs in dimension 3, but for the case \( s + p = 1 \). We shall show (see Examples 5.2 and 5.3) how an explicit classification of rigid germs in this case is not possible.

To prove Theorem A, we first apply Poincaré-Dulac normalization techniques. We then get a germ \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) whose first \( s \) coordinates are given by a contracting invertible polynomial \( \sigma_{PD} : (\mathbb{C}^s, 0) \to (\mathbb{C}^s, 0) \) in Poincaré-Dulac normal form. We then use the rigid assumption to get (1) with \( g = g(x, y, z) \) that a priori depends on all coordinates. We finally conjugate again to get \( g = g(x) \) that depends only on \( x \). The study of resonances in this case will allow us to get \( g \) polynomial.

Conjugations that maintain the Poincaré-Dulac normal form are called renormalizations. See for example [2] for a renormalization process in the tangent-to-the-identity case, [1] for a general procedure for formal renormalizations, or [12] for other techniques to study the convergence of the Poincaré-Dulac normalization.

At every step, we first deal with the formal conjugacy. To expand in formal power series compositions of maps, we shall need to introduce matrices of indices. This will allow to fully understand the combinatorial structure of the formal problem. Dealing with the general case (where the components of \( C(f^\infty) \) are not necessarily fixed, and \( df_0 \) has a nilpotent part) will make the combinatorial structure even more intricate.

Once the formal normal form is achieved, we solve the convergence problem as in the Poincaré-Dulac result.

This paper is organized as follows. In Section 1 we prove some preparatory lemmas. In Section 2 we prove a generalization of the Poincaré-Dulac Theorem suited for contracting rigid germs. In Section 3 we define secondary resonances and prove Theorem A in the general case. In Section 4 we deal with the special case \( s + p = d - 1 \). In Section 5 we specify all results to dimension 3.
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1. Linear Part

Let $f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ be a contracting rigid germ, and $W^1, \ldots, W^q$ be the irreducible components of $C(f^\infty)$. It is natural to choose coordinates $w = (w^1, \ldots, w^d)$ such that $W^k = \{w^k = 0\}$ for $k = 1, \ldots, q$. Moreover, as anticipated in the introduction, we want to split irreducible components between periodic and non-periodic ones with respect to the action of $f^*$. Up to permuting coordinates, we can then suppose that the matrix $A = A(f)$ is of the form

$$A = \begin{pmatrix} B & C \\ 0 & D \end{pmatrix},$$

(2)

where $B \in M(r \times r, \mathbb{N})$ for a suitable $0 \leq r \leq q$ is a permutation matrix, $C \in M(r \times p, \mathbb{N})$ with $p = q - r$, and $D \in M(p \times p, \mathbb{N})$.

Since $C(f^\infty)$ is backward $f$-invariant, in the chosen coordinates we can write

$$(u, y, t) \mapsto \left(\alpha u^B (1 + \theta(u, y, t)), \beta u^C y^D (1 + g(u, y, t)), k(u, y, t)\right),$$

(3)

with

- $u \in \mathbb{C}^r$, $y \in \mathbb{C}^p$ and $t \in \mathbb{C}^{d-q}$;
- $\alpha \in (\mathbb{C}^*)^r$ and $\beta \in (\mathbb{C}^*)^p$;
- $\theta : (\mathbb{C}^d, 0) \to (\mathbb{C}^r, 0)$, $g : (\mathbb{C}^d, 0) \to (\mathbb{C}^p, 0)$, $k : (\mathbb{C}^d, 0) \to (\mathbb{C}^{d-q}, 0)$;
- $C(f^\infty) = \{u^1 y^1 = 0\}$.

Remark 1.1. — Observe that this reduction to maps of the form (3) is also valid over an arbitrary field.

Remark 1.2. — Suppose $q = d$. If $\det D \neq 0$, the condition $C(f^\infty) = \{u^1 y^1 = 0\}$ implies that the matrix $C = (c_{ij}^d)$ satisfies $c_{ii}^1 + \cdots + c_{ii}^p \geq 1$ for every $i = 1, \ldots, r$. It is easy to check that every germ of the form (3) with $C$ as above is a rigid germ.

If $\det D = 0$, then every rigid germ can be written in the form (3), but not every germ of the form (3) is a rigid germ. For example, let us consider $f : (\mathbb{C}^2, 0) \to (\mathbb{C}^2, 0)$, given by

$$(y^1, y^2) \mapsto (y^1 y^2 (1 + y^1), y^1 y^2 (1 + y^2)).$$

Here

$$A = D = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},$$

hence $\det D = 0$, while $\det df = y^1 y^2 (y^1 + y^2 + 3y^1 y^2)$, hence $f$ is not rigid.

When $q < d$, a germ of the form (3) needs to satisfy suitable additional conditions (depending on $C, k$ and $g$ if $\det D = 0$) to be rigid.
Starting from a germ of the form (3), we would like to kill \( \theta \) (up to holomorphic conjugacy). This is exactly the result of this section.

**Theorem 1.3.** — Let \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) be a contracting rigid germ. Then \( f \) is holomorphically conjugated to

\[
(u,y,t) \mapsto \left( \alpha u^B, \beta u^C y^D (\mathbb{1} + g(u,y,t)), k(u,y,t) \right),
\]

where

- \( u \in \mathbb{C}^r, y \in \mathbb{C}^p \) and \( t \in \mathbb{C}^{d-q} \);
- \( \alpha \in (\mathbb{C}^*)^r \) and \( \beta \in (\mathbb{C}^*)^p \);
- \( B \in \mathcal{M}(r \times r, \mathbb{N}) \) is a permutation matrix, \( C \in \mathcal{M}(r \times p, \mathbb{N}) \) and \( D \in \mathcal{M}(p \times p, \mathbb{N}) \);
- \( g : (\mathbb{C}^d, 0) \to (\mathbb{C}^p, 0) \), \( k : (\mathbb{C}^d, 0) \to (\mathbb{C}^{d-q}, 0) \);
- \( C(f^{\infty}) = \{u^1 y^1 = 0\} \).

Before proving this theorem, we need an easy notation Lemma and a Proposition.

**Lemma 1.4.** — Let \( f = (f_1, \ldots, f_r) : (\mathbb{C}^d, 0) \to (\mathbb{C}^r, 0) \) be an \( r \)-uple of formal power series, and let \( D \in \mathcal{M}(r \times s, \mathbb{Q}) \). Then we have

\[
\log (f^D) = (\log f) D,
\]

where \( \log \) here means that we are taking the log coordinate by coordinate.

**Proof.** — It easily follows from a direct computation. \( \square \)

**Proposition 1.5.** — Let \( (f_n)_n \) be a sequence of \( r \)-uples of formal power series, and let \( (D_n)_n \) be a sequence of matrices in \( \mathcal{M}(r \times s, \mathbb{Q}) \) (with \( s \geq 1 \)). Then

\[
\prod_n (\mathbb{1} + f_n)^{D_n}
\]

converges if and only if

\[
\sum_n f_n D_n
\]

does.

**Proof.** — It follows from Lemma 1.4 and the analogous result in dimension one, taking the log of the absolute value. \( \square \)

**Proof of Theorem 1.3.** — We can suppose that \( f \) is of the form (3).

We would like to find a conjugacy between \( f \) and a germ \( \tilde{f} : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) of the form (4) (with \( \tilde{g}, \tilde{k} \) replaced by some holomorphic maps \( g \) and \( k \) respectively).
Let us consider a local diffeomorphism of the form

$$\Phi(u, y, t) = \left( u(\mathbb{1} + \phi(u, y, t)), y, t \right),$$

where $$\phi : (\mathbb{C}^d, 0) \to (\mathbb{C}^r, 0)$$. Set

$$\Phi_N(u, y, t) = \left( u(\mathbb{1} + \phi_N(u, y, t)), y, t \right),$$

with

$$\mathbb{1} + \phi_N(w) = \prod_{n=1}^{N} (\mathbb{1} + \theta \circ f^{\circ n-1}(w)),$$

where $$w = (u, y, t)$$. We have

$$u \circ \Phi_N \circ f = u \circ \tilde{f} \circ \Phi_{N+1}.$$ 

Indeed

$$u \circ \Phi_N \circ f(w) = \alpha u \left( \mathbb{1} + \theta(w) \right) \prod_{n=1}^{N} \left( \mathbb{1} + \theta \circ f^{\circ n}(w) \right),$$

$$u \circ \tilde{f} \circ \Phi_{N+1}(w) = \alpha u \prod_{n=1}^{N+1} \left( \mathbb{1} + \theta \circ f^{\circ n-1}(w) \right),$$

which are equivalent expressions.

Let us prove that $$\Phi_N$$ converges to a holomorphic germ $$\Phi = \Phi_\infty$$. Thanks to Proposition 1.5, we just have to prove that

$$\sum_{n=0}^{\infty} \theta \circ f^{\circ n}$$

converges in a neighborhood of 0. Since $$\theta(0) = 0$$, we have that there exists $$M > 0$$ such that $$\|\theta(w)\| \leq M \|w\|$$, while being $$f$$ contracting, there exists $$0 < \Lambda < 1$$ such that $$\|f^{\circ n}(w)\| \leq \Lambda^n \|w\|$$, both estimates for $$\|w\|$$ small enough. Then we have

$$\left\| \sum_{n=0}^{\infty} \left( \theta \circ f^{\circ n}(w) \right) \right\| \leq \sum_{n=0}^{\infty} \|\theta \circ f^{\circ n}(w)\| \leq \sum_{n=0}^{\infty} M \Lambda^n \|w\| = \frac{M}{1 - \Lambda} \|w\| < +\infty,$$

and hence $$\Phi : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$$ is a holomorphic invertible map, that satisfies the conjugacy relation

$$\Phi \circ f = \tilde{f} \circ \Phi \quad (5)$$

for the first coordinate $$u$. 

ANNALES DE L’INSTITUT FOURIER
We can just define
\[
\mathbb{1} + \tilde{g}(w) = \left( \frac{\mathbb{1} + g}{(1 + \varphi)^C} \right) \circ \Phi^{-1}(w),
\]
\[
\tilde{k}(w) = k \circ \Phi^{-1}(w),
\]
to have (5) satisfied for all coordinates. □

Remark 1.6. — Observe the arguments of the proof of Theorem 1.3 are also valid over any complete metrized field of characteristic 0.

2. Primary Resonances

2.1. Resonance Relation

Considering the differential \( df_0 \) at 0 for a map \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) of the form (4), we get
\[
df_0 = \begin{pmatrix}
\text{Diag}(\alpha)B^T & 0 & 0 \\
* & 0 & 0 \\
* & * & \frac{\partial k}{\partial t}\big|_0
\end{pmatrix},
\]
where \( \text{Diag}(\alpha) \) is the diagonal matrix of entries \( \alpha = (\alpha^1, \ldots, \alpha^r) \), and \( T \) denotes the transposition.

Some of the non-zero eigenvalues of \( df_0 \) arise from the block \( \text{Diag}(\alpha)B^T \), but they can arise also from \( \frac{\partial k}{\partial t}\big|_0 \). We can change coordinates to have \( \frac{\partial k}{\partial t}\big|_0 \) in Jordan normal form, and split the coordinate \( t \) in \( (v, z) \), with \( v \in \mathbb{C}^e \) and \( z \in \mathbb{C}^{d-(q+e)} \), to have the diagonal part equal to \( (\mu, 0) \), where \( \mu \in (\mathbb{D}^*)^e \) is the vector of non-zero eigenvalues of \( df_0 \) that do not arise from \( \text{Diag}(\alpha)B^T \).

With these new coordinates we can write \( f \) as follows:
\[
(u, v, y, z) \mapsto \left( \alpha u^B, \mu v + \rho(u, v, y, z), \beta u^C y^D (\mathbb{1} + g(u, v, y, z)), h(u, v, y, z) \right),
\]
where
- \( u \in \mathbb{C}^r, v \in \mathbb{C}^e \) with \( e = s - r, y \in \mathbb{C}^p \) and \( z \in \mathbb{C}^{d-(s+p)} \);
- \( \alpha \in (\mathbb{C}^*)^r, \mu \in (\mathbb{D}^*)^e \) and \( \beta \in (\mathbb{C}^*)^p \);
- \( B \in \mathcal{M}(r \times r, \mathbb{N}) \) is a permutation matrix, \( C \in \mathcal{M}(r \times p, \mathbb{N}) \) and \( D \in \mathcal{M}(p \times p, \mathbb{N}) \);
- \( \rho : (\mathbb{C}^d, 0) \to (\mathbb{C}^e, 0), g : (\mathbb{C}^d, 0) \to (\mathbb{C}^p, 0) \) and \( h : (\mathbb{C}^d, 0) \to (\mathbb{C}^{d-(s+p)}, 0) \);
- \( \mathcal{C}(f^{\infty}) = \{ u^1 y^1 = 0 \} \);
• \( \mu \subseteq \text{Spec}(df_0) \setminus \{0\} \);
• \( \rho \vert_{\{u=y=z=0\}} \) and \( h \vert_{\{u=v=y=0\}} \) have nilpotent linear part.

**Remark 2.1.** — Over an arbitrary field \( \mathbb{K} \), this argument works as soon as all the eigenvalues of \( df_0 \) belong to \( \mathbb{K} \). In particular, it always works if \( \mathbb{K} \) is algebraically closed.

We want now to kill as many coefficients of \( \rho \) (expanded in formal power series) as we can. As in the case of attracting invertible germs, some formal obstructions appear. We shall call them primary resonances to make a distinction with secondary resonances, that will be introduced in Definition 3.2 (see also the introduction at page 1915).

**Definition 2.2.** — Let \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) be a contracting rigid germ as in (6), and let \( \eta \in \mathbb{N}^* \) be the order of \( B \). A monomial \( u^{n_u}v^{n_v} \) is called primary resonant with respect to the \( k \)-th coordinate of \( v \) if it satisfies the Poincaré-Dulac resonance relation for \( f^\eta \), i.e., if

\[
\xi^{n_u} \mu^{n_v} = (\mu^k)^\eta,
\]

where \( \xi \in (\mathbb{D}^*)^r \) is the vector of eigenvalues of \( (u \mapsto \alpha u^B)^\eta \) (counted with multiplicities), and \( \mu = (\mu^1, \ldots, \mu^e) \).

**Remark 2.3.** — If \( \eta = 1 \) in Definition 2.2 the resonance relation (7) becomes

\[
\lambda^n = \lambda^{r+k},
\]

where \( \lambda = (\lambda^1, \ldots, \lambda^s) := (\alpha, \mu) \in (\mathbb{D}^*)^s \) is the vector of non-zero eigenvalues for \( df_0 \), and \( n = (n_u, n_v) \in \mathbb{N}^s \).

**Remark 2.4.** — Let \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) be a contracting rigid germ as in (6). Let us suppose for example that \( W^k = \{u^k = 0\} \) for \( k = 1, \ldots, \chi \) form a cycle of order \( \chi \); i.e., the first \( \chi \) coordinates of \( f \) are of the form

\[
(u^1, \ldots, u^\chi) \mapsto (\alpha^1 u^2, \ldots, \alpha^{\chi-1} u^\chi, \alpha^\chi u^1).
\]

Taking the \( \chi \)-th iterate, we get

\[
(u^1, \ldots, u^\chi) \mapsto (\xi u^1, \ldots, \xi u^\chi), \quad \text{with} \quad \xi = \prod_{k=1}^\chi \alpha^k.
\]

In particular all \( \frac{\partial \rho}{\partial u^k} \bigg\vert_0 \) belong to the eigenspace of eigenvalue \( \xi \) for \( df_0^\chi \), and \( \xi \) will have multiplicity (at least) \( \chi \).

The following lemma is a classical result for primary resonances in contracting germs (see, e.g., [3, p. 467]).
Lemma 2.5. — Let \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) be a contracting rigid germ written as in (6). Then there are only finitely-many primary resonant monomials.

Remark 2.6. — We notice that periodic non-fixed irreducible components of the generalized critical set of a contracting rigid germ \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) can appear only for \( d \geq 3 \), and primary resonances for \( B \neq \text{Id} \) can appear only for \( d \geq 4 \).

2.2. Main Theorem

Our next goal is to kill all coefficients of \( \rho \) in (6) except for primary resonant monomials.

Theorem 2.7. — Let \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) be a contracting rigid germ. Then \( f \) is analytically conjugated to
\[
(u, v, y, z) \mapsto (\alpha u^B, \mu v + \rho(u, v), \beta u^C y^D (1 + g(u, v, y, z)), h(u, v, y, z)),
\]
where
- \( u \in \mathbb{C}^r \), \( v \in \mathbb{C}^e \), \( y \in \mathbb{C}^p \) and \( z \in \mathbb{C}^{d-(s+p)} \);
- \( \alpha \in (\mathbb{C}^*)^r \), \( \mu \in (\mathbb{D}^*)^e \) and \( \beta \in (\mathbb{C}^*)^p \);
- \( B \in \mathcal{M}(r \times r, \mathbb{N}) \) is a permutation matrix, \( C \in \mathcal{M}(r \times p, \mathbb{N}) \) and \( D \in \mathcal{M}(p \times p, \mathbb{N}) \);
- \( \rho : (\mathbb{C}^s, 0) \to (\mathbb{C}^e, 0) \), \( g : (\mathbb{C}^d, 0) \to (\mathbb{C}^p, 0) \) and \( h : (\mathbb{C}^d, 0) \to (\mathbb{C}^{d-(s+p)}, 0) \);
- \( \mathcal{C}(f^\infty) = \{ u^1 y^1 = 0 \} \);
- \( \mu \subseteq \text{Spec}(df_0) \setminus \{0\} \) and \( h|_{\{u=v=y=0\}} \) has nilpotent linear part;
- \( \rho \) is a polynomial map with only primary resonant monomials.

Remark 2.8. — For a contracting rigid germ \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) written as in (6), up to permuting coordinates in \( v = (v^1, \ldots, v^e) \), we can order \( \mu^1, \ldots, \mu^e \) such that
\[
1 > |\mu^1| \geq \ldots \geq |\mu^e| > 0.
\]
In this case a primary resonant monomial for the \( k \)-th coordinate is either of the form:
- \( u^{n_u} v^{n_v} \) with \( n_v = (n_{v^1}, \ldots, n_{v^e}) \) such that \( n_{v^l} = 0 \) for \( l \geq k \),
- or \( v^l \) for a suitable \( 1 \leq l \leq e \).
We shall first take care of the linear part, and then of higher order terms, to get \( \rho = (\rho^1, \ldots, \rho^e) \) (strictly) triangular, meaning precisely that \( \rho^k \) depends only on \( u \) and \( v^1, \ldots, v^{k-1} \) for every \( k = 1, \ldots, e \).

**Proof.** — We first prove in Step 1 the formal counterpart of this theorem, and then we will deal with the convergence of the formal power series involved in Step 2.

(Step 1). — First, we can suppose that \( f \) is of the form (6). Moreover we can suppose that \( (\rho, h)|_{u=y=0} \) has lower triangular linear part, and that \( \mu \) satisfies (9).

Then, up to linear conjugacy, we can suppose that the linear part of \( \rho \) has only resonant monomials. Indeed, we can consider a linear map of the form \( \hat{L} : (u, v, y, z) \mapsto (Lu, v, y, z) \) that conjugates \( f \) with \( \hat{f} = \hat{L} \circ f \circ \hat{L}^{-1} \) such that \( u \circ \hat{f}(u, v, y, z) = \hat{\alpha}u \), where \( \hat{\alpha} \in (\mathbb{D}^e)^r \) is a vector of non-zero eigenvalues for \( df_0 \). Then there is a linear change of coordinates \( \hat{M} \) that conjugates \( \hat{f} \) with a map whose linear part is in Jordan normal form, and \( \hat{L}^{-1} \circ \hat{M} \circ \hat{L} \) is the wanted linear conjugacy.

Now we want to conjugate \( f \) with a map \( \tilde{f} : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) of the form (8) (with \( g, \hat{\rho} \) and \( \tilde{h} \) instead of \( g, \rho \) and \( h \) respectively).

Set \( w = (u, v, y, z) \), and consider a local diffeomorphism \( \Phi : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) of the form
\[
\Phi(w) = (u, \phi(w), y, z),
\]
with \( \phi : (\mathbb{C}^d, 0) \to (\mathbb{C}^e, 0) \) a formal map such that \( d\Phi_0 = \text{Id}_d \) is tangent to the identity.

Considering the conjugacy relation \( \Phi \circ f = \tilde{f} \circ \Phi \) for the coordinate \( v \), we have to solve
\[
\phi \circ f(w) = v \circ \Phi \circ f(w) = v \circ \tilde{f} \circ \Phi(w) = (\mu v + \tilde{\rho})(u, \phi(w))
\]

for suitable \( \phi \) and \( \tilde{\rho} \). Set
\[
\mathbb{I}(w) := \phi \circ f(w), \quad \mathbb{II}(w) := \mu \phi(w) + \tilde{\rho}(u, \phi(w)).
\]

We now expand in formal power series (10), and solve it by defining recursively the coefficients of \( \phi \) and \( \tilde{\rho} \). Set
- \( v = (v^1, \ldots, v^e) \);
- \( \rho = (\rho^1, \ldots, \rho^e) \) and \( \mu^k v^k + \rho^k(w) = \sum_n \rho_n^k w^n \) for \( 1 \leq k \leq e \);
- \( \tilde{\rho} = (\tilde{\rho}^1, \ldots, \tilde{\rho}^e) \) and \( \mu^k v^k + \tilde{\rho}^k(u, v) = \sum_{n_u, n_v} \tilde{\rho}_{(n_u, n_v)}^k u^{n_u} v^{n_v} \) for \( 1 \leq k \leq e \);
- \( \phi = (\phi^1, \ldots, \phi^e) \) and \( \phi^k(w) = \sum_n \phi_n^k w^n \) for \( 1 \leq k \leq e \).
\begin{itemize}
  \item $\mathbb{I} = (\mathbb{I}^1, \ldots, \mathbb{I}^e)$ and $\mathbb{I}^k(w) = \sum_n \mathbb{I}^k_n w^n$ for $1 \leq k \leq e$, and analogously for $\mathbb{II}$;
  \item $g = (g^1, \ldots, g^p)$ and $1 + g^k(w) = \sum_n g^k_n w^n$ for $1 \leq k \leq p$;
  \item $h = (h^1, \ldots, h^{d-(s+p)})$ and $h^k(w) = \sum_n h^k_n w^n$ for $1 \leq k \leq d - (s + p)$.
\end{itemize}

**Remark 2.9.** — Multi-indices $n \in \mathbb{N}^d$, although they are written as horizontal vectors, are meant to be vertical vectors. We shall always omit the transposition on multi-indices, but we still use subscripts to indicate their coordinates, instead of superscripts used for horizontal vectors (as in the standard notation).

We shall use the notation $n = (n_u, n_v, n_y, n_z)$, denoting by $u$ the projection onto the coordinate $u$ and analogously for the other coordinates, so that $n_u \in \mathbb{N}^r$, $n_v \in \mathbb{N}^e$, $n_y \in \mathbb{N}^p$ and $n_z \in \mathbb{N}^{d-(s+p)}$.

In the following, we shall need some properties of formal power series and new notations to keep the equations as compact as possible.

**Remark 2.10.** — Let $x = (x^1, \ldots x^r) \in \mathbb{C}^r$, $A \in M(a \times b, \mathbb{N})$ and $B \in M(b \times c, \mathbb{N})$. By direct computation we get $(x^A)^B = x^{AB}$.

**Remark 2.11.** — Let $\psi : (\mathbb{C}^c, 0) \to \mathbb{C}^b$ be a formal map, and $i \in \mathbb{N}^b$ a multi-index. Pick $w = (w^1, \ldots, w^c)$ some coordinates at $0 \in \mathbb{C}^c$. We shall need to write in formal power series expressions of the form $(\psi(w))^i \in \mathbb{C}[[w]]$.

Set $i = (i_1, \ldots, i_b)$ and $\psi = (\psi^1, \ldots, \psi^b)$ with $\psi^k(w) = \sum_n \psi^k_n w^n$ for $k = 1, \ldots, b$. Then
\[
(\psi(w))^i = \prod_{k=1}^b (\psi^k(w))^{i_k} = \prod_{k=1}^b \left( \sum_{n^k \in \mathbb{N}^c} \psi^k_{n^k} w^{n^k} \right)^{i_k} = \prod_{k=1}^b \prod_{l=1}^{i_k} \left( \sum_{n^k,l \in \mathbb{N}^c} \psi^k_{n^k,l} w^{n^k,l} \right).
\]

Set
\[
\mathcal{N}_c(i) := \{ N = (n_1,1, \ldots, n_1,i_1^1 \mid \ldots \mid n^b,1, \ldots, n^b,i_b^b) \text{ s.t. } n^k,l \in \mathbb{N}^c \ \forall k,l \} \cong M(c \times |i|, \mathbb{N}).
\]

For any $N \in \mathcal{N}_c(i)$, set
\[
\psi_N := \prod_{k=1}^b \prod_{l=1}^{i_k} \psi^k_{n^k,l} \in \mathbb{C}, \quad |N| := \sum_{k=1}^b \sum_{l=1}^{i_k} n^k,l \in \mathbb{N}^c.
\]
Then we have
\[(\psi(w))^i = \sum_{N \in \mathcal{N}_c(i)} \psi_N w^{|N|}.\]
When \(c = d\), we shall omit the subscript and write \(\mathcal{N}_d(i) = \mathcal{N}(i)\).

Coming back to the proof of Theorem 2.7, by direct computations we get
\[
\mathbb{I}^k = \sum_{i \in \mathbb{N}^d} \left[ \phi^k_i \left( \alpha_u B \right)^{i_u} (\mu v + \rho(w))^i_v \left( \beta u C y^D (\mathbb{I} + g(w)) \right)^i_y (h(w))^i_z \right]
\]
\[
= \sum_{i \in \mathbb{N}^d} \phi^k_i \alpha^{i_u} u B^{i_u} \beta^{i_y} y C^{i_y} y D^{i_y}
\]
\[
\left( \sum_{I \in \mathcal{N}(i_v)} \rho_I w^{|I|} \right) \left( \sum_{J \in \mathcal{N}(i_y)} g_J w^{|J|} \right) \left( \sum_{K \in \mathcal{N}(i_z)} h_K w^{|K|} \right),
\]
(11)

\[
\mathbb{II}^k = \sum_{j \in \mathbb{N}^{r+e}} \tilde{\rho}_j^k u^{j_u} \left( \phi(w) \right)^{j_v} \sum_{j \in \mathbb{N}^{r+e}} \tilde{\rho}_j^k u^{j_u} \left( \sum_{H \in \mathcal{N}(j_v)} \phi_H w^{|H|} \right),
\]
(12)

for \(k = 1, \ldots, e\).

Expressing explicitly the coefficients of \(\mathbb{I}^k\) and \(\mathbb{II}^k\) written in formal power series, from (11) and (12) respectively we obtain:
\[
\mathbb{I}_n^k = \sum_{I \in \mathcal{N}(i_v), J \in \mathcal{N}(i_y), K \in \mathcal{N}(i_z)} Con_{d1} \phi^k_i \alpha^{i_u} \beta^{i_y} \rho_I g_J h_K, \quad \mathbb{II}_n^k = \sum_{j \in \mathbb{N}^{r+e}} Con_{d2} \tilde{\rho}_j^k \phi_H,
\]
for \(k = 1, \ldots, e\) and \(n \in \mathbb{N}^d\); moreover

\[
\text{Cond}_{d1} = \left\{ \begin{array}{l}
Bi_u + Ci_y + |I|_u + |J|_u + |K|_u = n_u \\
|I|_v + |J|_v + |K|_v = n_v \\
Di_y + |I|_y + |J|_y + |K|_y = n_y \\
|I|_z + |J|_z + |K|_z = n_z
\end{array} \right.,
\]
and

\[
\text{Cond}_{d2} = \left\{ \begin{array}{l}
j_u + |H|_u = n_u \\
|H|_v = n_v \\
|H|_y = n_y \\
|H|_z = n_z
\end{array} \right.,
\]

We want to solve the equation
\[
\mathbb{E}_n^k := \mathbb{I}_n^k - \mathbb{II}_n^k = 0
\]
(13)
for every \( k \) and \( n \), where the unknowns are the coefficients \( \phi_n^k \) of \( \phi \) and \( \bar{\rho}_n^k \) of \( \tilde{\rho} \).

To understand the combinatorics of (13), we need a partial order and a total order on indices in \( \mathbb{N}^d \). Set \( n = (n_1, \ldots, n_d) \) and \( m = (m_1, \ldots, m_d) \).

Partial order \( \preceq \): we say that \( m \preceq n \) iff we have \( m_k \leq n_k \) for every \( k = 1, \ldots, d \).

Total order \( \leq \): we say that \( m \leq n \) iff \((|m|, m_1, \ldots, m_d) \leq_{\text{lex}} (|n|, n_1, \ldots, n_d)\), where \( \leq_{\text{lex}} \) is the lexicographic order (on \( \mathbb{N}^{d+1} \)).

For example, for \( d = 3 \) we have:

\[
\begin{align*}
(0,0,0) & < (0,0,1) < (0,1,0) < (1,0,0) < \\
(0,0,2) & < (0,1,1) < (0,2,0) < (1,0,1) < (1,1,0) < (2,0,0) < \\
(0,0,3) & < (0,1,2) < \cdots < (2,1,0) < (3,0,0) < \\
& \vdots \\
\end{align*}
\]

We notice that if \( m < n \) then \( m < n \). Moreover if \( m' \leq m' \) and \( m'' \leq m'' \) then \( m' + m'' \leq n' + n'' \).

Lemma 2.12. — Let \( \psi : (\mathbb{C}^d, 0) \to (\mathbb{C}^b, 0) \), \( j \in \mathbb{N}^b \) and \( H \in \mathcal{N}(j) \). Take coordinates \( w = (w^1, \ldots, w^d) \in \mathbb{C}^d \), and set \( \psi = (\psi^1, \ldots, \psi^b) \) with \( \psi^k(w) = \sum_n \psi_n^k w^n \) for every \( k = 1, \ldots, b \).

For any \( k = 1, \ldots, d \), let \( e^k \in \mathbb{N}^d \) be the multi-index with 1 in the \( k \)-th coordinate and 0 in all the others. Suppose there exists \( 0 \leq c \leq d - b - 1 \) such that \( \psi_n^k = 0 \) for every \( n < e_{c+k} \), \( k = 1, \ldots, b \).

Then \( \psi_H = 0 \) for \( |H| < (0_c, j, 0_{d-c-b}) \) (where \( 0_c \in \mathbb{N}^c \) and \( 0_{d-c-b} \in \mathbb{N}^{d-c-b} \)). Moreover:

(i) if \( \psi_n^{c+k} = 0 \) for \( k = 1, \ldots, b \), then \( \psi_H = 0 \) for \( |H| \leq (0_c, j, 0_{d-c-b}) \) if \( j \neq 0 \);

(ii) if \( \psi^k(w) = \zeta^k w^{c+k} + \text{ h.o.t.} \) for \( k = 1, \ldots, b \), then \( \psi_H \neq 0 \) only if one of the following conditions is satisfied:

- \( |H| = (0_c, j, 0_{d-c-b}) \), and in this case \( H \) is uniquely determined in \( \mathcal{N}(j) \) and \( \psi_H = \zeta^j \), where \( \zeta = (\zeta^1, \ldots, \zeta^b) \);

- \( |H| > |j| \), where \( |H| \in \mathbb{N} \) denotes the sum of all elements of \( |H| \in \mathbb{N}^d \), and hence the sum of all elements of \( H \in \mathcal{M}(d \times |j|, \mathbb{N}) \).

Proof. — Set \( j = (j_1, \ldots, j_b) \), and write explicitly

\[
H = \left( \begin{array}{c|c|c|c}
  h^{1,1} & \cdots & h^{1,j_1} \\
  h^{2,1} & \cdots & h^{2,j_2} \\
  \cdots & \cdots & \cdots \\
  h^{b,1} & \cdots & h^{b,j_b}
\end{array} \right),
\]

where \( h^{k,l} \in \mathbb{N}^d \) is a multi-index for every \( k = 1, \ldots, b \) and \( l = 1, \ldots, j_k \).
To have $\psi_H \neq 0$, we must have $\psi^{k,l}_{h_{k,l}} \neq 0$ for every $k$ and $l$.

Thanks to our assumption, $\psi^{k,l}_{h_{k,l}} \neq 0$ only if $h^{k,l} \geq e^{c+k}$. Then we have that $\phi_H \neq 0$ only if

$$|H| = \sum_{k=1}^{b} \sum_{l=1}^{j_k} h^{k,l} \geq \sum_{k=1}^{b} \sum_{l=1}^{j_k} e^{c+k} = \sum_{k=1}^{b} j_k e^{c+k} = (0_c, j, 0_{d-c-b}). \quad (14)$$

(i) Assume that $\psi^{k,l}_{h_{k,l}} \neq 0$ only if $h^{k,l} > e^{c+k}$. Since $j \neq 0$, the sums in (14) are not empty, and the inequality is strict.

(ii) Since $\varphi^k(w) - \zeta^k w^{c+k}$ is at least of order 2, $\psi^k_n \neq 0$ only if $n = e^{c+k}$ or $|n| > 2$.

• If $h^{k,l} = e^{c+k}$ for every $k, l$, then

$$|H| = \begin{pmatrix}
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
1 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\end{pmatrix} = \begin{pmatrix}
0 \\
\vdots \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{pmatrix} = (0_c, j, 0_{d-c-b}).$$

In this case,

$$\phi_H = \prod_{k=1}^{b} \prod_{l=1}^{j_k} \psi^k_{e^{c+k}} = \prod_{k=1}^{b} (\zeta^k)^{j_k} = \zeta^j.$$

• If there exist $k$ and $l$ such that $|h^{k,l}| \geq 2$, then to have $\phi_H \neq 0$ we must have

$$||H|| = \sum_{k=1}^{e} \sum_{l=1}^{j_k} |h^{k,l}| > \sum_{k=1}^{e} j_k = |j|.$$

□

Recall that $e$ is the number of components of $v$, and hence of $I$ and $\mathbb{I}$. We shall need a weight on indices $(k, n) \in \{1, \ldots, e\} \times \mathbb{N}^d$.

**Definition 2.13.** — Let $k \in \{1, \ldots, e\}$ be an integer and $n$ be a multi-index (in $\mathbb{N}^d$ or $\mathbb{N}^s$). We call weight of $(k, n)$ the value

$$\text{weight}(k, n) = \text{weight}(k, |n|) := |n| + \frac{k}{e} \in \mathbb{N}.$$
Notice that for every $W \in \mathbb{N}/e$, there are only finitely many $(k, n)$ such that weight$(k, n) \leq W$.

**Lemma 2.14.** — We have

$$\mathbb{I}^k_n = \delta_{n_y}^{0} \delta_{n_z}^{0} \tilde{\rho}^k_{(n_u, n_v)} + \mu_k \phi^k_n + Q_{k, |n|}(\phi^l_m, \tilde{\rho}^l_{(m_u, m_v)}),$$

where $\delta$ denotes the Kronecker’s delta function, and $Q_{k, |n|}$ is a polynomial in the variables $\phi^l_m$ and $\tilde{\rho}^l_{(m_u, m_v)}$ satisfying

$$\text{weight}(l, m) < \text{weight}(k, |n|).$$

In order to simplify notations, we shall simply write

$$\mathbb{I}^k_n = \delta_{n_y}^{0} \delta_{n_z}^{0} \tilde{\rho}^k_{(n_u, n_v)} + \mu_k \phi^k_n + \text{l. o. t.}_k, |n|(\phi, \tilde{\rho}),$$

where l. o. t. $k, |n|(\phi, \tilde{\rho})$ stands for a suitable polynomial in the variables $\phi^l_m$ and $\tilde{\rho}^l_{(m_u, m_v)}$ satisfying weight$(l, m) < \text{weight}(k, |n|)$. We shall also omit $\tilde{\rho}$ when the polynomial does not depend on any coefficient $\tilde{\rho}^l_{(m_u, m_v)}$.

**Proof.** — Set $W := \text{weight}(k, |n|)$. From the first equation of Cond$_2$, we get $j_u \leq n_u$, and in particular $|j_u| \leq |n_u|$. From Lemma 2.12.(ii) we can have two cases when $\phi_H \neq 0$.

- Either $j_u = |H|_v = n_v$, and in this case the term $\tilde{\rho}^k_j$ with the biggest weight is given by $j_u = n_u$. Its weight is $\leq W$, and the equality holds only if $n_y = 0$ and $n_z = 0$, when we get the first term of (15).

- Or

$$|j| = |j_u| + |j_v| < |j_u| + ||H|| = |j_u| + |n| - |j_u| = |n|,$$

and in this case the weight strictly less than $W$.

Still from Cond$_2$, we get $|H| < n$. It follows that the only way to have $\phi_H \neq 0$ and with some $\phi^l_m$ with weight$(l, m) \geq W$ is to have $H$ made by just a column in position $l \geq k$, given by $n$. In this case we get $j_v = e^l$, $\phi_H = \phi^l_m$, and from the first equation of Cond$_2$ we get $j_u = 0$. Since $\tilde{\rho}^k_l = 0$ for $l > k$ and $\tilde{\rho}^k_{e^l} = \mu^k$, we get the second term of (15). $\square$

**Lemma 2.15.** — We have

$$\mathbb{I}^k_n = \delta_{n_y}^{0} \delta_{n_z}^{0} \alpha^{B^{-1}n_u} \mu^{n_{e^l}} \phi^k_{(B^{-1}n_u, n_v, 0, 0)} + \text{l. o. t.}_k, |n|(\phi).$$

**Proof.** — Set $W := \text{weight}(k, |n|)$. Thanks to Lemma 2.12 we get that $\rho_l \neq 0$ only if $|l| \geq (0, i_u, 0, 0)$. Thanks to Lemma 2.12.(i) we get that $h_K \neq 0$ only if $|K| > (0, 0, 0, i_z)$ when $i_z \neq 0$.

From the first equation in Cond$_1$ we get $Bi_u \leq n_u$, hence $i_u \leq B^{-1}n_u$ and in particular $|i_u| \leq |n_u|$. Notice that the equality on modules holds only if $i_u = B^{-1}n_u$. From the third equation we get $|i_y| < |Di_y| \leq |n_y|$ for $i_y \neq 0$. 
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Then we get

\[ |i| = |i_u| + |i_v| + |i_y| + |i_z| \]
\[ \leq |i_u| + ||I|| + |i_y| + ||K|| \]
\[ = |n| - |J| - |Ci_y| - (|Di_y| - |i_y|) \]
\[ \leq |n| , \]

where the equality can hold only if \( i_y = 0 \) and \( i_z = 0 \).

It follows that terms \( \phi_i^k \) such that weight(\( k, i \)) \( \geq W \) appear only when \( i_y = n_y = 0 \) and \( i_z = n_z = 0 \). In this case, \( J = K = 0 \), and \( g_0 = h_0 = 1 \).

The third equation of Cond_1 gives \( |I|_y = 0 \), while the fourth gives \( |I|_z = 0 \).

The second equation of Cond_1 gives \( |I|_u = n_u \). To have a term \( \phi_i^k \) of weight \( W \), we need to have then \( i_u = B^{-1}n_u \), from which it follows \( |I|_u = 0 \).

Then the second equation of Cond_1 gives \( i_v \leq |I|_v = n_v \). But Lemma 2.12 says that \( \rho_I = 0 \) for \( |I|_v > i_v \). Hence the only term that appears is for \( i_v = n_v \). Following the computation of the proof of Lemma 2.12.(ii), we get \( \rho_I = \mu^{n_v} \), and the statement. \( \square \)

Thanks to Lemmas 2.14 and 2.15, \( \mathbb{E}_n^k = 0 \) becomes

\[ \mu^k \phi_{n}^{k} + \delta_{n_{y}}^{0} \delta_{n_{z}}^{0} \left( \tilde{\rho}_{(n_{u},n_{v})}^{k} - \alpha B^{-1}n_{u} \mu^{n_{v}} \phi_{(B^{-1}n_{u},n_{v},0,0)}^{k} \right) = \text{l.o.t.,} \, k,|n| \, (\phi, \rho). \]

(17)

This affine equation, where the unknowns are \( \phi_{n}^{k} \) and \( \tilde{\rho}_{(n_{u},n_{v})}^{k} \), has always a solution. At this point we conjugated \( f \) to a map \( \tilde{f} \) as in (8), but with \( \tilde{\rho} : (C^*,0) \to (C^e,0) \) a (vector of) formal power series. Next we show that we can solve the conjugacy relation (13) and get \( \tilde{\rho} \) polynomial with only primary resonant monomials.

We solve \( \mathbb{E}_n^k = 0 \) inductively on weight(\( k, n \)) as follows.

For weight(\( k, n \)) \( \leq 2 \), i.e., if \( |n| \leq 1 \), we set \( \phi_{n}^{k} := 1 \) if \( n = e^{r+k} \) and 0 otherwise, while \( \tilde{\rho}_{(n_{u},n_{v})}^{k} := \rho_{(n_{u},n_{v},0,0)}^{k} \). An easy computation shows that \( \mathbb{E}_n^k = 0 \) holds for these values.

Set \( 2 < W \in \mathbb{N}/e \), and suppose that we have determined \( \phi_{m}^{l} \) and \( \tilde{\rho}_{(m_{u},m_{v})}^{l} \) for weight(\( l, m \)) \( < W \) satisfying \( \mathbb{E}_m^l = 0 \) when weight(\( l, m \)) \( < W \). We want to solve (17) for weight(\( k, n \)) = \( W \). 

Notice that \( \text{l.o.t.,} \, k,|n| \, (\phi, \rho) \) is a polynomial that depend on \( \phi_{m}^{l} \) and \( \tilde{\rho}_{(m_{u},m_{v})}^{l} \) only for weights strictly less than \( W \). Hence thanks to the induction hypothesis, \( \text{l.o.t.,} \, k,|n| \, (\phi, \rho) \) is a known value in \( \mathbb{C} \).

1) Suppose \( (n_{y},n_{z}) \neq (0,0) \). Then (17) becomes

\[ \mu^k \phi_{n}^{k} = \text{l.o.t.,} \, k,|n| \, (\phi, \rho), \]
and there exists a unique $\phi^k_n$ that solves the equation.

2) Suppose $(n_y, n_z) = (0, 0)$. Then (17) becomes

$$-\mu^k \phi^k_n + \alpha^{B^{-1}n_u} \mu^{n_v} \phi^k_r (B^{-1}n_u, n_v, 0, 0) = \tilde{\rho}^k_{(n_u, n_v)} + \text{l.o.t.}_{k, |n|}(\phi, \tilde{\rho}). \quad (18)$$

2.1) Suppose that $n_u = B^{-1}n_u$: we have two cases.

Suppose $\mu^k \neq \alpha^{n_u} \mu^{n_v}$, i.e., $u^{n_u}v^{n_v}$ is not primary resonant for the $k$-th coordinate. Then we can put $\tilde{\rho}^k_{(n_u, n_v)} = 0$ and there exists a unique $\phi^k_n$ that solves the equation.

Suppose $\mu^k = \alpha^{n_u} \mu^{n_v}$, i.e., $u^{n_u}v^{n_v}$ is primary resonant for the $k$-th coordinate. Then (18) does not depend on $\phi^k_n$ (we put it equal to 0), and there exists a unique $\tilde{\rho}^k_{(n_u, n_v)}$ that solves the equation.

2.2) In the general case, let $\tilde{\eta}$ be the smallest number in $\mathbb{N}^*$ such that $n_u = B^{\tilde{\eta}}n_u$. Set $n^{(l)}_u := B^{-l}n_u$ for $l = 0, \ldots, \tilde{\eta} - 1$. We consider the equation (18) for $n_u, n^{(1)}_u, \ldots, n^{(\tilde{\eta} - 1)}_u$ simultaneously (while we fix $n_v$). In this case we get the following linear system:

$$\begin{pmatrix}
\phi^k_{(n_u, n_v, 0, 0)} \\
\phi^k_{(n^{(1)}_u, n_v, 0, 0)} \\
\vdots \\
\phi^k_{(n^{(\tilde{\eta} - 1)}_u, n_v, 0, 0)}
\end{pmatrix}^{T} = \begin{pmatrix}
-\mu^k & 0 & \cdots & 0 & \alpha^{n_u} \mu^{n_v} \\
\alpha^{n^{(1)}_u} \mu^{n_v} & -\mu^k & \cdots & \cdots & 0 \\
0 & \alpha^{n^{(2)}_u} \mu^{n_v} & \cdots & \cdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \alpha^{n^{(\tilde{\eta} - 1)}_u} \mu^{n_v} & -\mu^k & \cdots & 0
\end{pmatrix}
\begin{pmatrix}
\tilde{\rho}^k_{(n_u, n_v)} \\
\tilde{\rho}^k_{(n^{(1)}_u, n_v)} \\
\vdots \\
\tilde{\rho}^k_{(n^{(\tilde{\eta} - 1)}_u, n_v)}
\end{pmatrix}^{T} + \text{l.o.t.}, \quad (19)$$

where

$$\text{l.o.t.} = \text{l.o.t.}_{k, |n|}(\phi, \tilde{\rho})$$

for each coordinate, since weight$(k, (n^{(l)}_u, n_v, 0, 0)) = W$ for each $l = 0, \ldots, \tilde{\eta} - 1$. 
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By direct computation, the determinant of the matrix in (19) is given (up to sign) by
\[
\left( \prod_{i=0}^{\tilde{\eta}-1} \alpha^i \right) \mu^{\tilde{\eta} n_v} - (\mu^k)^{\tilde{\eta}}.
\]
Recall that the \( \eta \) in the definition of primary resonances (7) is the order of \( B \). In particular, we have \( \tilde{\eta} | \eta \). It follows that the linear system (19) is invertible iff \((n_u, n_v)\) is not primary resonant.

If \((n_u, n_v)\) is not primary resonant, we can put \( \tilde{\rho}^k = 0 \) for every \( l = 0, \ldots, \tilde{\eta} - 1 \) and there exists a unique \( \tilde{\phi}^k \) that solves the linear system (19).

If \((n_u, n_v)\) is primary resonant, we can put \( \phi^k = 0 \) for every \( l = 0, \ldots, \tilde{\eta} - 1 \) and there exists a unique \( \tilde{\rho}^k \) that solves the linear system (19).

We have defined the conjugation \( \Phi \) as an invertible formal map: we can then define \( \tilde{g} \) and \( \tilde{h} \) such that the conjugacy relation holds for all coordinates.

(Step 2). — The proof of the convergence of the conjugacy map is completely analogous to the proof of the Poincaré-Dulac theorem (see, e.g., [15], [13] or [3, Chapter 4]).

Pick \( 0 < \Lambda < 1 \) such that \( \Lambda > \text{specrad}(df_0) \) the spectral radius of the differential \( df_0 \) of \( f \) at 0, and take \( N \) such that \( \Lambda^N < |\mu^k| \) for every \( k = 1, \ldots, e \).

For proving the formal result, we introduced a weight, and noticed that for every \( W \in \mathbb{N}/e \), there are only finitely many \((k, n)\) such that \( \text{weight}(k, n) \leq W \). It follows that there exist \( M > 0 \) and a polynomial (hence holomorphic) change of coordinates that conjugates \( f \) with a map of the form
\[
(u, v, y, z) \mapsto \left( \alpha^{B} u B, \mu v + \rho(u, v) + R(u, v, y, z), \beta u^{C} y^{D} (1 + g(u, v, y, z)), h(u, v, y, z) \right),
\]
with the same conditions as for (8), and \( R : (\mathbb{C}^d, 0) \to (\mathbb{C}^e, 0) \) such that
\[
\| R(w) \| \leq M \| w \|^N
\]
for \( \| w \| \) small enough, where \( w = (u, v, y, z) \) as in the previous step.

Notice that there are no primary resonances \( u^{n_u} v^{n_v} \) such that \( |n_u| + |n_v| \geq N \). Indeed, suppose \( u^{n_u} v^{n_v} \) is resonant for the \( k \)-th coordinate for a
suitable $1 \leq k \leq e$. Then from (7) we would have
\[ |(\mu^k)^n| = |\xi^n \mu^m| < \Lambda_n < |\mu^k|^n, \]
that gives a contradiction.

Set $R = (R^1, \ldots, R^e)$. We now proceed by induction on $k = 1, \ldots, e$ and prove that we can conjugate $f$ with a germ of the form (20), with $R^l \equiv 0$ for any $l \leq k$. If $k = 0$, there is nothing to prove. Suppose that $f$ is of the form (20), with $R^l \equiv 0$ for $l < k$. The induction step will consist in proving that we can conjugate $f$ with $\tilde{f} : (C^d, 0) \to (C^d, 0)$ of the form (20), with $\tilde{R} = (\tilde{R}^1, \ldots, \tilde{R}^e)$ instead of $R$ such that $\tilde{R}^l \equiv 0$ for $l \leq k$.

Consider a local diffeomorphism $\Phi : (C^d, 0) \to (C^d, 0)$ of the form
\[ \Phi(w) = (u, v^1, \ldots, v^{k-1}, v^k + \phi^k(w), v^{k+1}, \ldots, v^e, y, z), \]
where $\phi^k : (C^d, 0) \to (C, 0)$ is of order at least 2.

Thanks to Remark 2.8 $\rho$ is strictly triangular, i.e., $\rho^k$ depends only on $u$ and $v^1, \ldots, v^{k-1}$. Hence, considering the coordinate $v^k$ of the conjugacy relation $\Phi \circ f = \tilde{f} \circ \Phi$, we get
\[
\begin{align*}
v^k \circ \Phi \circ f(w) &= \mu^k v^k + \rho^k(u, v^1, \ldots, v^{k-1}) + R^k(w) + \phi^k \circ f(w), \\
v^k \circ \tilde{f} \circ \Phi(w) &= \mu^k v^k + \mu^k \phi^k(w) + \rho^k(u, v^1, \ldots, v^{k-1}).
\end{align*}
\]
So we have to solve
\[ R^k(w) + \phi^k \circ f(w) = \mu^k \phi^k(w). \]
It has an explicit solution, given by
\[ \phi^k(w) = \sum_{n=1}^{\infty} (\mu^k)^{-n} R^k \circ f^{\circ n-1}(w). \]

Notice that for $\|w\|$ small enough we have $\|f^{\circ n}(w)\| \leq \Lambda_n \|w\|$. Then we have
\[ |\phi^k(w)| \leq \sum_{n=1}^{\infty} |\mu^k|^{-n} |R^k \circ f^{\circ n-1}(w)| \leq \sum_{n=0}^{\infty} M \Lambda^N |\mu^k|^{-n-1} \|w\|, \]
that converges since $\frac{\Lambda^N}{|\mu^k|} < 1$. \hfill \Box

Remark 2.16. — The arguments of the proof of Theorem 2.7 are also valid over any complete metrized field $\mathbb{K}$. Indeed, since (17) is a linear (affine) equation on $\phi^k_n$ and $\tilde{\rho}^k_{(n_u, n_v)}$, it can be solved as well if $\mathbb{K}$ is not algebraically closed. Moreover, the estimates in Step 2 works as well (or even better) in the non-archimedean case as in the complex case.
So Theorem 2.7 holds in general, provided that all eigenvalues of $df_0$ belong to $\mathbb{K}$ (see Remark 2.1).

3. Secondary Resonances

3.1. Resonance Relation

Starting from a germ written as in (8), we can define $x = (u, v)$, so that a contracting rigid germ $f : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^d, 0)$ is holomorphically conjugated to a map of the form

$$(x, y, z) \mapsto \left( \gamma x^P + \sigma(x), \beta x^E y^D \left( 1 + g(x, y, z) \right), h(x, y, z) \right), \quad (21)$$

where

- $x \in \mathbb{C}^s$, $y \in \mathbb{C}^p$, and $z \in \mathbb{C}^{d-(s+p)}$;
- $\gamma \in (\mathbb{C}^*)^s$ and $\beta \in (\mathbb{C}^*)^p$;
- $P \in \mathcal{M}(s \times s, \mathbb{N})$ is a permutation matrix, $E \in \mathcal{M}(s \times p, \mathbb{N})$ and $D \in \mathcal{M}(p \times p, \mathbb{N})$;
- $\sigma : (\mathbb{C}^s, 0) \rightarrow (\mathbb{C}^s, 0)$, $g : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^p, 0)$ and $h : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^{d-(s+p)}, 0)$;
- $\{y^1 = 0\} \subseteq \mathcal{C}(f^\infty) \subseteq \{x^1 y^1 = 0\}$;
- $h|_{\{x=y=0\}}$ has nilpotent linear part;
- $\sigma$ is a polynomial map with only primary resonant monomials.

Remark 3.1. — The relation between equations (8) and (21) is given by the identities:

$\begin{pmatrix} B & 0 \\ 0 & \text{Id}_e \end{pmatrix}, \quad E = \begin{pmatrix} C & 0 \\ \gamma & 0 \end{pmatrix}, \quad \gamma = (\alpha, \mu) \quad \text{and} \quad \sigma = (0, \rho).$ 

The aim of this section is to kill as many coefficients of $g$ (expanded in formal power series) as possible, under the assumption of $\det D \neq 0$ (i.e., injective internal action). New formal obstructions appear: secondary resonances.

Definition 3.2. — Let $f : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^d, 0)$ be a contracting rigid germ as in (21) with injective internal action, and let $\eta \in \mathbb{N}^*$ be the order of $P$. A monomial $x^n$ is called secondary resonant if

$$\lambda^n \in \text{Spec}(D^{\eta}), \quad (22)$$

where $\lambda \in (\mathbb{D}^*)^s$ is the vector of non-zero eigenvalues of $df_0$ (counted with multiplicities).
Remark 3.3. — If $f : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^d, 0)$ is a contracting rigid germ as in (21), and all the periodic irreducible components of $\mathcal{C}(f^\infty)$ are fixed, then $\eta = 1$ and this definition coincides with the resonance relation given in the introduction.

Lemma 3.4. — Let $f : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^d, 0)$ be a contracting rigid germ written as in (21), with injective internal action. Then there are only finitely-many secondary resonant monomials.

Proof. — It follows since $D^n$ has only a finite number of eigenvalues $\mu$, and the secondary resonance relation is perfectly analogous to the primary resonance relation (7). □

Example 3.5. — Let us see an example of how to compute secondary resonances. Let $f : (\mathbb{C}^3, 0) \rightarrow (\mathbb{C}^3, 0)$ be a contracting rigid germ, with internal action $A$ given by

$$A = \begin{pmatrix} 1 & 1 & 2 \\ 0 & 2 & 1 \\ 0 & 1 & 0 \end{pmatrix},$$

where the splitting is according to the notations in (2). Here

$$D = \begin{pmatrix} 2 & 1 \\ 1 & 0 \end{pmatrix},$$

whose eigenvalues are $1 \pm \sqrt{2}$.

Set $\lambda$ the non-zero eigenvalue for $df_0$ and $(x^1, y^1, y^2)$ suitable coordinates in $0 \in \mathbb{C}^3$. Then in this case $(x^1)^n$ is secondary resonant if

$$\lambda^n = 1 - \sqrt{2}.$$

Notice that $1 + \sqrt{2} > 1$ gives no resonances, being $|\lambda| < 1$.

Remark 3.6. — We notice that secondary resonances for a contracting rigid germ $f : (\mathbb{C}^d, 0) \rightarrow (\mathbb{C}^d, 0)$ can appear only for $d \geq 3$; secondary resonances with periodic non-fixed irreducible components for $\mathcal{C}(f^\infty)$, or equivalently for $\eta \geq 2$ in (22), can appear only for $d \geq 4$. Primary and secondary resonances can appear in the same germ only for $d \geq 4$, and with $\eta \geq 2$ for $d \geq 5$.

3.2. Main Theorem

Here we prove that we can kill all coefficients of $g$ in (21) except for secondary resonant monomials. This theorem is the generalization of Theorem A stated in the introduction.
Theorem 3.7. — Let $f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ be a contracting rigid germ with injective internal action. Then $f$ is analytically conjugated to

$$(x, y, z) \mapsto \left( \gamma x^P + \sigma(x), \beta x^E y^D (1 + g(x)), h(x, y, z) \right),$$

where

- $x \in \mathbb{C}^s$, $y \in \mathbb{C}^p$, and $z \in \mathbb{C}^{d-(s+p)}$;
- $\gamma \in (\mathbb{C}^*)^s$ and $\beta \in (\mathbb{C}^*)^p$;
- $P \in \mathcal{M}(s \times s, \mathbb{N})$ is a permutation matrix, $E \in \mathcal{M}(s \times p, \mathbb{N})$ and $D \in \mathcal{M}(p \times p, \mathbb{N})$ with $\det D \neq 0$;
- $\sigma : (\mathbb{C}^s, 0) \to (\mathbb{C}^s, 0)$, $g : (\mathbb{C}^s, 0) \to (\mathbb{C}^p, 0)$ and $h : (\mathbb{C}^d, 0) \to (\mathbb{C}^{d-(s+p)}, 0)$;
- $\{y^1 = 0\} \subseteq C(f^\infty) \subseteq \{x^1 y^1 = 0\}$;
- $h|_{\{x = y = 0\}}$ has nilpotent linear part;
- $\sigma$ is a polynomial map with only primary resonant monomials,
- $g$ is a polynomial map with only secondary resonant monomials.

Proof. — We first prove in Step 1 the formal counterpart of this theorem, and then we will deal with the convergence of the formal power series involved in Step 2.

(Step 1). — First of all, we can suppose that $f$ is of the form (21), with $h|_{\{x = y = 0\}}$ that has a nilpotent lower triangular linear part.

We want to conjugate $f$ with a map $\tilde{f} : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ of the form (23) (with $\tilde{g}$ and $\tilde{h}$ instead of $g$ and $h$ respectively).

Let us consider a local diffeomorphism $\Phi : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ of the form

$$\Phi(x, y, z) = \left( x, y (I + \phi(x, y, z)), z \right),$$

with $\phi : (\mathbb{C}^d, 0) \to (\mathbb{C}^p, 0)$ a formal map.

Considering the conjugacy relation $\Phi \circ f = \tilde{f} \circ \Phi$ for the coordinate $y$, we get

$$y \circ \Phi \circ f(x, y, z) = \beta x^E y^D (I + g(x, y, z)) \left( I + \phi \circ f(x, y, z) \right),$$

$$y \circ \tilde{f} \circ \Phi(x, y, z) = \beta x^E y^D \left( I + \phi(x, y, z) \right)^{(I + \tilde{g}(x))}.$$ 

Hence we have to solve

$$(I + g(x, y, z)) \left( I + \phi \circ f(x, y, z) \right) = \left( I + \phi(x, y, z) \right)^{(I + \tilde{g}(x))}. \quad (24)$$

Let us denote by $I$ and $\tilde{I}$ the left and right hand side of (24) respectively.

We want now to expand in formal power series (24) and to solve it defining (inductively) the coefficients of $\phi$ and $\tilde{g}$. Set $w = (x, y, z)$ and

- $x = (x^1, \ldots, x^s)$. 

\( \sigma = (\sigma^1, \ldots, \sigma^s) \) and \( \gamma^k x^k + \sigma^k(x) = \sum_{i \leq k \leq s} \sigma^k_{n_i} x^{n_i} \) for \( 1 \leq k \leq s; \)

- \( \phi = (\phi^1, \ldots, \phi^p) \) and \( 1 + \phi^k(w) = \sum_{i \leq k \leq p} \phi^k_i w^n \) for \( 1 \leq k \leq p; \)

- \( \mathbb{I} = (\mathbb{I}^1, \ldots, \mathbb{I}^p) \) and \( \mathbb{I}^k(w) = \sum_{n} \mathbb{I}^k_n w^n \) for \( 1 \leq k \leq p, \) and analogously for \( \mathbb{II}; \)

- \( g = (g^1, \ldots, g^p) \) and \( 1 + g^k(w) = \sum_{n} g^k_n w^n \) for \( 1 \leq k \leq p; \)

- \( \tilde{g} = (\tilde{g}^1, \ldots, \tilde{g}^p) \) and \( 1 + \tilde{g}^k(x) = \sum_{n} \tilde{g}^k_n x^{n_k} \) for \( 1 \leq k \leq p; \)

- \( h = (h^1, \ldots, h^{d-(s+p)}) \) and \( h^k(w) = \sum_{n} h^k_n w^n \) for \( 1 \leq k \leq d - (s + p). \)

Again, we split multi-indices \( n = (n_x, n_y, n_z) \in \mathbb{N}^d, \) where \( x \) is the projection onto the coordinate \( x, \) and similarly for other coordinates. In particular \( n_x \in \mathbb{N}^s, n_y \in \mathbb{N}^p \) and \( n_z \in \mathbb{N}^{d-(s+p)}. \)

By direct computations (see Remarks 2.10 and 2.11), we get

\[ \mathbb{I}^k = (1 + g^k(w)) \sum_{i \in \mathbb{N}^d} \left[ \phi^k_i (\gamma x^P + \sigma(x))^{i_z} (\beta x^E y^D (\mathbb{I} + g^k(w)))^{i_y} (h^k(w))^{i_z} \right] \]

\[ = \sum_{i \in \mathbb{N}^d} \phi^k_i \beta^i_y x^E_i y^D_i \left( \sum_{I \in \mathbb{N}(i_x)} \sigma^I x^{|I|} \sum_{J \in \mathbb{N}(i_y + e^k)} g^j_J w^{|J|} \sum_{K \in \mathbb{N}(i_z)} h^K w^{|K|} \right), \]

(25)

\[ \mathbb{II}^k = (\mathbb{I} + \phi(w))^{D e^k} \sum_{j \in \mathbb{N}^e} \tilde{g}^k_j x^j = \sum_{H \in \mathbb{N}(D e^k)} \phi_H w^{|H|} \sum_{j \in \mathbb{N}^e} \tilde{g}^k_j x^j, \]

(26)

for \( k = 1, \ldots, p, \) where \( e^k \) denotes the vector in \( \mathbb{N}^p \) with 1 in the \( k \)-th position, and 0 elsewhere.

Expressing explicitly the coefficients of \( \mathbb{I}^k \) and \( \mathbb{II}^k \) expanded in formal power series, from (25) and (26) respectively we obtain:

\[ \mathbb{I}^k_n = \sum_{i \in \mathbb{N}^d, J \in \mathbb{N}(i_x), H \in \mathbb{N}(D e^k)} \phi^k_i \beta^i_y \sigma^I g^j_J h^K, \]

\[ \mathbb{II}^k_n = \sum_{j \in \mathbb{N}^e, H \in \mathbb{N}(D e^k)} \tilde{g}^k_j \phi_H, \]

where

\[ \text{Cond}_1 = \left\{ \begin{array}{l} E_i + |I| + |J| + |K| = n_x, \\
D_i + |J| + |K| = n_y \\
|J| + |K| = n_z \end{array} \right. \]

and

\[ \text{Cond}_2 = \left\{ \begin{array}{l} j + |H| = n_x \\
|H| = n_y \\
|H| = n_z \end{array} \right. \]
We want to solve the equation
\[ E^k_n := \Pi^k_n - \mathbb{I}^k_n = 0 \] (27)
for every \( k \) and \( n \), with respect to the coefficients \( \phi^k_n \) of \( \phi \) and \( \bar{g}^k_{n_x} \) of \( \bar{g} \).

We recall the partial order and the total order on indices in \( \mathbb{N}^d \) that we need to make computations. Set \( n = (n_1, \ldots, n_d) \) and \( m = (m_1, \ldots, m_d) \).

**Partial order \( \preceq \):** we say that \( m \preceq n \) iff we have \( m_k \leq n_k \) for every \( k = 1, \ldots, d \).

**Total order \( \preceq \):** we say that \( m \preceq n \) iff \( (|m|, m_1, \ldots, m_d) \preceq_{\text{lex}} (|n|, n_1, \ldots, n_d) \), where \( \preceq_{\text{lex}} \) is the lexicographic order (on \( \mathbb{N}^{d+1} \)).

**Definition 3.8.** Let \( k \in \{1, \ldots, p\} \) be an integer and \( n \) be a multi-index (in \( \mathbb{N}^d \) or \( \mathbb{N}^s \)). We call the weight of \((k,n)\) the value
\[ \text{weight}(k,n) := |n| \in \mathbb{N}. \]

As in Step 1 of the proof of Theorem 2.7, the notation
\[ 1.\text{ o. t.}|n|(\phi, \bar{g}) \]
stands for a suitable polynomial in \( \phi^l_m \) and \( \bar{g}^l_{m_x} \) satisfying
\[ \text{weight}(l,m) < |n|. \]

We shall also omit \( \bar{g} \) when the polynomial does not depend on any coefficient \( g^l_{m_x} \).

Notice that the definition of weight here is slightly different from the one given by Definition 2.13. Still, we have that for every \( W \in \mathbb{N} \), there are only finitely many \((k,n)\) such that \( \text{weight}(k,n) \preceq W \).

**Lemma 3.9.** For every \( k = 1, \ldots, p \) and \( n \neq 0 \) we have
\[ \Pi^k_n = \delta^0_{n,y} \delta^0_{n_x} \tilde{g}^k_{n_x} + \sum_{l=1}^{p} d^k_l \phi^l_n + 1.\text{ o. t.}|n|(\phi, \bar{g}), \] (28)
where \( \delta \) denotes the Kronecker’s delta function and \( D = (d^k_i) \).

**Proof.** Set \( W = |n| \). From the first equation of Cond\(_2\) we have \( j \preceq n_x \).
Hence the only term of the form \( \tilde{g}^k_j \) whose weight is \( \geq W \) is given by \( j = n_x \), when \( n_y = 0 \) and \( n_z = 0 \). In this case, \( |H| = 0 \), and \( \phi_H = 1 \) (being \( \phi^k_0 = 1 \) for \( k = 1, \ldots, p \)). This gives the first term of (28).

Since \( |H| \preceq n \), the only terms \( \phi^l_m \) with weight \((l,m) \geq W \) that appear are when \( m = n \), and
\[ H = (0, \ldots, 0) \cdots (0, \ldots, 0, n, 0, \ldots, 0) \cdots (0, \ldots, 0). \]
Since we have \( d^k_l \) choices for where to put \( n \), (28) follows. \( \square \)
Lemma 3.10. — For every $k = 1, \ldots, p$ and $n \neq 0$ we have
\begin{equation}
\|k\| = \beta_{0y}^0 \beta_{nx}^0 \gamma^{-1} \phi_{(P-1)n_x,0,0} + 1 \text{ o.t. } |n| (\phi).
\end{equation}

Proof. — Thanks to Lemma 2.12, we get that $\sigma_I \neq 0$ only if $|I| \geq i_x$. Lemma 2.12.(i) says that $h_K \neq 0$ only if $|K| > (0,0,i_z)$ when $i_z \neq 0$. Moreover, we have $|i_y| < |Di_y|$ if $i_y \neq 0$. Then we have

\begin{equation}
|I| = |i_x| + |i_y| + |i_z| \leq |I| + |i_y| + |K| = |n| - ||J|| - |Ei_y| - |Di_y| + |i_y| \leq |n|,
\end{equation}

where the equality can hold only when $i_y = 0$ and $||J|| = 0$. Suppose this is the case; then $J$ is made by just one column (in position $k$) made by 0’s, and hence $g_J = g_0^k = 1$. From the first equation of $\text{Cond}_1$ we also get that $i_x \leq |I| \leq n_x$. It follows that the only terms $\phi_{i}^k$ whose weight is $\geq |n|$ appear when $|i_x| = |n_x|$, $|I| = n_x$ and $n_y = 0$.

In this case ($i_y = n_y = 0$, $J = 0 \in \mathcal{N}(e^k)$ and $|I| = n_x$), $\text{Cond}_1$ becomes

\begin{equation}
\begin{cases}
|K|_x = 0 \\
|K|_y = 0 \\
|K|_z = n_z
\end{cases}
\end{equation}

From Lemma 2.12.(i), being $|K| = (0,0,|K|_z)$, it follows that the only term with weight $\geq |n|$ appear when in addition $i_z = n_z = 0$. In this case $K = \emptyset$ and $h_\emptyset = 1$.

We shall show now that the conditions $|I| = n_x$ and $\sigma_I \neq 0$ are satisfied by a unique $I \in \mathcal{N}_s(i_x)$, and in this case $\sigma_I = \gamma^{-1} n_x$.

Let us split again $x = (u,v)$, $\sigma = (0,\rho)$, $P = \text{Diag}(B, \text{Id})$ and $\gamma = (\alpha, \mu)$ as in Remark 3.1. The condition $|I| = n_x$ becomes

\begin{equation}
\begin{cases}
B_i u = n_u \\
|I|_v = n_v
\end{cases}
\end{equation}

and $\sigma_I = \alpha^i u \rho_{I_v}$. Then $i_u = B^{-1} n_u$, and thanks to Lemma 2.12.(ii) we get $\rho_{I_v} = \mu^{n_v}$.

Writing again with the previous notations, we get the statement. \qed

Set $\mathcal{E}_n := (\mathcal{E}^1_n, \ldots, \mathcal{E}^p_n)$, $\phi_n := (\phi^1_n, \ldots, \phi^p_n)$ and $\tilde{g}_{nx} := (\tilde{g}_{1n_x}^{1n_x}, \ldots, \tilde{g}_{nn_x}^{nn_x})$.

Thanks to Lemmas 3.9 and 3.10, $\mathcal{E}_n = 0$ becomes

\begin{equation}
\phi_n D + \delta_{ny}^0 \delta_{nx}^0 (\tilde{g}_{nx} - \gamma^{n_x} \phi_n) = 1 \text{ o.t. } |n| (\phi, \tilde{g}).
\end{equation}

This affine equation, where the unknowns are $\phi_n$ and $\tilde{g}_{nx}$, has always a solution. At this point we conjugated $f$ to a map $\tilde{f}$ as in (23), but with $\tilde{g} : (\mathbb{C}^*, 0) \to (\mathbb{C}^p, 0)$ a (vector of) formal power series. Next we show that we can solve (30) and get $\tilde{g}$ polynomial with only secondary resonant monomials.

We solve $\mathcal{E}_n = 0$ inductively on $|n|$ as follows.
If $|n| = 0$, i.e., if $n = 0$, we set $\phi_0 := 1$ and $\tilde{g}_{0x} = 1$.
Set $0 < W \in \mathbb{N}$, and suppose that $\phi_m$ and $\tilde{g}_{mx}$ are known for $|m| < W$.
We want to solve (30) for $|n| = W$.

Notice that l. o. t. $|n| (\phi, \tilde{g})$ is a polynomial that depend on $\phi_m$ and $\tilde{g}_{mx}$ only for weights strictly less than $W$. Hence thanks to the induction hypothesis, l. o. t. $|n| (\phi, \tilde{g})$ is a known value in $\mathbb{C}^p$.

Suppose $(n_y, n_z) \neq (0, 0)$. Then (30) becomes

$$\phi_n D = \text{l. o. t. } |n| (\phi, \tilde{g}).$$

Being $\det D \neq 0$, there exists a unique $\phi_n \in \mathbb{C}^p$ that solves the equation.

Suppose $(n_y, n_z) = (0, 0)$. Then (30) becomes

$$-\phi_n D + \gamma^{P-1} n_x \phi(P^{-1} n_x, 0, 0) = \tilde{g}_{n_x} + \text{l. o. t. } |n| (\phi, \tilde{g}).$$  \hspace{1cm} (31)

Suppose that $n_u = P^{-1} n_u$: we have two cases.

Suppose $D - \gamma^{n_x} \text{Id}$ is invertible, i.e., $x^{n_x}$ is not secondary resonant.
Then we can put $\tilde{g}_{n_x} = 0$ and there exists a unique $\phi_n \in \mathbb{C}^p$ that solves the equation.

Suppose $D - \gamma^{n_x} \text{Id}$ is not invertible, i.e., $x^{n_x}$ is secondary resonant.
Then we can put $\phi_n = 0$ and there exists a unique $\tilde{g}_{n_x} \in \mathbb{C}^p$ that solves the equation.

In the general case, let $\tilde{\eta}$ be the smallest number in $\mathbb{N}^*$ such that $n_x = P^{\tilde{\eta}} n_x$. Set $n_x^{(l)} := P^{-l} n_x$ for $l = 0, \ldots, \tilde{\eta} - 1$. We consider the equation (31) for $n_x, n_x^{(1)}, \ldots, n_x^{(\tilde{\eta} - 1)}$ simultaneously.

We get the following (block) linear system:

$$\begin{bmatrix}
\phi(n_x, 0, 0) \\
\phi(n_x^{(1)}, 0, 0) \\
\vdots \\
\phi(n_x^{(\tilde{\eta} - 1)}, 0, 0)
\end{bmatrix}^T
\begin{bmatrix}
-D & 0 & \cdots & 0 \\
\gamma^{n_x^{(1)}} \text{Id}_p & -D & \ddots & 0 \\
0 & \gamma^{n_x^{(2)}} \text{Id}_p & \ddots & \ddots \\
\vdots & \ddots & \ddots & -D \\
0 & \cdots & 0 & \gamma^{n_x^{(\tilde{\eta} - 1)}} \text{Id}_p & -D
\end{bmatrix}
= \begin{bmatrix}
\tilde{g}_{n_x} \\
\tilde{g}_{n_x^{(1)}} \\
\vdots \\
\tilde{g}_{n_x^{(\tilde{\eta} - 1)}}
\end{bmatrix}^T + \text{l. o. t. ,}$$  \hspace{1cm} (32)
where

\[ \text{l.o.t.} = l.\text{o. t.}|_{n_l}(\phi, \tilde{g}) \]

for each coordinate.

Let us consider the linear combination of the columns (numbered from 1 to \( \tilde{\eta} \)) of the linear system (32), where the \( l \)-th column is multiplied by

\[ \Delta_l := \left( \prod_{h=1}^{l-1} \gamma_{n_x}^{n(h)} \right) D^{\tilde{\eta}-l}. \]

Then we get

\[
\left(-D^{\tilde{\eta}} + \prod_{l=0}^{\tilde{\eta}-1} \gamma_{n_x}^{n(l)} \text{Id}_p\right) \phi_{(n_x,0,0)} = \sum_{l=1}^{\tilde{\eta}} \Delta_l \tilde{g}_{n_x}^{n(l-1)} + \text{l.o.t.}.
\]

Since \( \det D \neq 0 \), it follows that the linear system (32) is invertible iff \( n_x \) is not secondary resonant.

In this case we can put \( \tilde{g}_{n_x}^{n(l)} = 0 \) for every \( l = 0, \ldots, \tilde{\eta} - 1 \), and there exist (unique) \( \phi_{(n_x,0,0)} \in \mathbb{C}^p \) for \( l = 0, \ldots, \tilde{\eta} - 1 \) that satisfy (32).

If \( n_x \) is secondary resonant we can still set any value for \( \phi_{(n_x,0,0)} \) (for example, all equal to 0), and find unique \( \tilde{g}_{n_x}^{n(l)} \in \mathbb{C}^p \) for every \( l = 0, \ldots, \tilde{\eta} - 1 \) that satisfy (32).

As in the proof of Theorem 2.7, we have defined the conjugation \( \Phi \) as an invertible formal map so we can then define \( \tilde{h} \) such that the conjugacy relation (24) holds for all coordinates.

(Step 2). — The following estimations are quite standard. Pick \( 0 < \Lambda < 1 \) such that \( \Lambda > \text{specrad}(df_0) \) the spectral radius of the differential \( df_0 \) of \( f \) at 0, and take \( N \) big enough such that \( |D^{-1}| \Lambda^N < 1 \) and no secondary resonances \( x^n \) appear for \( |n| \geq N \).

For proving the formal result, we introduced a weight, and noticed that for every \( W \in \mathbb{N} \), there are only finitely many \( (k,n) \) such that \( \text{weight}(k,n) \leq W \). It follows that there exist \( M > 0 \) and a polynomial (hence holomorphic) change of coordinates that conjugates \( f \) with a map of the form

\[
(x, y, z) \mapsto \left( \gamma x^p + \sigma(x), \beta x^E y^D (\mathbb{I} + g(x) + R(x,y,z)), h(x,y,z) \right), \tag{33}
\]

with the same conditions as for (23) and \( R : (\mathbb{C}^d, 0) \to (\mathbb{C}^p, 0) \) such that

\[
\|R(w)\| \leq M \|w\|^N
\]

for a suitable \( M > 0 \) and \( \|w\| \) small enough, where \( w = (x,y,z) \).
We can hence suppose that $f$ is of the form (33), and try to kill the map $R$: we look for a conjugacy between $f$ and a map $\tilde{f}$ of the form (23) (with $\tilde{h}$ instead of $h$).

Let us consider then a local diffeomorphism of the form
\[
\Phi(x, y, z) = (x, y(\mathbb{1} + \phi(x, y, z)), z).
\]
Looking at the conjugacy relation $\Phi \circ f = \tilde{f} \circ \Phi$ at the coordinate $y$, we get
\[
y \circ \Phi \circ f(x, y, z) = \beta x E y^D (\mathbb{1} + g(x) + R(x, y, z)) (\mathbb{1} + \phi \circ f(x, y, z)),
\]
\[
y \circ \tilde{f} \circ \Phi(x, y, z) = \beta x E y^D (\mathbb{1} + \phi(x, y, z)) D (\mathbb{1} + g(x)).
\]
Hence we have to solve
\[
(\mathbb{1} + \phi(w))^D = (\mathbb{1} + \phi \circ f(w)) (\mathbb{1} + e(w)),
\]
where $w = (x, y, z)$ and
\[
e(x, y, z) = \frac{R(x, y, z)}{\mathbb{1} + g(x)}.
\]
In particular we have
\[
\|e(w)\| \leq K \|w\|^N
\]
for $K > 0$ big enough and $\|w\|$ small enough.

Equation (34) has an explicit solution, given by
\[
\mathbb{1} + \phi(w) = \prod_{n=1}^{\infty} (\mathbb{1} + e \circ f^{(n-1)}(w))^D^{-n};
\]
let us show that this product is convergent.

Thanks to Proposition 1.5, we just need to prove that
\[
\sum_{n=1}^{\infty} (e \circ f^{(n-1)}(w)) D^{-n}
\]
converges for $\|w\|$ small enough.

Notice that for $\|w\|$ small enough we have $\|f^{(n)}(w)\| \leq \Lambda^n \|w\|$. Then we have
\[
\left\| \sum_{n=1}^{\infty} (e \circ f^{(n-1)}(w)) D^{-n} \right\| \leq \sum_{n=1}^{\infty} |D^{-n}| \| e \circ f^{(n-1)}(w) \|
\]
\[
\leq \sum_{n=1}^{\infty} |D^{-1}|^n K \Lambda^{(n-1)N} \|w\|^N,
\]
that converges being $|D^{-1}| \Lambda^N < 1$. 

\[\square\]
**Remark 3.11.** — Let us take a rigid germ that has a non-injective internal action: we can write it in the form (21), with \( \det D = 0 \) (suppose also \( P = \text{Id} \) for simplicity). We can try to kill, at least formally, as many coefficients of \( g \) as possible, as we did in the case of injective internal action. Proceeding as in the proof of Theorem 3.7, we get an equation to solve of the form (30). When \( n_y \) or \( n_z \) are different from 0, the linear system becomes

\[
\phi_n D = 1.0. t. |n| (\phi, \tilde{g}),
\]

that is not invertible, being \( \det D \neq 0 \). So in general, besides the secondary resonances already described, some other resonances of the form \( x^{n_x} y^{n_y} z^{n_z} \) with \( (n_y, n_z) \neq (0, 0) \) will appear.

**Remark 3.12.** — Theorem 3.7 holds over any complete metrized field \( K \) of characteristic 0 (provided that all eigenvalues of \( df_0 \) belong to \( K \)). The reasons are the same as for Theorem 2.7 (see Remark 2.16). The theorem fails, already for \( d = p = 1 \), over a field of positive characteristic. In fact, although \( D \) is invertible as a matrix with integer (rational) coefficients, it could not be invertible when seen as a matrix with coefficients in \( K \). If this is the case, equation (30) could not be solved in general.

### 4. Rigid Germs with \( s + p = d - 1 \)

Theorem 3.7 gives in particular the complete classification of contracting rigid germs with injective internal action such that \( s + p = d \), where as before \( s \) is the number of non-zero eigenvalues of \( df_0 \), and \( p \) is the number of non-periodic components of \( C(f^\infty) \).

In this section we shall deal with the case of a contracting rigid germ with injective internal action such that \( s + p = d - 1 \). Thanks to Theorem 3.7 we can holomorphically conjugate \( f \) with a map of the form (23), with \( h : (\mathbb{C}^d, 0) \to (\mathbb{C}, 0) \) and \( z \in \mathbb{C} \).

In this case we can say more, and get a similar result of what happens in the 2-dimensional case (see [7, pp. 491–494]).

**Theorem 4.1.** — Let \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) be a contracting rigid germ with injective internal action, and such that \( s + p = d - 1 \), where \( s \) is the number of non-zero eigenvalues of \( df_0 \), and \( p \) is the number of non-periodic components of \( C(f^\infty) \). Then \( f \) is analytically conjugated to a map of the form

\[
(x, y, z) \mapsto (\gamma x^P + \sigma(x), \beta x^E y^D (1 + g(x)) , \nu x^l y^n z + \omega(x, y) ), \quad (35)
\]

where
\begin{itemize}
  \item $x \in \mathbb{C}^s$, $y \in \mathbb{C}^p$ and $z \in \mathbb{C}$;
  \item $\gamma \in (\mathbb{C}^*)^s$, $\beta \in (\mathbb{C}^*)^p$ and $\nu \in \mathbb{C}^*$;
  \item $P \in \mathcal{M}(s \times s, \mathbb{N})$ is a permutation matrix, $E \in \mathcal{M}(s \times p, \mathbb{N})$, $D \in \mathcal{M}(p \times p, \mathbb{N})$ and $(l, m) \in \mathbb{N}^s \times \mathbb{N}^p \setminus \{(0,0)\}$;
  \item $\sigma : (\mathbb{C}^s, 0) \to (\mathbb{C}^s, 0)$, $g : (\mathbb{C}^s, 0) \to (\mathbb{C}^p, 0)$ and $\omega : (\mathbb{C}^{d-1}, 0) \to (\mathbb{C}, 0)$;
  \item $\{y^1 = 0\} \subseteq C(f^\infty) \subseteq \{x^1 y^1 = 0\}$;
  \item $\sigma$ is a polynomial map with only primary resonant monomials;
  \item $g$ is a polynomial map with only secondary resonant monomials;
  \item $\omega$ is analytic.
\end{itemize}

For $d \geq 3$ we cannot get in general $\omega$ polynomial (see Remark 4.4).

Remark 4.2. — Let us suppose that $f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ is a contracting rigid germ as in (23) and satisfying the hypotheses of Theorem 4.1.

Let us split again $x = (u, v)$ (see Remark 3.1), with $u \in \mathbb{C}^r$ and $v \in \mathbb{C}^e$: then $f$ is of the form

\[(u, v, y, z) \mapsto \left(\alpha u^P, \mu v + \rho(u, v), \beta u^C y^D (1 + g(u, v)), h(u, v, y, z)\right). \tag{36}\]

If we compute $\det df$, we get

\[\det df = u^a y^b \frac{\partial h}{\partial z} U(w),\]

for suitable $a \in \mathbb{N}^r$, $b \in \mathbb{N}^p$ and a holomorphic map $U : \mathbb{C}^d \to \mathbb{C}$ with $U(0) \neq 0$, where $w = (u, v, y, z)$.

Since $C(f^\infty) = \{u^1 y^1 = 0\}$, we get

\[\frac{\partial h}{\partial z} = u^l y^m V(w),\]

with $l_u \in \mathbb{N}^r$, $m \in \mathbb{N}^p$ and $V(0) \neq 0$. Integrating, we obtain

\[h(u, v, y, z) = \nu u^l y^m z (1 + \varepsilon(u, v, y, z)) + \omega(u, v, y),\]

with $\nu \in \mathbb{C}^*$, $\varepsilon : (\mathbb{C}^d, 0) \to (\mathbb{C}, 0)$ and $\omega : (\mathbb{C}^{d-1}, 0) \to (\mathbb{C}, 0)$ (and $(l_u, m) \neq 0$).

As in Remark 3.1, to simplify notations we use $x$ instead of $(u, v)$; summing up, we can suppose that $f$ is of the form

\[(x, y, z) \mapsto \left(\gamma x^P + \sigma(x), \beta x^E y^D (1 + g(x)), \nu x^l y^m z (1 + \varepsilon(x, y, z)) + \omega(x, y)\right), \tag{37}\]

with the same conditions as in Theorem 4.1 and $\varepsilon : (\mathbb{C}^d, 0) \to (\mathbb{C}, 0)$.

Theorem 4.1 says exactly then that we can kill $\varepsilon$. 
Proof. — Thanks to Remark 4.2, we can suppose that $f$ is of the form (37). We want to conjugate $f$ with a map $\tilde{f} : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0)$ of the form (35) (with $\tilde{\omega}$ instead of $\omega$).

We shall consider a local diffeomorphism of the form

$$\Phi(w) = (x, y, z(1 + \phi(w))),$$

where $w = (x, y, z)$, and $\phi : (\mathbb{C}^d, 0) \to (\mathbb{C}, 0)$.

Considering the conjugacy relation $\Phi \circ f = \tilde{f} \circ \Phi$ for the last coordinate $z$, we get

$$z \circ \Phi \circ f(w) = \nu x^l y^m z(1 + \varepsilon(w))(1 + \phi \circ f(w)) + \omega(x, y)(1 + \phi \circ f(w)), \quad (38)$$

$$z \circ \tilde{f} \circ \Phi(w) = \nu x^l y^m z(1 + \phi(w)) + \tilde{\omega}(x, y).$$

We want now to split (38) in two parts, one divisible by $z$, and the other that depends only on $(x, y)$. Using the equivalence

$$\int_0^1 \frac{d}{d\tau}((\phi \circ f(x, y, \tau z)) = \phi(f(x, y, z)) - \phi(f(x, y, 0)) \quad (39)$$

and by direct computation we get

$$\nu x^l y^m z \left((1 + \varepsilon(w))(1 + \phi \circ f(w)) + \omega(x, y)\int_0^1 \frac{\partial \phi}{\partial z}(f(x, y, \tau z))(1 + \zeta(x, y, \tau z))d\tau\right)$$

$$+ \omega(x, y)(1 + \phi \circ f(x, y, 0)),$$

where $\zeta : (\mathbb{C}^d, 0) \to (\mathbb{C}, 0)$ is given by

$$\zeta(w) := \varepsilon(w) + z\frac{\partial \varepsilon}{\partial z}(w).$$

The conjugacy relation then gives two equations to solve (comparing the part divisible by $z$ and the one that does not depend on $z$), with respect to $\phi$ and $\tilde{\omega}$:

$$\varepsilon(w) + T\phi(w) = \phi(w), \quad (40)$$

$$\omega(x, y)(1 + \phi \circ f(x, y, 0)) = \tilde{\omega}(x, y), \quad (41)$$

where $\psi \mapsto T\psi$ is the functional given by

$$(T\psi)(w) := (1 + \varepsilon(w))\psi \circ f(w)$$

$$+ \omega(x, y)\int_0^1 \frac{\partial \psi}{\partial z}(f(x, y, \tau z))(1 + \zeta(x, y, \tau z))d\tau. \quad (42)$$
Equation (40) has a solution given by
\[ \phi(w) = \sum_{n=0}^{\infty} T^n \varepsilon(w), \]
we refer to the proof in [7] in the 2-dimensional case for convergence estimates, that rely on Cauchy’s estimates. Once that \( \phi \) is defined as a holomorphic germ that satisfies (40), we can use (41) to define \( \tilde{\omega} \), and we are done.

**Remark 4.3.** — Theorem 4.1 tells us that, given a rigid germ \( f : (\mathbb{C}^d, 0) \to (\mathbb{C}^d, 0) \) of the form (37), we can change coordinates holomorphically in order to have that the last coordinate of \( f \) is an affine function on \( z \) (with coefficients that depend on the other coordinates \( x, y \)).

**Remark 4.4.** — While studying rigid germs under the hypothesis of Theorem 4.1, following the argument used in the classification of 2-dimensional contracting rigid germs (see [7, pp. 494–498]), we should consider change of coordinates of the form
\[ \Phi(x, y, z) = (x, y, z + \phi(x, y)) \] (43)
(we are using the notations of Theorem 4.1). In dimension 2, one can obtain (holomorphically) that \( \omega \) is a polynomial map in \( x, y \). This is no longer true in general, not even formally, in higher dimensions. Indeed, by computing the coefficients in the conjugacy relation, one can show that there can be infinitely many coefficients of \( \omega \) that cannot be killed up to a change of coordinates of the form (43). It can be also shown that, in order to maintain the normal form as in (35), one can (basically) consider only change of coordinates such as (43).

**Remark 4.5.** — Theorem 4.1 holds over any complete metrized field \( \mathbb{K} \) of characteristic 0 (provided as always that all eigenvalues of \( df_0 \) belong to \( \mathbb{K} \), see Remark 2.1). Indeed, in the whole proof we never take roots of polynomials, so the argument works also for non-algebraically closed fields. In the proof of 4.1, we define and estimate an operator \( T \) given by (42). To define \( T \) we use integrals, so convergence could fail for the presence of (big) integers as denominators of the coefficients of the formal power series involved. But thanks to (39), we can write the integral appearing in (42) as a difference of convergent formal power series. Moreover, to prove convergence we use Cauchy’s estimates, that are even stronger in the non-archimedean setting. It follows that the argument works also for non-archimedean fields.
5. Rigid Germs in Dimension 3

With Table 5.1 we summarize the normal forms obtained for a contracting rigid germ \( f : (\mathbb{C}^3, 0) \to (\mathbb{C}^3, 0) \), with the assumption of injective internal action. We set \( q \) the number of irreducible components of \( \mathcal{C}(f^\infty) \), \( r \) the number of periodic components, \( s \) the number of non-zero eigenvalues of \( df_0 \), \( \eta \in \mathbb{N}^* \) the order of (the matrix associated to) the periodic components of \( \mathcal{C}(f^\infty) \). We shall denote by \( m = \langle x, y, z \rangle \) the maximal ideal of \( \mathbb{C}[[x, y, z]] \). We shall also denote by \( \lambda_1, \lambda_2, \lambda_3 \) the eigenvalues of \( df_0 \) ordered as following:

\[ |\lambda_1| \geq |\lambda_2| \geq |\lambda_3| . \]

Remark 5.1. — By performing another change of coordinates of the form \((x, y, z) \mapsto (\kappa_1 x, \kappa_2 y, \kappa_3 z)\), with \( \kappa_1, \kappa_2, \kappa_3 \in \mathbb{C}^* \), we can say a little more on coefficients that arise in the normal forms.

- for \( q = 2, r = s = 0 \), we can put 2 coefficients among \( \beta^1, \beta^2, \nu \) equal to 1 if the matrix

\[
\begin{pmatrix}
d_1^1 - 1 & d_1^2 \\
d_2^1 & d_2^2 - 1
\end{pmatrix}
\]

has rank 2 (the ones associated to a \( 2 \times 2 \) invertible submatrix), otherwise we can just put one of them equal to 1 (for example \( \nu = 1 \)).

- for \( q = 2, r = s = 1 \), we can put \( \nu = 1 \) if

\[ \det \left( \begin{array}{cc} c & l \\ d - 1 & m \end{array} \right) \neq 0. \]

- for \( q = 2, r = 0, s = 1 \), or \( q = 3, r = s = 0, 1 \), if we put \( D = (d_j^j) \), then we can put \( \beta_j = 1 \) for as many \( j \) as the rank of \( D - \text{Id} \).

In this classification, two cases are not completely understood: \( q = 1 \) and \( r = s = 0, 1 \), i.e., when \( p + s = 1 \). If we consider the action of \( f \) on \( \mathcal{C}(f^\infty) = \{ x = 0 \} \), we can have two behaviors: either \( f(\{ x = 0 \}) = 0 \), or \( f(\{ x = 0 \}) \) is a (not necessarily smooth) curve in \( \{ x = 0 \} \). The following example will show that this second case can happen for every irreducible curve in \( \{ x = 0 \} \).

Example 5.2. — Let \( \Psi : (\mathbb{C}, 0) \to (\mathbb{C}^2, 0) \) be the parametrization of a curve \( \mathcal{C} \), of the form

\[ \Psi(t) = (t^m, \psi(t)), \]
### Table 5.1. Contracting rigid germs for $d = 3$. 

<table>
<thead>
<tr>
<th>$q$</th>
<th>$r$</th>
<th>$s$</th>
<th>$\mathcal{C}(f^\infty)$</th>
<th>Normal form</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>3</td>
<td>$\emptyset$</td>
<td>$(\lambda^1 x, \lambda^2 y + \rho^1(x), \lambda^3 z + \rho^2(x,y))$, the Poïcaré-Dulac normal form.</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>${x = 0}$</td>
<td>$(\beta x^d, ?, ?)$, $d \geq 2$, $\beta \in \mathbb{C}^*$.</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>${y = 0}$</td>
<td>$(\lambda^1 x, y^d, \nu y^m z + \omega(x,y))$, $d \geq 2$, $m \geq 1$, $\nu \in \mathbb{C}^*$, $\omega(x,y) - \varepsilon y \in \mathbb{m}^2$ for a suitable $\varepsilon \in {0,1}$.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>${z = 0}$</td>
<td>$(\lambda^1 x, \lambda^2 y + \rho x^n, z^d)$, $\rho \in {0,1}$ if $(\lambda^1)^n = \lambda^2$, $\rho = 0$ otherwise; $d \geq 2$.</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>${x = 0}$</td>
<td>$(\lambda^1 x, ?, ?)$.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>${xy = 0}$</td>
<td>$(\beta^1 x^d y^d, \beta^2 x^d y^d_1, \nu x^d y^m z + \omega(x,y))$, $\beta^1, \beta^2 \in \mathbb{C}^<em>$, $d_1 d_2^2 \neq d_1^2 d_2$, $d_1^2 + d_2^2 \geq 2$, $\max{d_1 - 1, d_2} \geq 1$, $\nu \in \mathbb{C}^</em>$, $l + m \geq 1$, $\omega \in \mathbb{m}^2$.</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>${yz = 0}$</td>
<td>$(\lambda^1 x, \lambda^2 y^d, \nu x^d y^m z + \omega(x,y))$, $\beta^1, \beta^2 \in \mathbb{C}^*$, $d_1^2 d_2 \neq d_1^2 d_2$, $d_1^2 + d_2^2 \geq 2$, $\max{d_1 - 1, d_2} \geq 1$, $g \in {0,1}$ if $(\lambda^1)^n - d_1^2$ $(\lambda^1)^n - d_2^2 = d_1^2 d_2$, $g = 0$ otherwise.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>${xy = 0}$</td>
<td>$(\lambda^1 x, x^c y^d, \nu x^d y^m z + \omega(x,y))$, $c + d \geq 2$, $l + m \geq 1$, $c + l \geq 1$, $d \geq 1$, $d + m \geq 2$, $\nu \in \mathbb{C}^*$, $\omega(x,y) - \varepsilon y \in \mathbb{m}^2$ for a suitable $\varepsilon \in {0,1}$.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>${xy = 0}$</td>
<td>$(\lambda^1 x, \lambda^2 y^d, \nu x^c y^m z^d)$, $\rho \in {0,1}$ if $(\lambda^1)^n = \lambda^2$, $\rho = 0$ otherwise; $c \geq 1$, $d \geq 2$.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>${xy = 0}$</td>
<td>$(\alpha^1 y, \alpha^2 x^c y^m z^d, \alpha^1 \alpha^2 = -\lambda^1 \lambda^2)$; in both cases, $l, m \geq 1$, $\omega \in \mathbb{m}^2$.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>${xy = 0}$</td>
<td>$(\beta^1 x^d y^d z^d, \beta^2 x^d y^d z^d, \beta^3 x^d y^d z^d)$, $\beta^1, \beta^2, \beta^3 \in \mathbb{C}^*$, $D := (d^j_l)$ such that $\det D \neq 0$, $d_1^j + d_2^j + d_3^j \geq 2$ for $j = 1, 2, 3$.</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>${xyz = 0}$</td>
<td>$(\lambda^1 x, \lambda^2 y^d z^d, \nu x^c y^d z^d)$, $\beta^1, \beta^2, \beta^3 \in \mathbb{C}^*$, $d_1^j d_2^j \neq d_1^j d_2^j$, $c_1 + c_2 \geq 1$, $d_1^j + d_2^j \geq 2$ for $j = 1, 2$, $g \in {0,1}$ if $(\lambda^1)^n - d_1^j (\lambda^1)^n - d_2^j = d_1^j d_2^j, g = 0$ otherwise.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>${xyz = 0}$</td>
<td>$(\alpha^1 y, \alpha^2 x^c y^d z^d, \alpha^1 \alpha^2 = -\lambda^1 \lambda^2)$; in both cases, $c_1, c_2 \geq 1, d \geq 2$.</td>
<td></td>
</tr>
</tbody>
</table>
where $\psi : (\mathbb{C}, 0) \to (\mathbb{C}, 0)$ is a holomorphic map with multiplicity $m(\psi) \geq m$ at $0$.

Consider the map $f : (\mathbb{C}^3, 0) \to (\mathbb{C}^3, 0)$ given by

$$(x, y, z) \mapsto (\lambda x^a, xy + z^m, xz + xy\xi(z) + \psi(z)),$$

where $a \geq 1$, $\lambda \in \mathbb{C}^*$ (and $|\lambda| < 1$ if $a = 1$ to have a contracting germ), and $\xi : (\mathbb{C}, 0) \to \mathbb{C}$ is given by

$$\xi(z) := \frac{\psi'(z)}{mz^{m-1}}.$$

Computing the Jacobian, we get

$$\det df = \lambda ax^{a+1}(1 + y\xi'(z)),$$

and hence $f$ is a contracting rigid germ such that $f(\{x = 0\}) = \mathcal{C}$.

Example 5.2 shows how, to study the classification of the missing cases, we have to take care of the geometry of the images of $\mathcal{C}(f^\infty)$, and maybe make some additional assumptions to get some classification results.

With the next example, we shall show another phenomenon that can appear.

**Example 5.3.** — Consider the map $f : (\mathbb{C}^3, 0) \to (\mathbb{C}^3, 0)$ given by

$$(x, y, z) \mapsto (\lambda x^a, x(1 + y^2), xyz^2),$$

where $a \geq 1$ and $\lambda \in \mathbb{C}^*$ (and $|\lambda| < 1$ if $a = 1$ to have a contracting germ).

Then $\mathcal{C}(f^\infty) = \{xyz = 0\}$, while

$$f(0, y, z) = (0, 0, 0),$$
$$f(x, 0, z) = (\lambda x^a, x, 0),$$
$$f(x, y, 0) = (\lambda x^a, x(1 + y^2), 0),$$

hence $f(\mathcal{C}(f^\infty)) \subseteq \{z = 0\} \subset \mathcal{C}(f^\infty)$, and $f$ is rigid.

But by direct computation we get that $f^{\circ n}(\{y = 0\}) =: \mathcal{C}_n$ form a sequence of distinct curves in $\{z = 0\} \cong (\mathbb{C}^2, 0)$.

The geometry of $\bigcup_n \mathcal{C}_n$, or rather of $\Delta \setminus \bigcup_n \mathcal{C}_n$ where $\Delta$ is a small polydisc centered in $0$, should be taken into account to find a classification up to holomorphic (or even formal) change of coordinates.
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