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Abstract. — Let $K$ be a number field. Let $S$ be a finite set of places of $K$ containing all the archimedean ones. Let $R_S$ be the ring of $S$-integers of $K$. In the present paper we consider endomorphisms of $\mathbb{P}_1$ of degree 2, defined over $K$, with good reduction outside $S$. We prove that there exist only finitely many such endomorphisms, up to conjugation by $\text{PGL}_2(R_S)$, admitting a periodic point in $\mathbb{P}_1(K)$ of order $> 3$. Also, all but finitely many classes with a periodic point in $\mathbb{P}_1(K)$ of order 3 are parametrized by an irreducible curve.

Résumé. — Soit $K$ un corps de nombres. Soit $S$ un ensemble fini de places de $K$ contenant toutes les places archimédiennes. Soit $R_S$ l’anneau des $S$-entiers de $K$. Dans cet article on considère les endomorphismes de degré 2 de la droite projective, définie sur $K$, avec bonne réduction en dehors de $S$. On démontre qu’il n’existe qu’un nombre fini de tels endomorphismes, à conjugaison par l’action de $\text{PGL}_2(R_S)$ près, qui admettent un point périodique $K$-rationnel d’ordre $> 3$. De plus, toutes les classes, sauf un nombre fini, ayant un point périodique $K$-rationnel d’ordre 3, sont paramétrées par une courbe irréductible.

1. Introduction

For an integer $d \geq 1$, let $\text{Rat}_d$ denote the space of all rational maps (or morphisms) $\mathbb{P}_1 \to \mathbb{P}_1$ of degree $d$. Every morphism $\Phi \in \text{Rat}_d$, defined over a field $K$, is given by a pair of homogeneous polynomials $F, G \in K[X, Y]$ in the following way

$$\Phi([X : Y]) = [F(X, Y) : G(X, Y)]$$

$$= [f_0X^d + f_1X^{d-1}Y + \cdots + f_dY^d : g_0X^d + g_1X^{d-1}Y + \cdots + g_dY^d];$$
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we suppose that $F, G$ have no common roots in $\mathbb{P}_1(\overline{K})$, where $\overline{K}$ denotes the algebraic closure of $K$. This last requirement is equivalent to the condition that the resultant $\text{Res}(F, G)$ of the polynomials $F$ and $G$ is not zero. The resultant $\text{Res}(F, G)$ is a certain bihomogeneous polynomial in the coefficients $f_0, f_1, \ldots, f_d, g_0, \ldots, g_d$ (e.g. see [10, Chapter IV.8]) so that $\text{Rat}_d$ is parametrized by the Zariski open subset of $\mathbb{P}_{2d+1}$ defined by $\text{Res}(F, G) \neq 0$.

The group $\text{GL}_2$ induces the following conjugation action on $\text{Rat}_d$: Let $A = (\alpha \gamma \beta \delta) \in \text{GL}_2$ and let $[A]$ be the canonical automorphism of $\mathbb{P}_1$ associated to $A$; for every map $\Phi = [F : G] \in \text{Rat}_d$ we have

$$[A] \circ \Phi \circ [A]^{-1} = \left[ \alpha F(\delta X - \beta Y, -\gamma X + \alpha Y) + \beta G(\delta X - \beta Y, -\gamma X + \alpha Y) : \gamma F(\delta X - \beta Y, -\gamma X + \alpha Y) + \delta G(\delta X - \beta Y, -\gamma X + \alpha Y) \right].$$

The action factors through $\text{PGL}_2 = \text{GL}_2 / \{ \lambda I_2 \mid \lambda \in \mathbb{G}_m \}$, where $I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$, and we set $M_d = \text{Rat}_d / \text{PGL}_2$.

J. Milnor in [12] proved that the moduli space $M_2(\mathbb{C}) = \text{Rat}_2(\mathbb{C}) / \text{PGL}_2(\mathbb{C})$ is analytically isomorphic to $\mathbb{C}^2$. J.H. Silverman in [19] generalized this result. For various reasons, he considered the action of $\text{SL}_2$ and he proved that the quotient space $\text{Rat}_d / \text{SL}_2$ exists as a geometric quotient scheme over $\mathbb{Z}$ in the sense of Mumford’s geometric invariant theory and that $\text{Rat}_2 / \text{SL}_2$ is isomorphic to $\mathbb{A}^2_\mathbb{Z}$. Note that if $\Omega$ is an algebraically closed field, then we have a projection $\text{SL}_2(\Omega) \to \text{PGL}_2(\Omega)$ which is surjective with kernel $\{ \pm 1 \}$.

Throughout all the present paper, $K$ denotes a number field with ring of integers $R$. Let $S$ be a fixed finite set of places of $K$ containing all the archimedean ones. Following the definition used in [20], an integer $n$ is called the exact (or primitive) period of a point $P$ for a map $\Phi$ if $n$ is the minimal positive integer such that $\Phi^n(P) = P$, where $\Phi^n$ denotes the $n$-th iterate of $\Phi$. Given a positive integer $n$, we are interested in studying the subset of $\text{Rat}_2(\overline{\mathbb{Q}}) / \text{PGL}_2(\overline{\mathbb{Q}})$ of classes containing a rational map, defined over $K$ with good reduction outside $S$, which admits a periodic point in $\mathbb{P}_1(K)$ with exact period equal to $n$. The notion of good reduction used in the present paper is the following one: Let $\Phi : \mathbb{P}_1 \to \mathbb{P}_1$ be a rational map defined over $K$ as in (1.1). Let $p$ be a non zero prime ideal of $R$, $R_p$ the local ring of $R$ at the prime ideal $p$ and let $K(p) = R/p$ be the residue field. Suppose that $F, G$ have coefficients in $R_p$ and that at least one coefficient is a unit in $R_p$. Let $\overline{F}$ and $\overline{G}$ be the polynomials obtained by reducing modulo $p$ the coefficients of $F$ and $G$. We shall say that $\Phi$ has good reduction at the prime ideal $p$ if the polynomials $\overline{F}$ and $\overline{G}$ do not have common roots in $\mathbb{P}_1(K(p))$, where $K(p)$ denotes the algebraic closure of $K(p)$. Note that,
by the assumption on the coefficients of $F$ and $G$, the rational map $\Phi$ has good reduction at the prime ideal $p$ if the resultant of $F$ and $G$ is a $p$-unit. We say that a rational map has good reduction outside $S$ if it has good reduction at every prime ideal $p \notin S$.

We denote by $R_S$ the ring of $S$-integers and by $R^*_S$ the group of $S$-units (see the next section for the definitions).

The group $\text{PGL}_2(R_S)$, quotient of $\text{GL}_2(R_S)$ modulo scalar matrices, acts on $\mathbb{P}_1$. It is the group of automorphisms having good reduction outside $S$. It also acts by conjugation on the set of rational maps, defined over $K$ with good reduction outside $S$. Indeed, given an automorphism $[A] \in \text{PGL}_2(R_S)$ and a rational map $\Phi$ defined over $K$, the rational map $[A] \circ \Phi \circ [A]^{-1}$ has good reduction outside $S$ if and only if the map $\Phi$ has good reduction outside $S$. Furthermore, it is clear that if the $n$-tuple $(P_0, P_1, \ldots, P_{n-1})$ is a cycle for the rational map $\Phi$, then the $n$-tuple $([A](P_0), [A](P_1), \ldots, [A](P_{n-1}))$ is a cycle for the rational map $[A] \circ \Phi \circ [A]^{-1}$.

**Definition 1.1.** — We say that two $n$-tuples $(P_0, P_1, \ldots, P_{n-1})$ and $(Q_0, Q_1, \ldots, Q_{n-1})$ in $\mathbb{P}_1(K)$ are equivalent if there exists an automorphism $[A] \in \text{PGL}_2(R_S)$ and an integer $0 \leq h \leq n-1$ such that $[A](P_i) = Q_{i+h}$ for every index $0 \leq i \leq (n-1)$. For every index $t \geq n$, $Q_t$ denotes the point $Q_\bar{t} \in \{Q_0, Q_1, \ldots, Q_{n-1}\}$, where the integer $\bar{t}$ is such that $0 \leq \bar{t} \leq n-1$ and $\bar{t} \equiv t \pmod{n}$.

By the above arguments, we are interested in the action of $\text{PGL}_2(R_S)$ rather than that of $\text{PGL}_2(\overline{\mathbb{Q}})$. In this paper we shall prove the following result:

**Theorem 1.2.** — Let $n \geq 4$ be a fixed integer. Then with respect to the action of $\text{PGL}_2(R_S)$, there are only finitely many conjugacy classes of quadratic rational maps defined over $K$ having good reduction outside $S$ and admitting a periodic point in $\mathbb{P}_1(K)$ with exact period $n$.

By using a result obtained by Morton and Silverman it is possible to improve on this statement. Indeed Morton and Silverman proved in [13] that the maximal length of a cycle, for an endomorphism $\Phi$ defined over $K$ with good reduction outside $S$, can be bounded in terms of the cardinality of the set $S$ only. Therefore Theorem 1.2 becomes

**Theorem 1.2′.** — With respect to the action of $\text{PGL}_2(R_S)$, there are only finitely many conjugacy classes of quadratic rational maps defined over $K$ having good reduction outside $S$ and admitting a periodic point in $\mathbb{P}_1(K)$ with exact period $\geq 4$. 
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From Theorem 1.2 it follows that there are only finitely many inequivalent $n$-tuples in $\mathbb{P}_1(K)$ with $n \geq 4$ which are cycles for a rational map defined over $K$ with good reduction outside $S$. If we dropped the condition on good reduction, Theorem 1.2 would be false, as the following example shows:

**Example 1.3.** — For every non zero rational number $a \notin \{-2, 0, 2, 4\}$, the following ordered 4-tuple

$$([0 : 1], [a : 1], [1 : 0], [2 : 1])$$

is a cycle for the quadratic rational map $\Phi_a([X : Y]) = [(X - 2Y)(4X - a^2Y) : 2(X - aY)(X - Y)]$. Let $n$ and $d$ be coprime integers such that $a = n/d$, then the rational map $\Phi_a$ has bad reduction at every prime ideal that divides $2 \cdot d \cdot n(n - 4d)(n^2 - 4d^2)$. Furthermore, it is easy to see that, given a fixed non zero rational number $a \notin \{-2, 0, 2, 4\}$, there exist only two rational numbers $b$ such that the two ordered 4-tuples $([0 : 1], [a : 1], [1 : 0], [2 : 1])$ and $([0 : 1], [b : 1], [1 : 0], [2 : 1])$ are equivalent.

**Remark 1.4.** — The previous example describes an infinite family of quadratic rational maps defined over $\mathbb{Q}$, in which every element has a $\mathbb{Q}$-periodic point of exact period 4. It would be interesting to study the integers $n \neq 4$ such that all (or infinitely many) elements of the family in Example 1.3 also have a $\mathbb{Q}$-periodic point of exact period $n$. For example, in the case $n = 2$ it is possible to see that there exist infinitely many values of $a \in \mathbb{Q}$ such that the rational map $\Phi_a$ also admits a $\mathbb{Q}$-periodic point of exact period 2; we give a very brief proof of this fact, since it is beyond the scope of this article. Let $(a, t) \in \mathbb{Q}^2$ such that $a \notin \{-2, 0, 2, 4\}$. If the point $[t : 1] \in \mathbb{P}_1(\mathbb{Q})$ is a periodic point of exact period 2 for the rational map $\Phi_a$, then the pair $(a, t)$ is a $\mathbb{Q}$-rational point of the curve $C$ defined by $2t^2 - a^2t + 3at - 4t + a^2 - 4a = 0$. The converse is not in general true, but if the curve $C$ has infinitely many $\mathbb{Q}$-rational points, then there exist infinitely many values of $a$ such that the rational map $\Phi_a$ admits a $\mathbb{Q}$-periodic point of exact period 2. Some calculations tell us that the curve $C$ is an affine piece of an elliptic curve $E$ where the Mordell-Weil rank of $E(\mathbb{Q})$ is positive. Therefore the curve $C$ has infinitely many $\mathbb{Q}$-rational points.

The main tool for the proof of Theorem 1.2 is the $S$-Unit Equation Theorem (see [8], [15], [16]). Other tools are some divisibility arguments, such as Proposition 6.1 provided by Morton and Silverman in [14], and the finiteness result on cycles proved in [4, Theorem 1]. Since the $S$-Unit Equation Theorem rests on the ineffective Subspace Theorem (see [16], [17]), Theorem 1.2 is also ineffective.
A section of this paper is dedicated to the case of periodic points of exact period \( n = 3 \), more precisely, the case in which a class of quadratic rational maps contains a map defined over \( K \) with good reduction outside \( S \), which admits a periodic point in \( \mathbb{P}_1(K) \) with exact period \( n = 3 \). We have dedicated an entire section to this case since it makes use of extra techniques. The main tools used in this section are some results proved by Corvaja and Zannier in [5] in which they obtained the estimate, for every fixed \( \epsilon > 0 \), \( \gcd(u - 1, v - 1) < \max(H(u), H(v))^{\epsilon} \) for all but finitely many multiplicatively independent \( S \)-units (where \( \gcd \) denotes a suitable notion of greatest common divisor on number fields and \( H(\cdot) \) denotes the multiplicative height). The results proved by Corvaja and Zannier in [5] also rest on the Subspace Theorem.

Our result in this case is:

**Theorem 1.5.** — All but finitely many conjugacy classes of quadratic rational maps defined over \( K \), with respect to the action of \( \text{PGL}_2(R_S) \), having good reduction outside \( S \) and admitting a periodic point in \( \mathbb{P}_1(K) \) with exact period 3, are representable by a rational map of the form

\[
\Phi([X : Y]) = [(X - Y)(aX + Y) : aX^2]
\]

where \( a \in R_S^* \).

At the end of the present paper we shall prove that the maps of the family (1.2) represent an infinite set of elements in \( \text{Rat}_2(\overline{\mathbb{Q}}) / \text{PGL}_2(\overline{\mathbb{Q}}) \).

Recall that, by Silverman’s result in [19], the moduli space \( M_2 \) is an affine surface isomorphic to \( \mathbb{A}^2 \). Theorem 1.5 states that the set of elements in \( M_2 \), containing a map defined over \( K \) with good reduction outside \( S \) admitting a periodic point in \( \mathbb{P}_1(K) \) with exact period 3, is not Zariski dense. More precisely, it consists of a finite set, depending on \( S \), plus an infinite family contained in a curve parametrized by \( \mathbb{G}_m \). It is the family parametrized by (1.2), and its elements, as stated in Theorem 1.5, have a point of period 3.

Theorem 1.2 and Theorem 1.5 also provide the following geometric interpretation. Since \( \text{char}(K) = 0 \), following Milnor’s results ([12]), we see that every class in \( M_2 \) contains a rational function of the following form

\[
f(z) = z + \frac{1}{z} \quad \text{or} \quad f_{b,c}(z) = \frac{z^2 + bz}{cz + 1}.
\]

A rational map of the form \( f_{b,c} \) has degree two if and only if \( bc \neq 1 \); moreover for every given integer \( n \) the condition that a point \( x \in \mathbb{A}^1 \) is a periodic point of order \( n \) for the rational function \( f_{b,c} \) is an algebraic condition. Therefore the set of triples \( (b, c, x) \in \mathbb{A}^3 \), where \( bc \neq 1 \) and \( x \) is a periodic point of exact period \( n \) for the rational function \( f_{b,c} \), is a quasi
projective surface $V_n$. If $(b,c,x)$ is a $S$-integral point of $V_n$, then the associate map $f_{b,c}$ has good reduction outside $S$. By elementary calculations, it is possible to see that every class in $M_2$ contains at most six rational functions of the form as in (1.3). Moreover the number of periodic points of exact period $n$ for a quadratic rational map is bounded by a constant which depends only on $n$. In general for a rational map of degree $d$ this bound is $d + 1$ for $n = 1$ and $\sum_{k|n} \mu\left(\frac{n}{k}\right) d^k$ for $n > 1$, where $\mu$ is the Möbius function (see Exercise 4.3 in [20]). Let $n > 3$ be a given integer. By the above remarks, if $V_n$ had infinitely many $S$-integral points, there would be infinitely many classes in $M_2$ containing a rational map defined over $K$ with good reduction outside $S$ admitting a periodic point in $\mathbb{P}_1(K)$ with exact period $n$. Therefore by Theorem 1.2 the surface $V_n$ has only finitely many $S$-integral points. In a similar way we see that from Theorem 1.5 it follows that the set of $S$-integral points of $V_3$ is not Zariski dense.

This paper also contains a finiteness result on classes of cycles (see Definition 1.1) for quadratic rational maps with good reduction outside $S$.

**Theorem 1.6.** — The set of classes modulo $\text{PGL}_2(R_S)$ of cycles in $\mathbb{P}_1(K)$ of length $\geq 3$, for quadratic rational maps defined over $K$ with good reduction outside $S$, is finite.

The statement of Theorem 1.6 would be false if we considered cycles of length 2. In the next section we shall give an infinity family of inequivalent cycles (under the action induced by $\text{PGL}_2(R_S)$) of length 2 for monic polynomial maps of degree 2 with coefficients in $R_S$. These maps have good reduction outside $S$.

Theorem 1.6 is a new and non trivial result because in Definition 1.1, about equivalence relation on cycles, we consider the action induced by $\text{PGL}_2(R_S)$. Since the canonical action of $\text{PGL}_2(K)$ on $\mathbb{P}_1(K)$ is 3-transitive, if we considered the induced action of $\text{PGL}_2(K)$ on $n$-tuples, then the statement of Theorem 1.6 would be trivially true for positive $n \leq 3$ and for $n \geq 4$ it would be an easy corollary of [4, Theorem 1].

The condition on the degree is quite important too; for instance the statement of Theorem 1.6 does not hold for maps of degree 4 (see [4, Theorem 2]). Clearly the condition of good reduction is also crucial, as shown by Example 1.3.
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2. Notation and preliminary lemmas

Throughout the present paper $K$ will be a number field, $R$ the ring of algebraic integers of $K$, $\mathfrak{p}$ a non-zero prime ideal of $R$; $v_\mathfrak{p}$ the $\mathfrak{p}$-adic valuation on $R$ corresponding to the prime ideal $\mathfrak{p}$ (we always assume $v_\mathfrak{p}$ to be normalized so that $v_\mathfrak{p}(K^*) = \mathbb{Z}$), $S$ a fixed finite set of places of $K$ including all archimedean places.

We shall denote by $R_S := \{ x \in K \mid v_\mathfrak{p}(x) \geq 0 \text{ for every prime ideal } \mathfrak{p} \notin S \}$ the ring of $S$-integers and by

$\mathcal{R}_S^* := \{ x \in K^* \mid v_\mathfrak{p}(x) = 0 \text{ for every prime ideal } \mathfrak{p} \notin S \}$

the group of $S$-units.

Let $\Phi : \mathbb{P}_1 \to \mathbb{P}_1$ be a rational map defined over $K$ by $\Phi([X : Y]) = [F(X, Y) : G(X, Y)]$ where $F(X, Y), G(X, Y)$ are homogeneous polynomials in $R[X, Y]$ of the same degree $d$. It is easy to see that the polynomials $F$ and $G$ can be chosen with no polynomial common factors. We shall always make such a choice.

If $H(t_1, \ldots, t_k) \in K[t_1, \ldots, t_k]$ is a non-zero polynomial we define $v_\mathfrak{p}(H)$ as

$$(2.1) \quad v_\mathfrak{p}(H) = v_\mathfrak{p}\left(\sum a_I t_1^{i_1} \cdots t_k^{i_k}\right) = \min_I v_\mathfrak{p}(a_I)$$

where the minimum is taken over all multi-indices $I = (i_1, \ldots, i_k)$. That is, $v_\mathfrak{p}(H)$ is the smallest valuation of the coefficients of the polynomial $H(t_1, \ldots, t_k)$.

We denote the discriminant of the rational map $\Phi$ by $\text{Disc}(\Phi)$. It is the ideal of $R$ whose valuation at a prime ideal $\mathfrak{p}$ is given by

$\quad v_\mathfrak{p}(\text{Disc}(\Phi)) = v_\mathfrak{p}(\text{Res}(F, G)) - 2d \cdot \min\{v_\mathfrak{p}(F), v_\mathfrak{p}(G)\}$,

where $\text{Res}(F, G)$ denotes the resultant of the polynomials $F$ and $G$. By the properties of the resultant this definition is a good one, since it does not depend on the choice of the homogeneous coefficients of the polynomials $F$ and $G$. 
Definition 2.1. — We say that a morphism $\Phi : \mathbb{P}^1 \to \mathbb{P}^1$ defined over $K$ has good reduction at a prime ideal $\mathfrak{p}$ if $v_\mathfrak{p}(\text{Disc}(\Phi)) = 0$.

Proposition 4.2 in [14] proves that Definition 2.1 is equivalent to the notion of good reduction given in the introduction of this paper.

For every prime ideal $\mathfrak{p}$, Definition 2.1 provides a simple condition to check whether a given rational map $\Phi$ has good reduction at a prime ideal $\mathfrak{p}$.

Now we fix some notation useful to give the statement of some known results that we shall use in the sequel. Let $P_1 = [x_1 : y_1], P_2 = [x_2 : y_2]$ be two distinct points in $\mathbb{P}_1(K)$ and let $\mathfrak{p}$ be a non zero prime ideal of $R$.

Using the notation of [14] we shall denote by

\begin{equation}
\delta_\mathfrak{p}(P_1, P_2) = v_\mathfrak{p}(x_1 y_2 - x_2 y_1) - \min\{v_\mathfrak{p}(x_1), v_\mathfrak{p}(y_1)\} - \min\{v_\mathfrak{p}(x_2), v_\mathfrak{p}(y_2)\}
\end{equation}

the $\mathfrak{p}$-adic logarithmic distance; $\delta_\mathfrak{p}(P_1, P_2)$ is independent of the choice of the homogeneous coordinates, i.e. it is well defined.

To every pair $P, Q \in \mathbb{P}_1(K)$ of distinct points we associate the ideal

\begin{equation}
\mathcal{I}(P, Q) := \prod_{\mathfrak{p} \not\in S} \mathfrak{p}^{\delta_\mathfrak{p}(P, Q)}.
\end{equation}

To every $n$-tuple $(P_0, P_1, \ldots, P_{n-1})$ we can associate the $(n - 1)$-tuple of ideals $(\mathcal{I}_1, \mathcal{I}_2, \ldots, \mathcal{I}_{n-1})$ defined by

\begin{equation}
\mathcal{I}_i := \prod_{\mathfrak{p} \not\in S} \mathfrak{p}^{\delta_\mathfrak{p}(P_0, P_i)} = \mathcal{I}(P_0, P_i).
\end{equation}

A cycle of length $n$ for a rational map $\Phi$ is an ordered $n$-tuple $(P_0, P_1, \ldots, P_{n-1})$ of distinct points of $\mathbb{P}_1(K)$ with the property that $\Phi(P_i) = P_{i+1}$ for every $i \in \{0, 1, \ldots, n-2\}$ and such that $\Phi(P_{n-1}) = P_0$. If $(P_0, P_1, \ldots, P_{n-1})$ is a cycle for a rational map with good reduction outside $S$, then $\mathcal{I}_i \cdot \mathcal{I}_i^{-1}$ is an ideal of $R_S$ for every index $i \in \{1, \ldots, n - 1\}$. This last fact is an easy consequence of Proposition 5.1 and Proposition 6.1 in [14]. Note that if two $n$-tuples are equivalent, then they have the same associated $(n - 1)$-tuple of ideals.

In [4] we proved the following:

[4], Theorem 1. — There exists a finite set $\mathbb{I}_S$ of ideals of $R_S$, depending only on $S$ and $K$, with the following property: for any cycle $(P_0, P_1, \ldots, P_{n-1})$, for a rational map of degree $\geq 2$ with good reduction outside the finite set $S$, let $(\mathcal{I}_1, \mathcal{I}_2, \ldots, \mathcal{I}_{n-1})$ be the associated $(n - 1)$-tuple of ideals as in (2.4); then

$$\mathcal{I}_i \cdot \mathcal{I}_i^{-1} \in \mathbb{I}_S$$
for every index $i \in \{1, \ldots, n - 1\}$.

In the particular case of quadratic rational maps, Theorem 1.6 is stronger than the above statement. Indeed, [4, Theorem 1] states that if $(\mathcal{I}_1, \mathcal{I}_2, \ldots, \mathcal{I}_{n-1})$ is the $(n-1)$-tuple of ideals associated to a cycle in $\mathbb{P}_1(K)$ (for a rational map with good reduction outside $S$), then there are only finitely many possibilities for the ideal $\mathcal{I}_1\mathcal{I}_1^{-1}$ of $R_S$. Writing

$$(\mathcal{I}_1, \ldots, \mathcal{I}_{n-1}) = \mathcal{I}_1 \cdot (R_S, \mathcal{I}_2\mathcal{I}_1^{-1}, \ldots, \mathcal{I}_{n-1}\mathcal{I}_1^{-1})$$

one has that for the factor $(R_S, \mathcal{I}_2\mathcal{I}_1^{-1}, \ldots, \mathcal{I}_{n-1}\mathcal{I}_1^{-1})$ there are only finitely many possibilities. But, in the general case of rational maps of arbitrary degree, as shown in [4, Theorem 2], there could exist infinitely many possibilities for the factor $\mathcal{I}_1$. Actually in [4, Theorem 2] we explicitly showed that the ideal $\mathcal{I}_1$ has infinitely many possibilities, already for maps of degree 4. In the present work we shall see that if one considers only quadratic rational maps, then there are only finitely many possibilities also for the factor $\mathcal{I}_1$, when the cycle has length $\geq 3$.

Note that for cycles with length $n = 2$ there exist infinitely many possibilities for $\mathcal{I}_1$, even in the case of quadratic rational maps. Indeed, it is easy to see that every monic polynomial $\phi(x) \in R_S[x]$ induces a rational map $\Phi([X : Y]) = [\phi(X/Y) : 1]$ which has good reduction outside $S$. For instance, for every $S$-integer $a$ the rational map $\Phi([X : Y]) = [(X - Y)(X - aY) : Y^2]$ has good reduction at every prime ideal $p \notin S$, since $\Phi$ is induced by the monic polynomial $(x - 1)(x - a)$, and the couple $([0 : 1], [a : 1])$ is a cycle for $\Phi$. If two integers $a$ and $a'$ generate two distinct principal ideals of $R_S$, then the cycles $([0 : 1], [a : 1])$ and $([0 : 1], [a' : 1])$ are not equivalent modulo the action induced by $\text{PGL}_2(R_S)$.

Since a ring of $S$-integers is not always a principal ideal domain (P.I.D.), we shall often use the arguments contained in the following:

**Remark 2.2.** — Up to enlarging the set $S$, we can suppose that $R_S$ is a P.I.D. Note that this last condition only requires that we add a finite number of prime ideals to $S$. Indeed, by a simple inductive argument it follows that we have to add at most $h_S - 1$ prime ideals, where $h_S$ is the class number of $R_S$ which is a finite number (e.g. see [11, Chapter 5]). Otherwise from “Dirichlet’s Theorem” (e.g. see [11, Chapter 8]), about the uniform distribution of the prime ideals among the ideal classes, we obtain that there exist two (actually infinitely many) finite sets $S_1$ and $S_2$ of places of $K$ such that $S_1 \cap S_2 = S$ and $R_{S_1}$ and $R_{S_2}$ are principal ideal domains.

The following will also be useful: By enlarging $S$ to a finite set $\mathcal{S}$ so that $R_{\mathcal{S}}$ is a P.I.D., we have many technical advantages. For instance we can
define the greatest common divisor of two $\mathbb{S}$-integers. Given two $\mathbb{S}$-integers $a$ and $b$, every $\mathbb{S}$-integer $d$ such that $a \cdot d + b \cdot d = d \cdot R_S$ will be called a greatest common divisor of $a$ and $b$. Clearly this definition generalizes the one on $\mathbb{Z}$. If the $\mathbb{S}$-integers $a$ and $b$ are such that $a \cdot d + b \cdot d = d \cdot R_S$, we shall say that $a$ and $b$ are coprime. Furthermore, since $R_S$ is a P.I.D., the group $\text{PGL}_2(R_S)$ acts transitively on $\mathbb{P}_1(K)$. We use this property to prove a lemma which is elementary but often useful in the sequel.

Lemma 2.3. — Let $R_S$ be a P.I.D.. Let $\Psi$ be a rational map defined over $K$. If there exists an automorphism $[B] \in \text{PGL}_2(K)$ such that the rational map $[B] \circ \Psi \circ [B]^{-1}$ has good reduction outside $S$, then there exists an automorphism $[A] \in \text{PGL}_2(K)$ of the shape $[A] = [C] \circ [B]$ for a suitable $[C] \in \text{PGL}_2(R_S)$ such that:

1. $[A]$ fixes the point $[0 : 1]$;
2. the rational map $[A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$.

Proof. — The proof follows easily by taking as $[C]$ an automorphism in $\text{PGL}_2(R_S)$ which sends the point $[B](0 : 1)$ to the point $[0 : 1]$. Such an automorphism $[C]$ exists since the group $\text{PGL}_2(R_S)$ acts transitively on $\mathbb{P}_1(K)$.

The following will also be useful:

Lemma 2.4. — If two quadratic rational maps, defined over $K$ with good reduction outside $S$, belong to the same orbit, with respect to the action of $\text{PGL}_2(K)$, then they belong to the same orbit with respect to the conjugation action induced by $\text{PGL}_2(R_S)$.

Proof. — See Proposition 3.1 in [1].

Notice that the statement of Lemma 2.4 would be false if we considered maps of degree 1. By Lemma 2.4 we can prove Theorem 1.2 and Theorem 1.5 considering the conjugation action induced by $\text{PGL}_2(R_S)$. Since the canonical action of $\text{PGL}_2(K)$ on $\mathbb{P}_1(K)$ is 3-transitive, every quadratic rational map defined over $K$ is $\text{PGL}_2(K)$-equivalent to a map of the form

\begin{equation}
\Psi([X : Y]) = [(X - \lambda Y)(aX + bY) : X(aX + cY)]
\end{equation}

for suitable $\lambda \in K$ and $a, b, c \in R_S$. Indeed, given a quadratic rational map $\Phi$ defined over $K$, we take four distinct $K$-rational points $\eta, \alpha, \beta$ and $\gamma$ such that $\eta \xrightarrow{\Phi} \alpha \xrightarrow{\Phi} \beta \xrightarrow{\Phi} \gamma$.

Let $[A] \in \text{PGL}_2(K)$ be the automorphism such that $[A](\alpha) = [0 : 1]$, $[A](\beta) = [1 : 0]$ and $[A](\gamma) = [1 : 1]$. Let $\lambda \in K$ such that $[A](\eta) = [\lambda : 1]$. 

ANNALES DE L'INSTITUT FOURIER
then there exist $a, b, c \in R_S$ such that $\Psi = [A] \circ \Phi \circ [A]^{-1}$ has the form as in (2.5). In the sequel we shall study whether a rational map of the form as in (2.5) is conjugate, via an automorphism of $\text{PGL}_2(K)$, to a rational map with good reduction outside $S$ having $\left[0 : 1\right]$ as a periodic point with exact period $\geq 3$.

As already mentioned in the introduction of this paper, an important tool for our proofs is the so called $S$-Unit Equation Theorem.

**S-Unit Equation Theorem** (See [8], [15], [16]). — The equation

$$a_1x_1 + a_2x_2 + \cdots + a_nx_n = 1,$$

where $a_i$ are fixed elements in $K^*$ for all indices $i \in \{1, 2, \ldots, n\}$, has only finitely many non-degenerate solutions $(x_1, x_2, \ldots, x_n) \in (R_S^*)^n$.

A solution is called non-degenerate if no subsum vanishes (i.e. $\sum_{i \in I} a_ix_i \neq 0$ for some nonempty subset $I \subset \{1, 2, \ldots, n\}$). This theorem will be applied with $n$ equals to 2 and 3. We shall also use the divisibility argument stated in Proposition 6.1 in [14] and that we can write in the following form:

[14], Proposition 6.1. — If $(P_0, P_1, \ldots, P_{n-1}) \subset \mathbb{P}_1(K)$ is a cycle for a rational map, defined over $K$ with good reduction outside $S$, then

$$\mathcal{I}_i = \mathcal{I}(P_0, P_i) = \mathcal{I}(P_k, P_{k+i})$$

for all $i \neq 0$ and $k$ in $\mathbb{N}$, where $\mathcal{I}_i$ is an ideal defined as in (2.4).

If the ring $R_S$ is a P.I.D. we have a simple description of the ideals defined in (2.3). Given four $S$-integers $x_0, y_0, x_1, y_1$, if $d_0$ is a greatest common divisor of $x_0$ and $y_0$ and $d_1$ is a greatest common divisor of $x_1$ and $y_1$, then

$$\mathcal{I}([x_0 : y_0], [x_1, y_1]) = \left(\frac{x_0y_1 - x_1y_0}{d_0d_1}\right) \cdot R_S.$$

In order to prove our theorems we begin by proving the following lemmas.

**Lemma 2.5.** — Let $n \geq 4$ be a fixed positive integer. There are only finitely many $n$-tuples

$$([0 : 1], [1 : 0], [1 : 1], [\lambda_3 : \mu_3], \ldots, [\lambda_{n-1} : \mu_{n-1}]) \in \mathbb{P}_1(K)$$

that are cycles for a rational map $\Psi$, defined over $K$, for which there exists an automorphism $[A] \in \text{PGL}_2(K)$ of $\mathbb{P}_1$ such that the rational map $[A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$. 
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Proof of Lemma 2.5. — Up to enlarging $S$, we can suppose that the ring $R_S$ is a principal ideal domain. Hence we choose $\lambda_i, \mu_i \in R_S$ coprime for all indices $3 \leq i \leq (n-1)$.

Let $[A] \in \text{PGL}_2(K)$ be an automorphism of $\mathbb{P}_1$ such that the rational map $[A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$. Since $R_S$ is a P.I.D., by Lemma 2.3, we can suppose that the automorphism $[A]$ is induced by the matrix

$$A = \begin{pmatrix} \alpha & 0 \\ \beta & \gamma \end{pmatrix} \in \text{GL}_2(K)$$

for suitable $\alpha, \beta, \gamma \in R_S$ where $\min\{v_p(\alpha), v_p(\beta), v_p(\gamma)\} = 0$ for all $p \notin S$.

Clearly the $n$-tuple

$$\left([A](0 : 1), [A](1 : 0), [A](1 : 1), [A](\lambda_3 : \mu_3), \ldots, [A](\lambda_{n-1} : \mu_{n-1})\right)$$

equals to

$$\left(0 : 1, [\alpha : \beta], [\alpha : \beta + \gamma], [\alpha\lambda_3 : \beta\lambda_3 + \gamma\mu_3], \ldots, [\alpha\lambda_{n-1} : \beta\lambda_{n-1} + \gamma\mu_{n-1}]\right),$$

which is a cycle for the rational map $[A] \circ \Psi \circ [A]^{-1}$.

Let $d \in R_S$ be a greatest common divisor of $\alpha$ and $\beta$ so that the ideal $I_1$ of $R_S$ associated to the cycle (2.7) is $(\alpha/d) \cdot R_S$. Let $D \in R_S$ be a greatest common divisor of $\alpha$ and $\beta + \gamma$. The ideal $I_2$ of $R_S$ associated to the cycle (2.7) is $(\alpha/D) \cdot R_S$. As seen before, $I_i \cdot I_i^{-1}$ is an ideal of $R_S$, hence $\alpha/d$ divides $\alpha/D$. Hence we deduce that $D \mid d$, therefore $D \mid \alpha$ and $D \mid \beta$. From $D \mid (\beta + \gamma)$ it follows that $D \mid \gamma$. By the assumption that $\min\{v_p(\alpha), v_p(\beta), v_p(\gamma)\} = 0$ we have that $D \in R_S^*$. By applying [14, Proposition 6.1] to the cycle (2.7), since $D \in R_S^*$, we see that

$$\frac{\alpha}{d} \cdot R_S = I([0 : 1], [\alpha : \beta]) = I_1 = I([\alpha : \beta], [\alpha : \beta + \gamma]) = \frac{\alpha\gamma}{d} \cdot R_S$$

from which we deduce that $\gamma \in R_S^*$. Therefore by replacing $\gamma$ by 1, $\alpha/\gamma$ by $\alpha$ and $\beta/\gamma$ by $\beta$ in (2.7), we can rewrite the cycle (2.7) as

$$([0 : 1], [\alpha : \beta], [\alpha : \beta + 1], [\alpha\lambda_3 : \beta\lambda_3 + \mu_3], \ldots, [\alpha\lambda_{n-1} : \beta\lambda_{n-1} + \mu_{n-1}]).$$

By [4, Theorem 1] we can enlarge the set $S$, by adding only finitely many places, so that every ideal $I_i \cdot I_i^{-1}$, associated to a cycle for a rational map with good reduction outside $S$, is equal to $R_S$ and $R_S$ is a P.I.D. Therefore, since $\alpha$ and $\beta + 1$ are coprime, by considering the points $[0 : 1], [\alpha : \beta]$ and $[\alpha : \beta + 1]$ we have that $I_2 \cdot I_2^{-1} = d \cdot R_S$, thus, $d$ is a $S$-unit.
For an arbitrary index $3 \leq i \leq n - 1$, let $t$ be a greatest common divisor between the integers $\alpha \lambda_i$ and $\beta \lambda_i + \mu_i$. By considering the points $[\alpha : \beta]$ and $[\alpha \lambda_i, \beta \lambda_i + \mu_i]$ we deduce that $\mathcal{I}_{i-1} \cdot \mathcal{I}_i^{-1} = (\mu_i/t) \cdot R_S$, hence

\begin{equation}
\frac{\mu_i}{t} \in R_S^*.
\end{equation}

By considering the points $[0 : 1]$ and $[\alpha \lambda_i, \beta \lambda_i + \mu_i]$ we deduce that $\mathcal{I}_{i-1} \cdot \mathcal{I}_i^{-1} = (d \lambda_i/t) \cdot R_S = (\lambda_i/t) \cdot R_S$, hence

\begin{equation}
\frac{\lambda_i}{t} \in R_S^*.
\end{equation}

Since $\lambda_i$ and $\mu_i$ are coprime, by (2.8) and (2.9), we deduce that

\begin{equation}
t, \lambda_i, \mu_i \in R_S^*.
\end{equation}

Now consider the points $[\alpha : \beta + 1]$ and $[\alpha \lambda_i, \beta \lambda_i + \mu_i]$; since the ideal $\mathcal{I}_1 = \alpha \cdot R_S$ (by our above assumption on $S$), it is easy to see that $\mu_i - \lambda_i \in R_S^*$. Therefore, by (2.10) and the $S$-Unit Equation Theorem, there are only finitely many possibilities for the the point $[\lambda_i : \mu_i]$.

Actually the previous proof also gives the following:

**Lemma 2.6.** — Let $R_S$ be a P.I.D.. Let $\Psi$ be a quadratic rational map, defined over $K$, which admits a cycle as in (2.6) for suitable values of $\lambda_i, \mu_i \in R_S$ for all indices $i \in \{3, \ldots, n-1\}$. If there exists an automorphism $[B] \in \text{PGL}_2(K)$ such that the map $[B] \circ \Psi \circ [B]^{-1}$ has good reduction outside $S$, then there exist two $S$-integers $\alpha$ and $\beta$ such that $\alpha$ and $\beta + 1$ are coprime and putting

\[ A = \begin{pmatrix} \alpha & 0 \\ \beta & 1 \end{pmatrix} \]

the rational map $[A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$. Furthermore the two ideals $\text{Disc}([B])$ and $\text{Disc}([A])$ of $R_S$ are equal.

The hypotheses in Lemma 2.6 are the same as in Lemma 2.3 with an additional condition on cycles, so we obtain a refined conclusion.

Lemma 2.5 and the following Lemma 2.7 will be used to prove Theorem 1.2 in the case of cycles of length $\geq 5$.

**Lemma 2.7.** — Let $F$ be a field. Let $n \geq 5$. Given $n - 3$ fixed distinct elements $\lambda_3, \ldots, \lambda_{n-1} \in F^*$, there exists at most one endomorphism $\Psi$ of $\mathbb{P}_1$, of degree two, defined over $F$, such that

\begin{equation}
[0 : 1] \mapsto [1 : 0] \mapsto [1 : 1] \mapsto [\lambda_3 : 1] \mapsto [\lambda_4 : 1] \mapsto \cdots \mapsto [\lambda_{n-1} : 1] \mapsto [0 : 1].
\end{equation}
Proof. — With every rational map \( \Psi : \mathbb{P}^1 \rightarrow \mathbb{P}^1 \), defined over \( F \), we associate in the canonical way a rational function \( \psi \in F(z) \). By a change of coordinate system of \( \mathbb{P}^1 \), we can assume that the cycle of \( \psi \) associated to (2.11) has the first five points \( z_1, \ldots, z_5 \) in \( F \). Therefore we have to prove that, given five distinct points \( z_1, \ldots, z_5 \) in \( F \), if two rational functions \( f, g \in F(z) \), of degree two, are such that \( f(z_i) = g(z_i) \) for all indices \( 1 \leq i \leq 5 \), then they are equal. The rational function \( f - g \) has degree at most 4 and five distinct roots in \( F \), thus \( f \equiv g \). \( \square \)

3. Proof of Theorem 1.2

This section is dedicated to prove Theorem 1.2. Hence we are studying the case of periodic points of exact period \( n \geq 4 \). From the previous lemmas, it is easy to see that we have to prove Theorem 1.2 only in the case \( n = 4 \). The next lemma will be useful also for the case \( n = 3 \).

Lemma 3.1. — Let \( \lambda, a, b, c \in R_S \), with \( \min\{v_p(a), v_p(b), v_p(c)\} = 0 \) for every prime ideal \( p \notin S \), such that

1) the rational map
\[
\Psi([X : Y]) = [X - \lambda Y](aX + bY) : X(aX + cY)
\]
has degree two,

2) the point \([0 : 1]\) is a periodic point of exact period 3 or 4 for \( \Psi \), and

3) there exists an automorphism \([A] \in \text{PGL}_2(K)\) such that the rational map \([A] \circ \Psi \circ [A]^{-1}\) has good reduction outside \( S \).

Then
\[
(3.1) \quad a, b, \lambda, a\lambda + c \in R_S^*.
\]

Proof. — Note that if \( R_S \) is not a P.I.D., it is sufficient to prove Lemma 3.1 for an arbitrary enlarged set \( S \) such that \( R_S \) is a P.I.D.. Indeed by Remark 2.2 we may consider two enlarged sets \( S_1 \) and \( S_2 \) such that \( R_{S_1} \) and \( R_{S_2} \) are P.I.D. and \( S_1 \cap S_2 = S \). If Lemma 3.1 holds for \( R_{S_1} \) and \( R_{S_2} \) then Lemma 3.1 will be true also for \( S \), since \( R_{S_1}^* \cap R_{S_2}^* = R_S^* \). Therefore, by enlarging the set \( S \) if necessary, we can suppose that \( R_S \) is a P.I.D..

By condition 1) we have that \( \lambda \neq 0, a \neq 0, b \neq 0, b \neq c \) and \( a\lambda \neq -c \). If \( \lambda = 1 \) then \(([0 : 1], [1 : 0], [1 : 1])\) is a cycle for \( \Psi \); otherwise, by condition 2), \(([0 : 1], [1 : 0], [1 : 1], [\lambda : 1])\) is a cycle for \( \Psi \) so that
\[
(3.2) \quad [\lambda : 1] = [(1 - \lambda)(a + b) : (a + c)].
\]
By Lemma 2.6 we can suppose that the automorphism $[A]$ is induced by the matrix

$$A = \begin{pmatrix} \alpha & 0 \\ \beta & 1 \end{pmatrix}$$

for suitable $S$-integers $\alpha$ and $\beta$ such that $\alpha$ and $\beta + 1$ are coprime $S$-integers. Clearly the automorphism $[A]^{-1}$ is induced by the matrix

$$A^{-1} = \begin{pmatrix} 1 & 0 \\ -\beta & \alpha \end{pmatrix}.$$

We set

(3.3) $\Phi([X : Y]) := [A] \circ \Psi \circ [A]^{-1} = [F(X, Y) : G(X, Y)]$

where

(3.4) $F(X, Y) = \alpha((1 + \beta \lambda)X - \alpha \lambda Y)((a - b \beta)X + \alpha b Y),$

(3.5) $G(X, Y) = \beta((1 + \beta \lambda)X - \alpha \lambda Y)((a - b \beta)X + \alpha b Y) + X((a - c \beta)X + \alpha c Y).$

We rewrite the polynomials $F, G$ in a way useful for the sequel:

(3.6) $F(X, Y) = \alpha(1 + \beta \lambda)(a - b \beta)X^2 + \alpha^2(2b \beta \lambda + b - a \lambda)XY - \alpha b \lambda Y^2,$

(3.7) $G(X, Y) = \beta(1 + \beta \lambda)(a - b \beta)X^2 + \alpha(2\beta^2 b \lambda + \beta b - a \lambda + c)XY - \alpha^2 b \beta \lambda Y^2.$

Note that the $S$-integer $\alpha^2$ divides both the coefficients of the monomial in $Y^2$ of $F$ and $G$. Since $\Phi$ has good reduction outside $S$ then $\alpha^2$ divides all the coefficients of the polynomials $F$ and $G$ as represented in (3.6) and (3.7). Hence we can choose

(3.8) $F(X, Y) = \frac{(1 + \beta \lambda)(a - b \beta)}{\alpha}X^2 + (2b \beta \lambda + b - a \lambda)XY - \alpha b \lambda Y^2,$

(3.9) $G(X, Y) = \frac{[\beta(1 + \beta \lambda)(a - b \beta) + a - c \beta]}{\alpha^2}X^2$

$$\quad + \frac{(2\beta^2 b \lambda + \beta b - a \lambda + c)}{\alpha}XY - b \beta \lambda Y^2,$$

where the coefficients of all monomials in (3.8) and (3.9) are in $R_S$ and (3.3) still holds.

Now it is easy to prove that $b \in R_S^*$. Indeed, from the argument above concerning $\alpha$, it follows that the $S$-integer $b$ divides the coefficients of the polynomials $F$ and $G$ as represented in (3.8) and (3.9). By considering the coefficient of the monomial in $XY$ in (3.8) we see that $b \mid a$ and from the coefficient of $XY$ in (3.9) we have $b \mid c$. By the assumption that
min\{v_p(a), v_p(b), v_p(c)\} = 0 for every prime ideal \( p \not\in S \), we deduce that \( b \in R_S^* \). To ease notation we replace \( a \) with \( a/b \), \( b \) with 1 and \( c \) with \( c/b \) in (3.8) and (3.9) obtaining that

\begin{equation}
F(X, Y) = \frac{(1 + \beta \lambda)(a - \beta)}{\alpha} X^2 + (2\beta \lambda + 1 - a\lambda)XY - a\lambda Y^2,
\end{equation}

(3.10)

\begin{equation}
G(X, Y) = \frac{[\beta(1 + \beta \lambda)(a - \beta) + a - c\beta]}{\alpha^2} X^2 + \frac{(2\beta^2 \lambda + \beta - \beta a \lambda + c)}{\alpha} XY - \beta \lambda Y^2.
\end{equation}

(3.11)

where, clearly, the equality (3.3) still holds and the polynomials in (3.10) and (3.11) still have coefficients in \( R_S \). Therefore we have that

\begin{equation}
\frac{(1 + \beta \lambda)(a - \beta)}{\alpha} \in R_S,
\end{equation}

(3.12)

\begin{equation}
\frac{\beta(1 + \beta \lambda)(a - \beta) + a - c\beta}{\alpha^2} \in R_S,
\end{equation}

(3.13)

\begin{equation}
\frac{2\beta^2 \lambda + \beta - \beta a \lambda + c}{\alpha} \in R_S.
\end{equation}

(3.14)

Moreover, again by good reduction of \( \Phi \) outside \( S \), we see that \( \lambda \) is a \( S \)-unit. Indeed, note that \( \lambda \) divides the coefficient of the monomial \( Y^2 \) in both (3.10) and (3.11). Hence \( \lambda \) has to divide \( 2\beta \lambda + 1 - a\lambda \) (which is the coefficient of monomial \( XY \) in (3.10)), so \( \lambda \) is a \( S \)-unit.

The next step is to prove that \( a \in R_S^* \). First we shall see that \( \alpha \) and \( 1 + \beta \lambda \) are coprime. After that we shall prove that \( a \) and \( \alpha \) are coprime and that \( a \in R_S^* \).

Let \( \lambda = 1 \). By the assumption on \( A \) (see Lemma 2.6) we have that the \( S \)-integers \( \alpha \) and \( 1 + \beta \lambda = 1 + \beta \) are coprime. Let \( \lambda \neq 1 \), i.e. we are in the case of cycle of length 4. Equation (3.2) gives

\begin{equation}
(1 - 2\lambda)a - \lambda c = \lambda - 1.
\end{equation}

(3.15)

Suppose that there exists a non zero prime ideal \( p \) which divides \( \alpha \) and \( 1 + \beta \lambda \) so that

\begin{equation}
\beta \lambda \equiv -1 \pmod{p}.
\end{equation}

(3.16)

By (3.12) and (3.13) \( p \) divides \( a - c\beta \), thus

\begin{equation}
a\lambda + c \equiv 0 \pmod{p}.
\end{equation}

(3.17)

By (3.14) and (3.16)

\begin{equation}
-\beta + a + c \equiv 0 \pmod{p}.
\end{equation}

(3.18)
Now, by (3.17) and (3.18)

\[ 0 \equiv -\beta + a + c \equiv -\beta \lambda + a \lambda + c \lambda \equiv 1 + a \lambda - a \lambda^2 \quad \text{(mod } p) \]

thus

(3.19) \quad (\lambda^2 - \lambda)a \equiv 1 \quad \text{(mod } p). \]

By (3.17), the equality (3.15) gives

\[ (\lambda - 1)^2 a \equiv \lambda - 1 \quad \text{(mod } p). \]

From this by (3.19) we deduce that

\[ \lambda(\lambda - 1) \equiv \lambda(\lambda - 1)^2 a \equiv \lambda - 1 \quad \text{(mod } p), \]

which is equivalent to

\[ (\lambda - 1)^2 \equiv 0 \quad \text{(mod } p). \]

But this last congruence contradicts the one in (3.19). We have proved that

(3.20) \quad \alpha \text{ and } 1 + \beta \lambda \text{ are coprime } S\text{-integers.}

From (3.12) we deduce

(3.21) \quad \frac{a - \beta}{\alpha} \in R_S,

and by (3.13) we obtain that \((a - c\beta)/\alpha \in R_S; \) therefore by (3.10) and (3.11) it follows that

(3.22) \quad F(X, Y) = ((1 + \beta \lambda) X - a \lambda Y) \left( \frac{a - \beta}{\alpha} X + Y \right)

(3.23) \quad G(X, Y) = \frac{1}{\alpha} \left[ \beta ((1 + \beta \lambda) X - a \lambda Y) \left( \frac{a - \beta}{\alpha} X + Y \right) \right.

\[ + X \left( \frac{a - c \beta}{\alpha} X + c Y \right) \], \]

where \( \left( \frac{a - \beta}{\alpha} X + Y \right) \) and \( \left( \frac{a - c \beta}{\alpha} X + c Y \right) \) are polynomials with coefficients in \( R_S. \)

Let \( \bar{\alpha} \) be a greatest common divisor of \( a \) and \( \alpha. \) By (3.21) the \( S\)-integer \( \bar{\alpha} \) divides \( \beta; \) since \( \bar{\alpha} \) divides the coefficients of \( Y^2 \) in (3.10) and (3.11) and the map \( \Phi \) has good reduction, \( \bar{\alpha} \) has to divide all the coefficients of \( F \) and \( G \) as represented in (3.10) and (3.11). Thus

\[ \bar{\alpha} \mid 2 \beta \lambda + 1 - a \lambda \quad \Rightarrow \quad \bar{\alpha} \mid 1 \quad \Rightarrow \quad \bar{\alpha} \in R_S^*. \]

This argument also proves that \( \alpha \) and \( \beta \) are coprime \( S\text{-integers. Indeed by } \]

(3.21) \quad every prime which divides \( \alpha \) and \( \beta \) also divides \( a. \)
Since the polynomials \( \left( \frac{a - \beta}{\alpha}X + Y \right) \) and \( \left( \frac{a - c\beta}{\alpha}X + cY \right) \) belong to \( R_S[X, Y] \), from the representation of polynomials \( F(X, Y) \) and \( G(X, Y) \) in (3.22) and (3.23) and the good reduction of the rational map \( \Phi \) outside \( S \), we deduce that every prime ideal \( p \notin S \) which divides

\[
\begin{vmatrix}
\frac{a - \beta}{\alpha} & 1 \\
\frac{a - c\beta}{\alpha} & c \\
\end{vmatrix} = \frac{a(c - 1)}{\alpha} \in R_S
\]

has to divide all the coefficients of the polynomials \( F \) and \( G \) as represented in (3.10) and (3.11). Let \( p \notin S \) be a prime ideal which divides \( a \). Thus, since \( \alpha \) and \( a \) are coprime, \( p \) must divide all the coefficients of the polynomials \( F \) and \( G \) as represented in (3.10) and (3.11), in particular \( p \mid \alpha \lambda \). But, since \( \lambda \in R_S^* \), it contradicts the coprimality of \( \alpha \) and \( a \). Hence \( a \in R_S^* \). Note that (3.24) also tells us that

\[
\alpha \mid (c - 1).
\]

Now, by the same above argument applied to the polynomials \( (1 + \beta \lambda)X - \alpha \lambda Y \) and \( \frac{a - c\beta}{\alpha}X + cY \) which compare in the representation of polynomials \( F \) and \( G \) in (3.22) and (3.23), we see that

\[
\begin{vmatrix}
1 + \beta \lambda & -\alpha \lambda \\
\frac{a - c\beta}{\alpha} & c \\
\end{vmatrix} = a\lambda + c \text{ divides } \alpha \lambda.
\]

Since \( \lambda \in R_S^* \), (3.26) tells us that \( a\lambda + c \) divides \( \alpha \). Thus, by (3.21), \( a\lambda + c \) also divides \( a - \beta \) and by (3.25) \( a\lambda + c \mid c - 1 \), so

\[
a\lambda + c \mid a\lambda + c - c + 1 = a\lambda + 1 \quad \Rightarrow \quad a\lambda + c \mid a\lambda + 1 - a\lambda + \beta\lambda = 1 + \beta\lambda
\]

therefore, by (3.26) and (3.20), it follows that \( a\lambda + c \in R_S^* \). \( \square \)

The next lemma concerns only cycles of length \( n = 4 \).

**Lemma 3.2.** — There exist only finitely many quadratic rational maps \( \Psi : \mathbb{P}_1 \to \mathbb{P}_1 \), defined over \( K \), such that

i) there exists a point \([\lambda : \mu] \in \mathbb{P}_1(K)\) such that

\[
\begin{align*}
[0 : 1] & \xrightarrow{\Psi} [1 : 0] \xrightarrow{\Psi} [1 : 1] \xrightarrow{\Psi} [\lambda : \mu] \xrightarrow{\Psi} [0 : 1];
\end{align*}
\]

ii) there exists an automorphism \([A] \in \text{PGL}_2(K)\) of \( \mathbb{P}_1 \) such that the rational map \([A] \circ \Psi \circ [A]^{-1}\) has good reduction outside \( S \).
Proof. — As already remarked, without less of generality we suppose that $S$ is enlarged so that $R_S$ is a principal ideal domain. Clearly if $[\lambda : \mu] \in \{[1 : 0], [0 : 1], [1 : 1]\}$, then (3.27) does not hold for any endomorphism $\Psi$. So that we can suppose that $\lambda \mu \neq 0$ and $\lambda \neq \mu$. By Lemma 2.5 there are only finitely many possibilities for $[\lambda : \mu] \in \mathbb{P}_1(K)$. Hence it is sufficient to prove the lemma for such a given point $[\lambda : \mu]$. Let $(\lambda, \mu) \in R_S^2$ be homogeneous coprime coordinates representing the point $[\lambda : \mu]$. Thus, by adding to $S$ all the finitely many prime ideals which contain $\mu$ and $\lambda$, we can suppose that $\mu$ and $\lambda$ are $S$-units. By dividing by $\mu$, we have that $\mu = 1$ and $\lambda \neq 1$.

Since $\Psi$ has to satisfy condition (3.27), there exist three $S$-integers $a, b, c$ without common divisors (i.e., $\min\{v_p(a), v_p(b), v_p(c)\} = 0$ for every $p \notin S$) such that

$$\Psi([X : Y]) = [(X - \lambda Y)(aX + bY) : X(aX + cY)]$$

where $a \neq 0, b \neq 0, b \neq c$ and $a\lambda \neq -c$. Therefore we are in the hypotheses of Lemma 3.1 so (3.1) holds. Since $\lambda \neq 1$, (3.2) also holds, hence it follows that

$$(3.28) \quad (1 - 2\lambda)a - \lambda c = b(\lambda - 1).$$

We set $a\lambda + c = v$; by (3.1) the integers $a, b, v$ are $S$-units. Therefore (3.28) gives $(1 - 2\lambda)a - \lambda v + \lambda^2a = b(\lambda - 1)$ which is equivalent to the following $S$-unit equation

$$(\lambda - 1)a - \frac{\lambda}{\lambda - 1}v = b$$

(recall that $\lambda \neq 1$ is fixed). By $S$-Unit Equation Theorem there are only finitely many solutions $(a/b, v/b) \in R_S^* \times R_S^*$. Clearly it follows that there are only finitely many possibilities for $[a : b : c] \in \mathbb{P}_2(K)$. This concludes the proof. □

Proof of Theorem 1.2. — By Lemma 2.4 we can consider the action of $\text{PGL}_2(K)$ instead of $\text{PGL}_2(R_S)$. Therefore we are studying classes of quadratic rational maps which contain a rational map $\Psi$ of the form as in (2.5), which admits $[0 : 1]$ as a periodic point of exact period $n$, and an automorphism $[A] \in \text{PGL}_2(K)$ such that the map $[A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$. If $n \geq 5$ then Lemma 2.5 and Lemma 2.7 give the proof of Theorem 1.2. For the case $n = 4$ we are done, by Lemma 3.2. □

As already written in the introduction of this paper, to prove Theorem 1' it is sufficient now to apply the bound proved by Morton and Silverman in [13].
4. Periodic points with exact period equal to 3

As already mentioned in the introduction, for the proof of Theorem 1.5 (the case $n = 3$), we need some results proved by P. Corvaja and U. Zannier in [5] which were obtained via the so-called Subspace Theorem proved by W.M. Schmidt (e.g. see [17] or [16]). Actually the Corvaja and Zannier’s results are used to prove a technical lemma which only involves divisibility arguments. Hence we have dedicated a subsection to this preliminary result. This technical lemma will be used in the second part of this section to prove the following proposition which represents an important tool to prove Theorem 1.5 and Theorem 1.6:

**Proposition 4.1.** There exists a finite set $\mathcal{B}$, depending only on $S$, such that if $\Psi$ is a quadratic rational map defined over $K$ satisfying

$$\begin{align*}
[0 : 1] &\xrightarrow{\Psi} [1 : 0] \xrightarrow{\Psi} [1 : 1] \xrightarrow{\Psi} [0 : 1]
\end{align*}$$

and equivalent, with respect to the action of $\text{PGL}_2(K)$, to a rational map with good reduction outside $S$, then there exist two $S$-integers $a$ and $c$ such that the map $\Psi$ has the form

$$\begin{align*}
\Psi(X, Y) &= [(X - Y)(aX + Y) : X(aX + cY)]
\end{align*}$$

and

1) $a \in R^*_S$ and $a + c \in R^*_S$;
2) $a, c \in \mathcal{B}$ or one of the following conditions holds:
   i) $a = -1$,
   ii) $c = 0$,
   iii) $c = 1 - a$.

Furthermore if an automorphism $[A]$ is such that the rational map $[A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$, then the ideal $\text{Disc}([A])$ of $R_S$ has only finitely many possibilities which only depend on $S$.

4.1. A technical lemma

We set the following notation:

$$\begin{align*}
\log^+ x := \max\{0, \log x\}, \quad \log^- x := \min\{0, \log x\}, \quad x > 0.
\end{align*}$$

Let $M_K$ denote the set of places of $K$. For a place $\mu \in M_K$, we shall denote by $| \cdot |_\mu$ the corresponding absolute value normalized with respect to $K$ so that the product formula

$$\prod_{\mu \in M_K} |x|_\mu = 1$$
holds for all $x \in K \setminus \{0\}$. For any element $x \in K$, let $H(x)$ denote the absolute multiplicative height of the point $[1 : x] \in \mathbb{P}_1(K)$
\[
H(x) = \prod_{\mu \in M_K} \max\{1, |x|_\mu\}.
\]
We shall denote by $h(x)$ the logarithmic height $h(x) = \log H(x)$.

Below we state three of the results, proved by P. Corvaja and U. Zannier in [5], in a simpler form and adapted to our situation.

[5, MAIN THEOREM]. — Let $f(X,Y) \in \overline{\mathbb{Q}}(X,Y)$ be a rational function. Suppose that 1 appears as a monomial in the numerator or in the denominator of $f(X,Y)$. Then for every $\epsilon > 0$ the Zariski closure of the set of solutions $(u,v) \in (R^*_S)^2$ of the inequality
\[
h(f(u,v)) < (1 - \epsilon) \max\left\{\frac{h(u)}{2 \deg_Y f}, \frac{h(v)}{2 \deg_X f}\right\}
\]
is a finite union of translates of proper subtori of $G^2_m$.

[5, PROPOSITION 1]. — Let $f(X,Y) \in K[X,Y]$ be a polynomial with $f(0,0) \neq 0$. Then for every $\epsilon > 0$, all but finitely many solutions $(u,v) \in (R^*_S)^2$ to the inequality
\[
\sum_{\mu \in S} \log^{-} |f(u,v)|_\mu < -\epsilon \max \{h(u), h(v)\}
\]
lie in the union of finitely many translates of 1-dimensional subtori of $G^2_m$, which can be effectively determined.

[5, PROPOSITION 4]. — Let $r(X), s(X) \in \overline{\mathbb{Q}}[X]$ be two non zero polynomials. Then for every $\epsilon > 0$, all but finitely many solutions $(u,v) \in (R^*_S)^2$ to the inequality
\[
\sum_{\mu \in M_K \setminus S} \log^{-} \max \{|r(u)|_\mu, |s(v)|_\mu\} < -\epsilon \max \{h(u), h(v)\}
\]
lie in the union of finitely many translates of 1-dimensional subtori of $G^2_m$, which can be effectively determined.

These results are used to prove the following technical lemma:

**Lemma 4.2.** — There exists a finite set $T$ of prime ideals of $R$, containing $S$, with the following property: if $\alpha$ is a non zero $S$-integer for which there exist three $S$-units $a$, $u$ and $v$ such that
\[
u u \alpha^2 = v - a - 1
\]
\begin{align}
\alpha | (1 + a + a^2) & \text{ in } R_S \\
\alpha | (1 - v + v^2) & \text{ in } R_S,
\end{align}
then \( \alpha \) is a \( T \)-unit.

\textbf{Proof.} — If the right side term in equation (4.3) has a vanishing subsum, then it is sufficient to take \( T = S \). Therefore we suppose that the right side term in equation (4.3) has no vanishing subsums. In order to use [5, Main Theorem], [5, Proposition 1] and [5, Proposition 4], note that under (4.3), (4.4), (4.5), \( v - a - 1 | (1 + a + a^2)^2 \) and \( v - a - 1 | (1 - v + v^2)^2 \) in \( R_S \). To ease notation we set
\[
f(X, Y) = Y - X - 1, \quad r(X) = (1 + X + X^2)^2, \quad s(X) = (1 - X + X^2)^2,
\]
so \( f(a, v) \) divides \( r(a) \) and \( s(v) \) in \( R_S \). Note that if \( x, y \in R_S \)
\[
\log^{-} (|x|_\mu \cdot |y|_\mu) = \log^{-} |x|_\mu + \log^{-} |y|_\mu
\]
for all \( \mu \in M_K \setminus S \). Hence, since \( r(a)/f(a, v) \) and \( s(v)/f(a, v) \) belong to \( R_S \), we have that
\[
\sum_{\mu \in M_K \setminus S} \log^{-} \max\{|r(a)|_\mu, |s(v)|_\mu\} =
\sum_{\mu \in M_K \setminus S} \log^{-} |f(a, v)|_\mu - \sum_{\mu \in M_K \setminus S} \log^{-} \max\left\{|r(a)|_\mu, |s(v)|_\mu\right\}
\]
thus
\[
(4.6) \quad \sum_{\mu \in M_K \setminus S} \log^{-} |f(a, v)|_\mu \leq - \sum_{\mu \in M_K \setminus S} \log^{-} \max\{|r(a)|_\mu, |s(v)|_\mu\}.
\]
Now by the product formula we have that \( \sum_{\mu \in M_K} \log |f(a, v)|_\mu = 0 \) and by definition of the logarithmic height it follows that
\[
h(f(a, v)) = \sum_{\mu \in M_K} \log^+ |f(a, v)|_\mu.
\]
Hence
\[
- \sum_{\mu \in M_K \setminus S} \log^{-} |f(a, v)|_\mu = h(f(a, v)) + \sum_{\mu \in S} \log^{-} |f(a, v)|_\mu.
\]
Since every point of \( (R_S^{'})^2 \) is contained in a suitable translate of a 1-dimensional subtorus of \( G^2_m \), by applying [5, Proposition 1] with \( \epsilon = 1/4 \)
we obtain from the above identity that for all \((a,v) \in (R^*_S)^2\) outside a finite union of finitely many translates of 1-dimensional subtori of \(G^2_m\)

\[- \sum_{\mu \in M_K \setminus S} \log^{-1} |f(a,v)|_{\mu} \geq h(f(a,v)) - \frac{1}{4} \max\{|h(a), h(v)|\}.
\]

By applying [5, Main Theorem] with \(\epsilon = 1/4\) to the last inequality we have

\[(4.7) - \sum_{\mu \in M_K \setminus S} \log^{-1} |f(a,v)|_{\mu} \geq \frac{3}{8} \max\{|h(a), h(v)|\} - \frac{1}{4} \max\{|h(a), h(v)|\} = \frac{1}{8} \max\{|h(a), h(v)|\}.
\]

holds for all \((a, v) \in (R^*_S)^2\) outside a finite union of finitely many translates of 1-dimensional subtori of \(G^2_m\).

Now applying [5, Proposition 4] with \(\epsilon = 1/9\) we obtain that for all \((a, v) \in (R^*_S)^2\) outside a finite union of finitely many translates of 1-dimensional subtori of \(G^2_m\),

\[(4.8) - \sum_{\mu \in M_K \setminus S} \log^{-1} \max\{|r(a)|_{\mu}, |s(v)|_{\mu}\} \leq \frac{1}{9} \max\{|h(a), h(v)|\}.
\]

Putting together (4.6), (4.7) and (4.8) we obtain that for all \((a, v) \in (R^*_S)^2\) outside a finite union of finitely many translates of 1-dimensional subtori of \(G^2_m\)

\[\frac{1}{9} \max\{|h(a), h(v)|\} \geq \frac{1}{8} \max\{|h(a), h(v)|\}.
\]

holds, which means \(\max\{|h(a), h(v)|\} = 0\). Since there are only finitely many algebraic numbers of bounded degree and bounded height (see for example Theorem 1.6.8 in [3] or Theorem B.2.3 in [9]), there are only finitely many \((a, v) \in (R^*_S)^2\) which satisfy \(\max\{|h(a), h(v)|\} = 0\).

Therefore, by using again that every point of \((R^*_S)^2\) is contained in a suitable translate of a 1-dimensional subtorus of \(G^2_m\), we can summarize all the above arguments by saying that there exists a finite union of translates of 1-dimensional subtori of \(G^2_m\) which contains every pair \((a, v)\) satisfying the hypotheses of Lemma 4.2.

Recall that every translate of a proper subtorus of \(G^2_m\) is either a point or a curve defined by an equation of the form

\[A^p V^q = \omega\]

for coprime \(p, q \in \mathbb{Z}\) and nonzero \(\omega \in K^*\). By the above arguments, there exist only finitely many coprime \(p, q \in \mathbb{Z}\) and \(\omega \in K^*\) such that for every
couple \((a, v) \in (R^*_S)^2\) satisfying the hypotheses of Lemma 4.2, one of the following finitely many identities
\[(4.9)\]
\[a^p v^q = \omega\]
holds. Without loss of generality we can suppose \(p > 0\). By Dirichlet Unit Theorem (e.g. see [9, pag. 273]) the group \(R^*_S\) is finitely generated. Thus there exists a finite extension \(F\) of \(K\) which contains all \(p\)-th roots of all \(S\)-units. Since \(a^p = \omega v^{-q}\) we can write the \(S\)-unit \(a\) in the following way
\[(4.10)\]
\[a = \lambda(\eta)^{-q}\]
where \(\lambda, \eta \in F\) are one of the \(p\)-th roots of \(\omega\) and \(v\) respectively. Of course we have to enlarge \(S\) by taking all places of the extension \(F\) which extend all places in \(S\). We shall denote this set by \(S\). Moreover we add finitely many prime ideals to \(S\) so that the ring of \(S\)-integers of \(F\) is a principal ideal domain. The equality \((4.3)\) becomes
\[(4.11)\]
\[u\alpha^2 = \eta^p - \lambda(\eta)^{-q} - 1.\]
If \(q < 0\), then \(u\alpha^2 = f(\eta)\) where
\[(4.12)\]
\[f(t) = t^p - \lambda t^{-q} - 1 \in F[t].\]
If \(q > 0\) then
\[(4.13)\]
\[u\eta^q \alpha^2 = \eta^{p+q} - \eta^q - \lambda\]
so \(u\eta^q \alpha^2 = f(\eta)\) where
\[(4.14)\]
\[f(t) = t^{p+q} - t^q - \lambda \in F[t].\]
Since there are only finitely many possibilities for \(p, q \in \mathbb{Z}\) and \(\omega \in K\), there are only finitely many possibilities for \(f(t)\).

Now we prove that there exists a finite set \(T\) such that \(\alpha \in T\)-units. Let \(\rho_1\) and \(\rho_2\) be the primitive cube roots of unity and \(\zeta_1\) and \(\zeta_2\) be the primitive sixth roots of unity. We enlarge \(F\) and \(S\) so that the ring \(Q_S\) of \(S\)-integers of \(F\) is a P.I.D. containing all 6-th roots of unity \(\rho_1\), \(\rho_2\), \(\zeta_1\) and \(\zeta_2\). Let \(p\) be a prime ideal of \(Q_S\) which divides \(\alpha\). By \((4.4)\) and \((4.10)\)
\[0 \equiv 1 + \lambda \eta^{-q} + \lambda^2 \eta^{-2q} \equiv (\lambda \eta^{-q} - \rho_1)(\lambda \eta^{-q} - \rho_2) \quad (\text{mod } p)\]
hence
\[(4.15)\]
\[\lambda \eta^{-q} \equiv \rho_i \quad (\text{mod } p)\quad \text{with } i = 1 \text{ or } i = 2.\]
By \((4.5)\)
\[0 \equiv \eta^{2p} - \eta^p + 1 \equiv (\eta^p - \zeta_1)(\eta^p - \zeta_2) \quad (\text{mod } p)\]
hence
\[(4.16) \quad \eta^p \equiv \zeta_j \pmod{p} \quad \text{with} \quad j = 1 \text{ or } j = 2.\]

Note that \(\eta \not\equiv 0 \pmod{p}\). Now (4.15) and (4.16) give
\[(4.17) \quad \lambda^p \eta^{-pq} \equiv \rho_i^p, \quad \lambda^p \eta^{-pq} \equiv \lambda^p \zeta_j^{-q} \pmod{p}\]
so
\[\lambda^p \equiv \rho_i^p \zeta_j^q \pmod{p},\]
i.e. the prime ideal \(p\) divides \(\lambda^p - \rho_i^p \zeta_j^q\). We have proved that there exist only finitely many possibilities for \(p\) unless \(\omega = \lambda^p = \zeta_j^q \rho_i^p\). Of course this last equality implies that \(\lambda\) is a root of unity. We denote by \(T_1\) the set of prime ideals defined by
\[T_1 := \{ p \text{ prime ideal} \mid p \text{ divides a non zero } \mathcal{S}\text{-integer of the form } \omega - \zeta_j^q \rho_i^p, \]
where \((\omega, p, q) \in R_S^* \times \mathbb{Z} \times \mathbb{Z}\) is associated to one of the finitely many identities (4.9).

Clearly \(T_1\) is a finite set. Therefore if any \(\omega\), which satisfies (4.9), is not a root of unity we are done. Otherwise, if \(\lambda\) is a root of unity, then we prove that any polynomial \(f(t)\) like (4.12) and (4.14) has a simple root. Actually we prove the simple and more general result:

**Lemma 4.3.** — Let \(f(t) \in \mathbb{C}[t] \setminus \mathbb{C}\) be a polynomial of the form \(t^m + \lambda_1 t^n + \lambda_2\) with \(|\lambda_1| = |\lambda_2| = 1\), where \(|\cdot|\) denotes the usual absolute value on \(\mathbb{C}\). Then \(f(t)\) has at least one simple root.

**Proof.** — If \(m = n\) the lemma is trivial. Let \(m \neq n\), without loss of generality we can suppose that \(m > n\). If \(\zeta\) is a repeated root of the polynomial \(f(t)\), then \(\zeta\) is a root of \(f'(t) = mt^{m-1} + \lambda_1 nt^{n-1}\). Thus, since \(\zeta \neq 0\), \(\zeta^{m-n} = -\lambda_1 n/m\). If \(f(t)\) had only repeated roots, then
\[|\lambda_2| = \left| -\lambda_1 \frac{n}{m} \right|^{\frac{m}{m-n}}\]
which is trivially false since \(|\lambda_2| = |\lambda_1| = 1\), \(m/(m-n) \neq 0\) and \(|n/m| \neq 1\).

Now we prove a lemma which is a simple application of Siegel Theorem about the finiteness of \(\mathcal{S}\)-integral points of a curve of genus \(\geq 1\) (e.g. see [18, Chapter 7]).

**Lemma 4.4.** — Let \(f(t) \in F[t]\) be a polynomial which has at least one simple root and does not vanish at zero. Then, the equation
\[(4.18) \quad y^2 = f(u)\]
has only finitely many solution \((y, u) \in Q_S \times Q^*_S\).
Proof. — Let $\mathcal{C}$ be the affine curve defined by the equation $y^2 = f(t)$. For any double root $a$ of the polynomial $f$, we can replace $y$ by $(t-a)y$ and cancel $(t-a)^2$. In this way we can assume that $\mathcal{C}$ is given by the equation $y^2 = g(t)$ where $g(t) \in F[t] \smallsetminus F$ has no repeated roots; thus $\mathcal{C}$ is an affine smooth curve. Recall that the group of $S$-units $Q_S^*$ is a finitely generated group, hence there exists a finite set $U$ such that every $S$-unit $u$ is such that $u = v \cdot w^3$, for suitable $v \in U$ and $w \in Q_S^*$. Therefore if $(y, u) \in Q_S \times Q_S^*$ is a solution of (4.18), then
\begin{equation}
(4.19) 
 y^2 = g(u) = G(w)
\end{equation}
where $G \in F[t]$ is a polynomial with degree $3n \geq 3$ without repeated roots so that the curve defined by the affine equation $y^2 = G(t)$ has genus $\geq 1$. By Siegel Theorem there are only finitely many solutions $(y, w) \in Q_S \times Q_S^*$ to the equation (4.19) so that the lemma is proved. 

By (4.11) and (4.13) there exists an $S$-unit $w$ (equal to $u$ or $u \eta^q$) such that $w^2 \alpha^2 = f(\eta)$, where $f(t)$ is one of the finitely many polynomials described in (4.12) and (4.14). If $\lambda$ is a root of unity, then any such polynomial $f(t)$ satisfies the hypothesis of Lemma 4.3. Indeed any polynomials $f(t)$ as in (4.12) and (4.14) has degree $\geq 1$ since we have supposed that the right side term in equation (4.3) has no vanishing subsums. Notice that there exists a finite set $V$ of $S$-units such that for every $S$-unit $w$ we have $w = s \cdot l^2$ for suitable $l \in Q_S^*$ and $s \in V$. So by Lemma 4.4 there are only finitely many possibilities for $u \alpha^2$ and $u \eta^q \alpha^2$.

We denote by $T_2$ the following set of prime ideals of $Q_S$:
\begin{align*}
T_2 = \left\{ p \text{ prime ideal} \middle| \begin{array}{l}
 p \text{ divides an } S\text{-integer } \alpha \text{ such that there exist } \\
 S\text{-units } a, v \text{ and a root of unity } \omega \text{ satisfying } \\
 \text{the hypotheses of Lemma 4.2 and one of the } \\
 \text{finitely many identities (4.9)}
\end{array} \right\}.
\end{align*}

The above arguments prove that $T_2$ is a finite set. Now it is sufficient to take $T = \{ p \cap K \mid p \in S \cup T_1 \cup T_2 \}$. 

4.2. Proof of Proposition 4.1

Note that every quadratic rational map, defined over $K$ with good reduction outside $S$, which admits a cycle in $\mathbb{P}_1(K)$ of length 3, is conjugate via an automorphism in $\text{PGL}_2(K)$ to a map $\Psi$ of the shape as in (2.5), where $\lambda = 1$, satisfying (4.1). In the proof of Proposition 4.1 we shall use Lemma 4.2 and the following lemma:
Lemma 4.5. — Let $\Psi$ be a quadratic rational map defined over $K$ satisfying (4.1). Let $[A] \in \text{PGL}_2(K)$. If the rational map $[A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$, then there exist two $S$-integers $a, c$ such that (4.2) and part 1) of Proposition 4.1 hold; furthermore:

i) $\text{Disc}([A])^2 = (c - 1) \cdot R_S$,

ii) $\text{Disc}([A])$ divides the ideals $(1 + a + a^2) \cdot R_S$ and $(1 - (a + c) + (a + c)^2) \cdot R_S$.

Proof. — As seen before in the proof of Lemma 3.1, up to enlarging $S$, we can suppose that the ring $R_S$ is a P.I.D.

Let $\Psi$ be a quadratic rational map satisfying (4.1); then there exist three $S$-integers $a, b, c$ such that (2.5) holds with $\lambda = 1$ and the hypotheses of Lemma 3.1 are satisfied. Therefore by replacing $b$ by 1, $a/b$ by $a$ and $c/b$ by $c$ in (2.5), we see that (4.2) and part 1) of Proposition 4.1 are true.

By Lemma 2.6, without loss of generality, we can assume that

$$A = \begin{pmatrix} \alpha & 0 \\ \beta & 1 \end{pmatrix} \quad \text{and} \quad A^{-1} = \begin{pmatrix} 1 & 0 \\ -\beta & \alpha \end{pmatrix}$$

for suitable $S$-integers $\alpha$ and $\beta$, where $\alpha$ and $\beta + 1$ are coprime in $R_S$. We have that $\Phi([X : Y]) := [A] \circ \Psi \circ [A]^{-1} = [F(X, Y) : G(X, Y)]$; for the readers’ convenience we rewrite the identities (3.6) and (3.7) in the case $\lambda = 1$ since they will be useful in the sequel,

$$F(X, Y) = \alpha(1 + \beta)(a - \beta)X^2 + \alpha^2(2\beta + 1 - a)XY - \alpha^3Y^2$$

$$G(X, Y) = [\beta(1 + \beta)(a - \beta) + a - c\beta]X^2 + \alpha(2\beta^2 + \beta - \beta a + c)XY - \alpha^2\beta Y^2.$$

As in the proof of Lemma 3.1 we have that

$$\frac{(1 + \beta)(a - \beta)}{\alpha} \in R_S,$$

$$\frac{\beta(1 + \beta)(a - \beta) + a - c\beta}{\alpha^2} \in R_S,$$

$$\frac{2\beta^2 + \beta - \beta a + c}{\alpha} \in R_S.$$  

Since the $S$-integers $\alpha$ and $1 + \beta$ are coprime, by (4.23) it follows that

$$\frac{a - \beta}{\alpha} \in R_S;$$

since $a \in R_S^*$, $\alpha$ and $\beta$ are coprime.

The next step is to prove that $c - 1 = u\alpha^2$, for a suitable $S$-unit $u$, exploiting the good reduction outside $S$ of $\Phi$. Since $\Phi = [A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$, from Definition 2.1 it follows that $v_p(\text{Disc}(\Phi)) = 0$ for
all prime ideals \( p \not\in S \). We express Disc(\( \Phi \)) by using the representation 
\( \Phi([X : Y]) = [F(X, Y) : G(X, Y)] \) with \( F(X, Y), G(X, Y) \) as in (4.21) and (4.22). By direct calculation we see that
\[
(4.27) \quad \text{Res}(F, G) = -\alpha^0 a(a + c)(c - 1).
\]
Otherwise, we can obtain (4.27) by application of the following lemma:

**Lemma 4.6.** — Let \( U(X, Y) \) and \( V(X, Y) \) be homogeneous polynomials of degree \( D \), let \( f(X, Y) \) and \( g(X, Y) \) be homogeneous polynomials of degree \( d \), and let
\[
B(X, Y) = U(f(X, Y), g(X, Y)) \quad \text{and} \quad C(X, Y) = V(f(X, Y), g(X, Y))
\]
be their compositions. Then
\[
\text{Res}(B, C) = \text{Res}(U, V)^d \cdot \text{Res}(f, g)^D^2.
\]

**Proof.** — See Proposition 6.1 in [6] \( \square \)

By (4.2) we have that \( \Psi(X, Y) = [aX^2 + (1 - a)XY - Y^2 : aX^2 + cXY] \)
and by direct calculation we see that
\[
\text{Res}(aX^2 + (1 - a)XY - Y^2, aX^2 + cXY) = -a(a + c)(c - 1).
\]
Moreover we have that \( [A](X, Y) = [\alpha X : \beta X + Y] \) and \( \text{Res}(\alpha X, \beta X + Y) = \alpha, \) \( [A]^{-1}(X, Y) = [X : -\beta X + \alpha Y] \) and \( \text{Res}(X, -\beta X + \alpha Y) = \alpha. \) Hence, by applying two times Lemma 4.6 we obtain (4.27).

Recall that, as said at the beginning of this proof, the hypotheses of Lemma 3.1 are satisfied, so in particular \( a \in R^*_S. \) Hence, the \( S \)-integers \( \alpha \) and \( \beta \) are coprime because (4.26) holds.

Let \( \beta \neq 0. \) By (4.21), (4.22), (4.23), (4.24), (4.25) and the coprimality of \( \alpha \) and \( \beta, \) we see that \( \min\{v_p(F), v_p(G)\} = 2v_p(\alpha) \) for every prime ideal \( p \not\in S. \) Otherwise, if \( \beta = 0, \) by (4.26) and \( a \in R^*_S, \) it follows that \( \alpha \in R^*_S. \) Hence, for all prime ideals \( p \not\in S \) we have \( v_p(\alpha) = 0. \) Therefore by (4.21) it follows that \( \min\{v_p(F), v_p(G)\} = 2v_p(\alpha) \) still holds and is equal to zero.

Hence, by Definition 2.1, (4.27), part 1) of Proposition 4.1 and the good reduction of \( \Phi \) outside \( S \) we have that
\[
0 = v_p(\text{Disc}(\Phi)) = v_p(\text{Res}(F, G)) - 4 \cdot \min\{v_p(F), v_p(G)\}
\]
\[
= v_p(\alpha^6(c - 1)) - 8v_p(\alpha)
\]
holds for every \( p \not\in S. \) Now, we easily deduce that \( c - 1 = ua^2, \) for a suitable \( u \in R^*_S. \) We have proved part i) of the lemma, since Disc([A]) = \( \alpha \cdot R_S. \)

Now, to prove part ii) we note that from (4.26) and (4.25) the \( S \)-integer \( \alpha \) divides \( a^2 + a + c \) and, since \( \alpha \mid c - 1, \) it follows that \( \alpha \) divides \( 1 + a + a^2 \) in \( R_S. \) To ease notation we set \( v = a + c \in R^*_S. \) Part i) of lemma reads as
$u\alpha^2 = v - a - 1$, thus $a \equiv v - 1 \pmod{\alpha}$, so from $\alpha \mid 1 + a + a^2$ in $R_S$ we easily obtain that $\alpha$ divides $1 - v + v^2$ in $R_S$. □

Proof of Proposition 4.1. — By Lemma 4.5 it remains to prove only part 2). Without loss of generality we can take an enlarged finite set $S$ so that $R_S$ is a P.I.D.. Let $[A] \in \text{PGL}_2(K)$ be an automorphism of $\mathbb{P}_1$ such that the rational map $[A] \circ \Psi \circ [A]^{-1}$ has good reduction outside $S$. By Lemma 2.6 we can assume that the automorphism $[A]$ is induced by a matrix $A$ defined as in (4.20). Let $a$ and $c$ be the $S$-integers satisfying (4.2) and part 1). Let $v$ be the $S$-unit $v = a + c$ and $\alpha$ an $S$-integer such that $\text{Disc}([A]) = \alpha \cdot R_S$. Lemma 4.5 implies that there exists an $S$-unit $u$ such that the above $S$-units $a$ and $v$ satisfy the hypotheses of Lemma 4.2. Thus, there exists a finite set $T$ containing $S$ such that every $S$-integer $\alpha$, as above, is a $T$-unit. By applying the $T$-unit Equation Theorem to the equation (4.3) we deduce that there are only finitely many possibilities for non-degenerate solutions $(a, v, u\alpha^2) \in R_S^* \times R_S^* \times R_S$ of (4.3), obtaining only finitely many possibilities for the ideal $\text{Disc}([A]) = \alpha \cdot R_S$. Now it is clear that we can choose $B$ equal to

$$
\left\{ a \in R_S^* \mid \text{there exist } v, u \in R_S^*, \alpha \in R_S, \text{ such that } (a, v, u\alpha^2) \text{ is a non deg. sol. of (4.3)} \right\} 
\cup
\left\{ v - a \mid a, v \in R_S^* \text{ and there exist } u \in R_S^*, \alpha \in R_S, \text{ such that } (a, v, u\alpha^2) \text{ is a non deg. sol. of (4.3)} \right\},
$$

which is a finite set.

We have degenerate solutions of (4.3) if and only if one of the following conditions hold:

i) $a = -1$ and $u\alpha^2 = v$;

ii) $v - a = 0$ and $u\alpha^2 = -1$;

iii) $v = 1$ and $u\alpha^2 = -a$,

which proves part 2) of Proposition 4.1. In all cases i), ii) and iii) we have that $\alpha \in R_S^*$. □

5. Proofs of the main theorems

Proof of Theorem 1.5. — By Lemma 2.4 we can consider the conjugation action induced by $\text{PGL}_2(K)$. Every quadratic rational map, defined over $K$ with good reduction outside $S$ and admitting a periodic point in $\mathbb{P}_1(K)$
with exact period 3, is equivalent, via an automorphism of $\text{PGL}_2(K)$, to a rational map $\Psi$ defined over $K$ which admits the following cycle

$$[0 : 1] \xrightarrow{\Psi} [1 : 0] \xrightarrow{\Psi} [1 : 1] \xrightarrow{\Psi} [0 : 1].$$

Proposition 4.1 says that there are only finitely many possibilities for $\Psi$ or

i) $\Psi([X : Y]) = [(X - Y)^2 : X(X - (v + 1)Y]$ where $v \in R^*_S$ or

ii) $\Psi([X : Y]) = [(X - Y)(aX + Y) : aX^2]$ where $a \in R^*_S$ or

iii) $\Psi([X : Y]) = [(X - Y)(aX + Y) : X(aX + (1 - a)Y]$ where $a \in R^*_S$.

Let

$$B = \begin{pmatrix} 1 & -1 \\ 1 & 0 \end{pmatrix}.$$ 

The induced automorphism $[B] = [X - Y : X] \in \text{PGL}_2(K)$ has inverse $[B]^{-1} = [-Y : X - Y]$. By direct calculation we see that

$$[B] \circ [(X - Y)^2 : X(X - (v + 1)Y)] \circ [B]^{-1} = [(X - Y)(-v^{-1}X + Y) : -v^{-1}X^2]$$

which has the form as in ii) and

$$[B]^{-1} \circ [(X - Y)(aX + Y) : X(aX + (1 - a)Y) \circ [B] = [(X - Y)(-a^{-1}X + Y) : -a^{-1}X^2]$$

which still has the form as in ii). This concludes the proof.

Now we prove that the set of maps of the form as in (1.2) represents an infinite set of classes under the conjugation action induced by $\text{PGL}_2(\overline{Q})$.

**Proposition 5.1.** — For every $a \in \mathbb{G}_m$, let $\Phi_a$ be the quadratic map defined in (1.2). Each element of $M_2(\overline{Q})$ contains at most six maps of the form $\Phi_a$.

**Proof of Proposition 5.1.** — Let $a \in \mathbb{G}_m$ be fixed. We have to prove that there exist at most six maps of the form $\Phi_b$ conjugate to the map $\Phi_a$. Notice that the rational map $\Phi_a$ admits at most two cycles of length 3 in $\mathbb{P}_1(\overline{Q})$. The ordered triple $[[0 : 1], [1 : 0], [1 : 1]]$ is a cycle for $\Phi_a$ for every integer $a$. Let $(P_0, P_1, P_2)$ be the “second” cycle of length 3 for $\Phi_a$ (it could be equal to $[[0 : 1], [1 : 0], [1 : 1]]$). If $[A] \in \text{PGL}_2(\overline{Q})$ is an automorphism such that the map $[A] \circ \Phi_a \circ [A]^{-1} = \Phi_b$ for some $b \in \mathbb{G}_m$, then either

$$([A][[0 : 1]], [A][[1 : 0]], [A][[1 : 1]]) = ([0 : 1], [1 : 0], [1 : 1])$$

or

$$([A](P_0), [A](P_1), [A](P_2)) = ([0 : 1], [1 : 0], [1 : 1]).$$

Hence we deduce that there are only six possibilities for the automorphism $[A] \in \text{PGL}_2(\overline{Q})$ and so there are only six possibilities for the map $\Phi_b$. □
To prove Theorem 1.6 we shall use the following result:

**PROPOSITION 5.2.** — Let \( \mathcal{I} \) be a given finite set of ideals of \( R_S \). Let \( n \) be a fixed positive integer. There exist only finitely many inequivalent \( n \)-tuples \((P_0, P_1, \ldots, P_{n-1})\) such that

\[
\mathcal{I}(P_i, P_j) \in \mathcal{I} \quad \text{for all distinct } 0 \leq i, j \leq n - 1,
\]

where the ideals \( \mathcal{I}(P_i, P_j) \) are those defined in (2.3).

This proposition is a generalization of Proposition 2 in [4] where the set \( \mathcal{I} \) contains only the ideal \( R_S \). Actually the techniques to prove these two propositions are the same. Therefore we give here a very brief proof, for the details see the proof in [4].

**Proof.** — Let \((P_0, P_1, \ldots, P_{n-1})\) be a \( n \)-tuple which satisfies (5.1). For every index \( 0 \leq i \leq (n - 1) \), since \( \mathcal{I} \) is a finite set of ideals, by the finiteness of the class number of \( R_S \), we can choose \((x_i, y_i) \in R_S^2\) as homogeneous coordinates representing the point \( P_i = [x_i : y_i] \), such that for all \( 0 \leq i, j \leq (n - 1) \) the equalities \( x_i y_j - x_j y_i = r_{i,j} u_{i,j} \) hold, where \( u_{i,j} \in R_S^* \) and \( r_{i,j} \) belong to a finite set which can be chosen only depending on \( S \) and \( \mathcal{I} \). To every \( n \)-tuple \((P_0, P_1, \ldots, P_{n-1})\), and for every index \( 0 \leq i \leq (n - 1) \), we associate the following binary form

\[
F(X, Y) = \prod_{0 \leq i \leq (n-1)} (x_i X - y_i Y)
\]

defining in this way a family of forms with discriminant

\[
D(F) = u \left( \prod_{0 \leq i < j \leq (n-1)} {r_{i,j}^2} \right)
\]

where \( u \) is a suitable \( S \)-unit.

There exists a finite set \( W \), only depending on \( S \), such that for every \( S \)-unit \( u \) we have that \( u = w \cdot v^{2n-2} \) for suitable \( w \in W \) and \( v \in R_S^* \). Therefore, for every cycle \((P_0, P_1, \ldots, P_{n-1})\) satisfying (5.1) there exists a \( S \)-unit \( v^{-1} \) such that by taking \((v^{-1} \cdot x_0, v^{-1} \cdot y_0)\) as homogeneous coordinates representing the point \( P_0 = [x_0 : y_0] \), we can assume that the discriminant of every binary form \( F(X, Y) \) defined above belongs to a finite set which only depends on \( S \) and \( \mathcal{I} \). Now it is sufficient to apply the result obtained by Birch and Merriman in [2] on the finiteness of the classes of binary forms with given degree and given discriminant. See [7] for an effective form of the Birch and Merriman’s result. \( \square \)

**Proof of Theorem 1.6.** — The case \( n \geq 4 \) is an immediate application of Theorem 1.2'.
Let \( n = 3 \). Let \((P_0, P_1, P_2)\) be a cycle in \( \mathbb{P}_1(K) \) for a quadratic rational map \( \Phi \) defined over \( K \) with good reduction outside \( S \). Let \([C] \in \text{PGL}_2(K)\) an automorphism which sends the ordered triple \((P_0, P_1, P_2)\) into the ordered triple \(([0 : 1], [1 : 0], [1 : 1])\). The ordered \( n \)-tuple \(([0 : 1], [1 : 0], [1 : 1])\) is a cycle for the quadratic rational map \([C] \circ \Phi \circ [C]^{-1}\). We set \( \Psi = [C] \circ \Phi \circ [C]^{-1} \) and \([A] = [C]^{-1}\). The rational map \( \Psi \) and the automorphism \([A] \) satisfy the hypothesis of Proposition 4.1. Furthermore \([A]([0 : 1]) = P_0 \) and \([A]([1 : 0]) = P_1 \). Let

\[
A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]

be a matrix in \( M_{2 \times 2}(R_S) \) which induces the automorphism \([A] \). We see immediately that \( v_p(\text{Disc}(A)) = v_p(ad - cb) - 2 \min \{v_p(a), v_p(b), v_p(c), v_p(d)\} \) and \( P_0 = [b : d] \) and \( P_1 = [a : c] \) so that

\[
v_p(\mathcal{J}_1) = v_p(\mathcal{J}(P_0, P_1)) = v_p(ad - cb) - \min \{v_p(a), v_p(c)\} - \min \{v_p(b), v_p(d)\}.
\]

In this way we have proved that \( v_p(\mathcal{J}_1) \leq v_p(\text{Disc}(A)) \). Since Proposition 4.1 tells us that there are only finitely many possibilities for the ideal \( \text{Disc}(A) \), the same holds also for the ideal \( \mathcal{J}_1 \). By [14, Proposition 6.1] we have that \( \mathcal{J}_1 = \mathcal{J}_2 \), hence there exists a finite set \( \mathcal{I} \) such that if \((P_0, P_1, P_2)\) is a cycle for a quadratic rational map defined over \( K \) with good reduction outside \( S \), then

\[
\mathcal{J}(P_i, P_j) \in \mathcal{I} \quad \text{for all distinct} \quad 0 \leq i \neq j \leq 2.
\]

By applying Proposition 5.2 we obtain that the set of classes of 3-cycles, for some quadratic rational maps defined over \( K \) with good reduction outside \( S \), is finite. \( \square \)
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