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1. Introduction

This paper is concerned with the partition of a Coxeter group $W$ (more specifically affine Weyl groups) into Kazhdan-Lusztig cells with respect to a weight function, following the general setting of Lusztig [14]. This is known to play an important role in the representation theory of the corresponding Hecke algebra, Lie algebra and group of Lie type.

In the case where $W$ is an integral and bounded Coxeter group (see [14, Chap. 1]) and $L$ is constant on the generators of $W$ (equal parameter case), there is an interpretation of the Kazhdan-Lusztig polynomials in terms of
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intersection cohomology (see [10]) which leads to many deep properties, for which no elementary proofs are known. For instance, the coefficients of the Kazhdan-Lusztig polynomials are non-negative integers. In that case, the left cells have been explicitly described for the affine Weyl groups of type \( \tilde{A}_r, r \in \mathbb{N} \) (see [13, 16]), ranks 2, 3 (see [1, 5, 12]) and types \( \tilde{B}_4, \tilde{C}_4 \) and \( \tilde{D}_4 \) (see [3, 17, 18]).

Much less is known for unequal parameters. Lusztig has formulated a number of precise conjectures in that case (see [14, §14, P1-P15]). The left cells have been explicitly described for the affine Weyl groups of type \( \tilde{A}_1 \) for any parameters ([14]) and \( \tilde{B}_2 \) when the parameters are coming from a graph automorphism ([2]). Note that the proof in the case \( \tilde{B}_2 \) involved the positivity property of the Kazhdan-Lusztig polynomials in the equal parameter case.

One of the few things which are known in the general case of unequal parameters, is the compatibility of the left cells with parabolic subgroups; see [6]. In a precise sense, any left cell of a parabolic subgroup can be “induced” to obtain a union of left cells of the whole group \( W \). The main observation of this paper is that the methods of [6] work in somewhat more general settings, so that we can “induce” from subsets of \( W \) which are not parabolic subgroups (see Section 3). This leads to our “Generalized Induction Theorem”.

We discuss two applications of this theorem. First we show the following result; see Section 4.

**Theorem 1.1.** — Let \( (W, S) \) be an arbitrary Coxeter system together with a weight function \( L \). Let \( W' \subseteq W \) be a bounded standard parabolic subgroup with generating set \( S' \) and let \( N \in \mathbb{N} \) be a bound for \( W' \). If \( L(t) > N \) for all \( t \in S - S' \) then the left cells (resp. two-sided cells) of \( W' \), considered as a proper Coxeter group, are left cells (resp. two-sided cells) of \( W \).

Then, we decompose the affine Weyl groups \( \tilde{G}_2 \) into left and two-sided cells for a whole class of weight functions. Namely, the ones which satisfy \( L(s_1) > 4L(s_2) = 4L(s_3) \) where

\[ \tilde{G}_2 := \langle s_1, s_2, s_3 \mid (s_1s_2)^6 = 1, (s_2s_3)^3 = 1, (s_1s_3)^2 = 1 \rangle. \]

We also determine the partial left (resp. two-sided) order on left (resp. two-sided) cells; see Section 6.
2. Hecke algebra and geometric realization of an affine Weyl group

2.1. Hecke algebra and Kazhdan-Lusztig cells

In this section, \((W, S)\) denotes an arbitrary Coxeter system. The basic reference is [14]. Let \(L\) be a weight function. Recall that a weight function on \(W\) is a function \(L : W \to \mathbb{Z}\) such that \(L(ww') = L(w) + L(w')\) whenever \(\ell(ww') = \ell(w) + \ell(w')\). In this paper, we shall only consider the case where \(L(w) > 0\) for all \(w \neq e\) (where \(e\) is the identity element of \(W\)). A weight function is completely determined by its values on \(S\) and must only satisfy \(L(s) = L(t)\) if \(s, t \in S\) are conjugate.

Let \(A = \mathbb{Z}[v, v^{-1}]\) and \(H\) be the Iwahori-Hecke algebra corresponding to \((W, S)\) with parameters \(\{L(s) \mid s \in S\}\). Thus \(H\) has an \(A\)-basis \(\{T_w \mid w \in W\}\), called the standard basis, with multiplication given by

\[
T_s T_w = \begin{cases} 
T_{sw}, & \text{if } sw > w, \\
T_{sw} + (v^{L(s)} - v^{-L(s)})T_w, & \text{if } sw < w,
\end{cases}
\]

(here, “<” denotes the Bruhat order) where \(s \in S\) and \(w \in W\). Let \(A_{<0} = v^{-1}\mathbb{Z}[v^{-1}]\) and \(A_{\leq 0} = \mathbb{Z}[v^{-1}]\). For \(x, y \in W\) we set

\[
T_x T_y = \sum_{z \in W} f_{x,y,z} T_z \quad \text{where } f_{x,y,z} \in A_{\leq 0}.
\]

We say that \(N \in \mathbb{N}\) is a bound for \(W\) if \(v^{-N}f_{x,y,z} \in A_{\leq 0}\) for all \(x, y, z\) in \(W\). If there exists such a \(N\), we say that \(W\) is bounded.

Let \(a \mapsto \overline{a}\) be the involution of \(A\) which takes \(v^n\) to \(v^{-n}\) for all \(n \in \mathbb{Z}\). We can extend it to a ring involution from \(H\) to itself with

\[
\sum_{w \in W} a_w T_w = \sum_{w \in W} \overline{a}_w T_{w^{-1}}, \quad \text{where } a_w \in A.
\]

For \(w \in W\) there exists a unique element \(C_w \in H\) such that

\[
\overline{C}_w = C_w \quad \text{and} \quad C_w = T_w + \sum_{y \in W \atop y < w} P_{y,w} T_w
\]

where \(P_{y,w} \in A_{\leq 0}\) for \(y < w\). In fact, the set \(\{C_w, w \in W\}\) forms a basis of \(H\), known as the Kazhdan-Lusztig basis. The elements \(P_{y,w}\) are called the Kazhdan-Lusztig polynomials. We set \(P_{w,w} = 1\) for any \(w \in W\).

Let \(w \in W\) and \(s \in S\), we have the following multiplication formula

\[
C_s C_w = \begin{cases} 
C_{sw} + \sum_{z : s z < z < w} M_{z,w} s C_z, & \text{if } w < sw, \\
(v_s + v_s^{-1})C_w, & \text{if } sw < w,
\end{cases}
\]
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where $M_{z,w}^s \in A$ satisfies
\[
M_{y,w}^s = M_{y,w}^s,
\]
\[
\left( \sum_{z:y \leq z < w; sz < z} P_{y,z} M_{z,w}^s \right) - v_s P_{y,w} \in A_{<0}.
\]
It is shown in [14, Proposition 6.4] that $M_{y,w}^s$ is a $\mathbb{Z}$-linear combination of $v^n$ such that $-L(s) + 1 \leq n \leq L(s) - 1$.

We have a similar formula for the multiplication on the right by $C_s$, we obtain some polynomials $M_{z,w}^{s,r}$ which satisfy
\[
M_{z,w}^{s,r} = M_{z,w}^s - 1 - M_{z,w}^{s-1,1}.
\]

The multiplication rule between the standard basis and the Kazhdan-Lusztig basis is as follows
\[
T_s C_w = \begin{cases} 
C_{sw} - v^{-L(s)} C_w + \sum_{z:sz < z < w} M_{z,w}^s C_z, & \text{if } w < sw, \\
v^{L(s)} C_w, & \text{if } sw < w.
\end{cases}
\]

Let $y, w \in W$. We write $y \leftarrow_L w$ if there exists $s \in S$ such that $C_y$ appears with a non-zero coefficient in the expression of $T_s C_w$ (or equivalently $C_s C_w$) in the Kazhdan-Lusztig basis. The Kazhdan-Lusztig left pre-order $\leq_L$ on $W$ is the transitive closure of this relation. One can see that
\[
HC_w \subseteq \sum_{y \leq_L w} AC_y \text{ for any } w \in W.
\]
The equivalence relation associated to $\leq_L$ will be denoted by $\sim_L$ and the corresponding equivalence classes are called the left cells of $W$. Similarly, we define $\leq_R$, $\sim_R$ and right cells. We say that $x \leq_{LR} y$ if there exists a sequence
\[
x = x_0, x_1, ..., x_n = y
\]
such that for all $1 \leq i \leq n$ we have $x_{i-1} \leftarrow_L x_i$ or $x_{i-1} \leftarrow_R x_i$. We write $\sim_{LR}$ for the associated equivalence relation and the equivalence classes are called two-sided cells. One can see that
\[
HC_w H \subseteq \sum_{y \leq_{LR} w} AC_y \text{ for any } w \in W.
\]
The pre-order $\leq_L$ (resp. $\leq_{LR}$) induces a partial order on the left (resp. two-sided) cells of $W$.

For $w \in W$ we set $L(w) = \{ s \in S | sw < w \}$ and $R(w) = \{ s \in S | w > ws \}$. It is shown in [14, §8] that if $y \leq_L w$ then $R(w) \subseteq R(y)$. Similarly, if $y \leq_R w$ then $L(w) \subseteq L(y)$.

We now introduce a definition.

ANNALES DE L’INSTITUT FOURIER
**Definition 2.1.** — Let $\mathcal{B}$ be a subset of $W$. We say that $\mathcal{B}$ is a left ideal of $W$ if and only if the $A$-submodule of $\mathcal{H}$ generated by $\{C_w | w \in \mathcal{B}\}$ is a left ideal. Similarly one can define right and two-sided ideals of $W$.

**Remark 2.2.** — Here are some straightforward consequences of this definition:
- Let $\mathcal{B}$ be a left ideal and let $w \in \mathcal{B}$. We have $\mathcal{H}C_w \subseteq \sum_{y \in \mathcal{B}} AC_y$.
- In particular, if $y \leq_L w$ then $y \in \mathcal{B}$ and $\mathcal{B}$ is a union of left cells.
- A union of left ideals of $W$ is a left ideal.
- An intersection of left ideals is a left ideal.
- A left ideal which is stable by taking the inverse is a two-sided ideal. In particular it is a union of two-sided cells.

**Example 2.3.** — Let $J$ be a subset of $S$. We set $R_J := \{w \in W | J \subseteq R(w)\}$ and $L_J := \{w \in W | J \subseteq L(w)\}$.

Then the set $R_J$ is a left ideal of $W$. Indeed let $w \in R_J$ and $y \in W$ be such that $y \leq_L w$. Then we have $J \subseteq R(w) \subseteq R(y)$ and $y \in R_J$. Similarly one can see that $L_J := \{w \in W | J \subseteq L(w)\}$ is a right ideal of $W$.

### 2.2. A geometric realization

In this section, we present a geometric realization of an affine Weyl group. The basic references are [2, 11, 19].

Let $V$ be an euclidean space of finite dimension $r \geq 1$. Let $\Phi$ be an irreducible root system of rank $r$ and $\check{\Phi} \subseteq V^*$ be the dual root system. We denote the coroot corresponding to $\alpha \in \Phi$ by $\check{\alpha}$ and we write $\langle x, y \rangle$ for the value of $y \in V^*$ at $x \in V$. Fix a set of positive roots $\Phi^+ \subseteq \Phi$. Let $W_0$ be the Weyl group of $\Phi$. For $\alpha \in \Phi^+$ and $n \in \mathbb{Z}$, we define a hyperplane

$$H_{\alpha,n} = \{x \in V | \langle x, \check{\alpha} \rangle = n\}.$$ 

Let

$$\mathcal{F} = \{H_{\alpha,n} | \alpha \in \Phi^+, n \in \mathbb{Z}\}.$$ 

Any $H \in \mathcal{F}$ defines an orthogonal reflection $\sigma_H$ with fixed point set $H$. We denote by $\Omega$ the group generated by all these reflections, and we regard $\Omega$ as acting on the right on $V$. An alcove is a connected component of the set

$$V - \bigcup_{H \in \mathcal{F}} H.$$
Ω acts simply transitively on the set of alcoves $X$.

Let $S$ be the set of $\Omega$-orbits in the set of faces (codimension 1 facets) of alcoves. Then $S$ consists of $r + 1$ elements which can be represented as the $r + 1$ faces of an alcove. If a face $f$ is contained in the orbit $t \in S$, we say that $f$ is of type $t$.

Let $s \in S$. We define an involution $A \rightarrow sA$ of $X$ as follows. Let $A \in X$; then $sA$ is the unique alcove distinct from $A$ which shares with $A$ a face of type $s$. The set of such maps generates a group of permutations of $X$ which is a Coxeter group $(W, S)$. In our case, it is the affine Weyl group usually denoted $\tilde{W}_0$. We regard $W$ as acting on the left on $X$. It acts simply transitively and commutes with the action of $\Omega$.

Let $A_0$ be the fundamental alcove defined by

$$A_0 = \{ x \in V \mid 0 < \langle x, \tilde{a} \rangle < 1 \text{ for all } \alpha \in \Phi^+ \}.$$ 

We illustrate this realization in Figure 2.1 in the case where $W$ is an affine Weyl group of type $\tilde{G}_2$

$$W := \langle s_1, s_2, s_3 \mid (s_1s_2)^6 = 1, (s_2s_3)^3 = 1, (s_1s_3)^2 = 1 \rangle.$$

The thick arrows represent the set of positive roots $\Phi^+$, $zA_0$ and $yA_0$ are the image of the fundamental alcove $A_0$ under the action of $y = s_2s_1s_2s_1s_2s_3 \in W$ and $z = s_3s_2s_1s_2s_1s_2 \in W$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure21.png}
\caption{Geometric realization of $\tilde{G}_2$}
\end{figure}
3. Generalized induction of left cells

3.1. Main result

Let \((W, S)\) be a Coxeter group together with a weight function \(L\). Let \(\mathcal{H}\) be the associated Iwahori-Hecke algebra. In this section, we want to generalize the results of [6] on the induction of left cells.

We consider a subset \(U \subseteq W\) and a collection \(\{X_u \mid u \in U\}\) of subsets of \(W\) satisfying the following conditions

1. for all \(u \in U\), we have \(e \in X_u\),
2. for all \(u, v \in U\) and \(x \in X_u\) we have \(\ell(xu) = \ell(x) + \ell(u)\),
3. for all \(u, v \in U\) such that \(u \neq v\) we have \(X_u \cap X_v = \emptyset\),
4. the submodule \(M := \langle T_x C_u \mid u \in U, \ x \in X_u \rangle_\mathcal{A} \subseteq \mathcal{H}\) is a left ideal,
5. for all \(u \in U, \ x \in X_u\) and \(u_1 < u\) we have

\[ P_{u_1, u} T_x T_{u_1} \text{ is an } \mathcal{A}_{<0}-\text{linear combination of } T_z. \]

Let \(u \in U\) and \(x \in X_u\). We have

\[ T_x C_u = T_{xu} + \text{an } \mathcal{A}-\text{linear combination of } T_z \text{ with } \ell(z) < \ell(xu). \]

Since the set \(\{T_w \mid w \in W\}\) is a basis of \(\mathcal{H}\), using \(I3\), one can see that \(B = \{T_x C_u \mid u \in U, \ x \in X_u\}\) is a basis of \(M\).

Let \(u \in U\) and \(z \in W\). Using \(I1, I4\) and the fact that \(B\) is a basis of \(M\), we can write

\[ T_z C_u = \sum_{u \in U, x \in X_u} a_{x, u} T_x C_u \text{ for some } a_{x, u} \in \mathcal{A}. \]

Let \(\preceq\) be the relation on \(U\) defined as follows. Let \(u, v \in U\). We write \(v \preceq u\) if there exist \(x \in W\) and \(z \in X_v\) such that \(T_z C_v\) appears with a non-zero coefficient in the expression of \(T_x C_u\) in the basis \(B\). We still denote by \(\preceq\) the pre-order induced by this relation (i.e the transitive closure). Since \(C_u \in M\), we have

\[ \mathcal{H}C_u = \sum_{v \preceq u, z \in X_v} \mathcal{A}T_z C_v. \]

Remark 3.1. — If we choose \(U = W\) and \(X_w = \{e\}\) for all \(w \in W\), the pre-order \(\preceq\) is the left pre-order \(\preceq_L\) on \(W\).

We are now ready to state the main result of this section.

**Theorem 3.2.** — Let \(U\) be a subset of \(W\) and \(\{X_u \mid u \in U\}\) be a collection of subsets of \(W\) satisfying conditions \(I1–I5\). Let \(U \subseteq U\) be such that

\[ v \preceq u \in U \implies v \in U. \]
Then, the set
\[ \{ xu | u \in U, x \in X_u \} \]
is a left ideal of \( W \).

The proof of this theorem will be given in the next section. We have the following corollary.

**Corollary 3.3.** — Let \( C \) be an equivalence class on \( U \) with respect to \( \preceq \). Then the subset \( \{ xu | u \in C, x \in X_u \} \) of \( W \) is a union of left cells.

**Proof.** — Let \( v \in C, y \in X_v \) and \( z \in W \) be such that \( z \sim_L yv \). Consider the set \( U = \{ u \in U | u \preceq v \} \). Then \( U \) satisfies the requirement of Theorem 3.2, thus \( \mathcal{B} := \{ xu | u \in U, x \in X_u \} \) is a left ideal of \( W \). Since \( z \leq_L yv \) and \( yv \in \mathcal{B} \), there exist \( u_z \in U \) and \( x \in X_{u_z} \) such that \( z = xu_z \) and \( u_z \preceq v \).

We also have \( yv \leq_L xu_z \). Applying the same argument as above to the set \( \{ u \in U | u \preceq u_z \} \) yields that there exists \( u_y \in U \) and \( w \in X_{u_y} \) such that \( yv = wu_y \) and \( u_y \preceq u_z \). By condition \( \text{I3} \), we see that \( u_y = v \). Thus \( u_z \in \mathcal{C} \) and the result follows. \( \square \)

**Remark 3.4.** — In \([6]\), Geck proved the following theorem, where \((W, S)\) is an arbitrary Coxeter system.

**Theorem 3.5.** — Let \( W' \subseteq W \) be a parabolic subgroup of \( W \) and let \( X' \) be the set of all \( w \in W \) such that \( w \) has minimal length in the coset \( wW' \). Let \( \mathcal{C} \) be a left cell of \( W' \). Then \( X' \mathcal{C} \) is a union of left cells of \( W \).

Let \( U = W' \) and for all \( w \in W' \) let \( X_w = X' \). We claim that this theorem is a special case of Theorem 3.2 and Corollary 3.3. Indeed, conditions \( \text{I1} – \text{I3} \) and \( \text{I5} \) are clearly satisfied. Condition \( \text{I4} \) is a straightforward consequence of Deodhar’s lemma; see \([6, \text{Lemma 2.2}]\). Hence, it is sufficient to show that the pre-order \( \preceq \) on \( U = W' \) coincides with the Kazhdan-Lusztig left pre-order defined with respect to \( W' \) (denoted \( \leq'_L \)) and the corresponding parabolic subalgebra \( \mathcal{H}' := \langle T_w | w \in W' \rangle_A \subseteq \mathcal{H} \). In other words, we need to show the following
\[ u \leq'_L v \iff u \preceq v. \]

Let \( u, v \in W' \) such that \( u \leq'_L v \). We may assume that there exists \( s \in S' \) (where \( S' \) is the generating set of \( W' \)) such that
\[ T_s C_v = \sum_{w \in W'} a_{w,v} C_w \quad \text{where } a_{w,v} \in A \text{ and } a_{w,v} \neq 0. \]

Since \( C_w \in \mathcal{B} \) for all \( w \in W' \), this is the expression of \( T_s C_v \) in \( \mathcal{B} \), which shows that \( u \preceq v \).
Conversely, let \( u, v \in W' \) such that \( u \preceq v \). We may assume that there exist \( z \in W \) and \( x \in X' \) such that
\[
T_z C_v = \sum_{w \in W', y \in X'} a_{yw,zv} T_y C_w \quad \text{where } a_{yw,zv} \in A \text{ and } a_{zu,zv} \neq 0.
\]
We can write uniquely \( z = z_1 z_0 \) where \( z_0 \in W' \), \( z_1 \in X' \) and \( \ell(z) = \ell(z_0) + \ell(z_1) \). Then, we have
\[
T_z C_v = T_{z_1} (T_{z_0} C_v) = T_{z_1} \left( \sum_{w \in W', w \leq_L v} a_{w,v} C_w \right) = \sum_{w \in W', w \leq_L v} a_{w,v} T_{z_1} C_w
\]
and this is the expression of \( T_z C_v \) in the basis \( B \). We assumed that \( T_x C_u \) appears with a non-zero coefficient, thus \( u \preceq_L v \) as desired.

### 3.2. Proof of Theorem 3.2

We keep the setting of the last section and we introduce the following relation. Let \( u, v \in U \), \( x \in X_u \) and \( y \in X_v \). We write \( xu \sqsubseteq yv \) if \( xu < yv \) (Bruhat order) and \( u \preceq v \). We write \( xu \sqsubseteq yv \) if \( xu \sqsubset yv \) or \( x = y \) and \( u = v \).

The main reference is the proof of [6, Theorem 1].

**Lemma 3.6.** — Let \( v \in U \), \( y \in X_u \). We have
\[
T_{y^{-1}}^{-1} C_v = \sum_{u \in U, x \in X_u} r_{xu,yv} T_x C_u
\]
where \( r_{yv,yv} = 1 \) and \( r_{xu,yv} = 0 \) unless \( xu \sqsubseteq yv \).

**Proof.** — Let \( v \in U \) and \( y \in X_v \). We have
\[
T_{y^{-1}}^{-1} = T_y + \sum_{z < y} R_{z,y} T_z
\]
where \( R_{z,y} \in A \) are the usual \( R \)-polynomials as defined in [14, §4.3]. We obtain
\[
T_{y^{-1}}^{-1} C_v = \left( T_y + \sum_{z < y} R_{z,y} T_z \right) C_v = T_y C_v + \sum_{z < y} R_{z,y} T_z C_v.
\]

Now we also have
\[
T_z C_v = A\text{-linear combination of } T_z C_u \text{ where } u \preceq v \text{ and } x \in X_u.
\]
We still have to show that if $T_x C_u$ appears in this sum then $x u < y v$. This comes from the fact that $T_z C_v$, expressed in the standard basis, is an $A$-linear combination of term of the form $T_{w_0, w_1}$ where $w_0 \leq z$ and $w_1 \leq v$. In particular, since $z < y$ we have $w_0 w_1 < y v$. Then, expressing the right hand side of the equality in the standard basis, one can see that we must have $x u < y v$ if $T_x C_u$ appears with a non-zero coefficient.

Finally, by definition of $\sqsubseteq$, we see that

$$T_{y^{-1}} C_v = T_y C_v + \sum_{x u \sqsubseteq y v} \tau_{x u, y v} T_x C_u.$$

The result follows.

\[\square\]

**Lemma 3.7.** — Let $u, v \in U$, $x \in X_u$ and $y \in X_v$. Then

$$\sum_{w \in U, z \in X_w \atop x u \sqsubseteq z w \sqsubseteq y v} \tau_{x u, z w} r_{z w, y v} = \delta_{x, y} \delta_{u, v}.$$

**Proof.** — Since the map $h \mapsto \overline{h}$ is an involution and $C_v = \overline{C_v}$, we have

$$T_y C_v = \overline{T_{y^{-1}} C_v}$$

$$= \sum_{w \in U, z \in X_w} \tau_{z w, y v} T_z C_w$$

$$= \sum_{w \in U, z \in X_w} r_{z w, y v} T_{z^{-1}} C_w$$

$$= \sum_{w \in U, z \in X_w} r_{z w, y v} \left( \sum_{u \in U, x \in X_u} \tau_{x u, z w} T_x C_u \right)$$

$$= \sum_{u \in U, x \in X_u} \left( \sum_{w \in U, z \in X_w} \tau_{x u, z w} r_{z w, y v} \right) T_x C_u.$$

Since $B$ is a basis of $\mathcal{M}$, using Lemma 3.6 and comparing the coefficients yield the desired result.

\[\square\]

**Proposition 3.8.** — Let $v \in U$ and $y \in X_v$. We have

$$C_{y v} = T_y C_v + \sum_{u \in U, x \in X_u \atop x u \sqsubseteq y v} p_{x u, y v}^* T_x C_u$$

where $p_{x u, y v}^* \in A_{< 0}$.

**Proof.** — By Lemma 3.7, there exists a unique family $(p_{x u, y v}^*)_{x u \sqsubseteq y v}$ of polynomials in $A_{< 0}$ such that

$$C_{y v} := T_y C_v + \sum_{u \in U, x \in X_u \atop x u \sqsubseteq y v} p_{x u, y v}^* T_x C_u.$$
is stable under the $\bar{$\iota$}$ involution; see [4, p. 214], it contains a general setting to include the argument in [6, Proposition 3.3] or in [14, Theorem 5.2].

Moreover, we have

$$\tilde{C}_{yv} = T_y C_v + \sum_{u \in U, x \in X_u} p^*_{xu,yv} T_x C_u$$

$$= T_y \left( T_v + \sum_{v_1 < v} P_{v_1,v} T_{v_1} \right) + \sum_{u \in U, x \in X_u} p^*_{xu,yv} T_x \sum_{u_1 \leq u} P_{u_1,u} T_{u_1}$$

$$= T_{yv} \left( \sum_{v_1 < v} P_{v_1,v} T_{yT_{v_1}} \right) + \sum_{u \in U, x \in X_u} \sum_{u_1 \leq u} p^*_{xu,yv} P_{u_1,u} T_x T_{u_1}.$$

By condition I5, all the terms $P_{v_1,v} T_{yT_{v_1}}$ occurring in the first sum and all the terms $p^*_{xu,yv} P_{u_1,u} T_x T_{u_1}$ occurring in the second sum are $\mathcal{A}_{<0}$-linear combinations of $T_z$ with $\ell(z) < \ell(yv)$. Thus

$$\tilde{C}_{yv} = T_{yv} + \text{ an } \mathcal{A}_{<0}\text{-linear combination of } T_z \text{ with } \ell(z) < \ell(yv)$$

and by definition and unicité of the Kazhdan-Lusztig basis, this implies that $\tilde{C}_{yv} = C_{yv}$. $\square$

Let $\mathcal{U} \subseteq U$ be as in Theorem 3.2. By definition of $\preceq$ one can see that

$$\mathcal{M}_\mathcal{U} := \langle T_y C_v \mid v \in \mathcal{U}, y \in X_v \rangle_{\mathcal{A}} \subseteq \mathcal{H}$$

is a left ideal.

**Corollary 3.9.** —

$$\mathcal{M}_\mathcal{U} = \langle C_{yv} \mid v \in \mathcal{U}, y \in X_v \rangle_{\mathcal{A}}.$$  

**Proof.** — Let $v \in \mathcal{U}$ and $y \in X_v$, using the previous proposition, we see that

$$C_{yv} = T_y C_v + \sum_{u \in \mathcal{U}, x \in X_u} p^*_{xu,yv} T_x C_u.$$

Thus $C_{yv} \in \mathcal{M}_\mathcal{U}$. Now, a straightforward induction on the order relation $\preceq$ yields

$$T_y C_v = C_{yv} + \text{ an } \mathcal{A}\text{-linear combination of } C_{xu}$$

where $u \in \mathcal{U}, x \in X_u$ and $xu \subseteq yv$.

This yields the desired assertion. $\square$
We can now prove Theorem 3.2. Let \( U \) be a subset of \( U \) such that
\[
v \preceq u \in U \implies v \in U.\]
Then \( \mathcal{M}_U = \langle TzCw \mid w \in U, z' \in X_w \rangle_{\mathcal{A}} \subseteq \mathcal{H} \) is a left ideal. We want to show that the set \( \mathcal{B} := \{ yv \mid v \in U, y \in X_v \} \) is a left ideal of \( W \).

Let \( v \in U, y \in X_v \) and \( z \in W \) be such that \( z \preceq_L yv \). We may assume that there exists \( s \in S \) such that \( Cz \) appears with a non-zero coefficient in the expression of \( TsCyv \) in the Kazhdan-Lusztig basis. By Corollary 3.9, we have \( Cyv \in M_U \). Since \( M_U \) is a left ideal we have \( TsCyv \in M_U \). Thus, using Corollary 3.9 once more, we have
\[
TzCyv = \sum_{u \in U, x \in X_u} axu, yv C xu \quad \text{where} \quad axu, yv \in \mathcal{A}
\]
and this is the expression of \( TsCyv \) in the Kazhdan-Lusztig basis. The fact that \( Cz \) appears with a non-zero coefficient in that expression implies that \( z = xu \) for some \( u \in U \) and \( x \in X_u \). Thus \( z \in \mathcal{B} \), as desired. \( \square \)

4. Cells in certain parabolic subgroups

The aim of this section is to prove Theorem 1.1. We will actually prove a stronger result. Let \((W, S)\) be an arbitrary Coxeter system. For \( J \subseteq S \), we denote by \( X_J \) the set of minimal left coset representatives with respect to the subgroup generated by \( J \). Recall that \( \mathcal{R}^J = \{ w \in W \mid J \subseteq \mathcal{R}(w) \} \).

Let \( W' \subseteq W \) be a standard parabolic subgroup with generating set \( S' \). Furthermore, assume that \((W', S')\) is bounded by \( N \in \mathbb{N} \).

**Theorem 4.1.** — Let \( t \in S - S' \) be such that \( L(t) > N \). Then
\[
\{ w \in W \mid w = yw', y \in \mathcal{R}^t \cap X_{S'}, w' \in W' \}
\]
is a left ideal of \( W \).

**Remark 4.2.** — This theorem implies Theorem 1.1. Indeed, assume that, for all \( t \in S - S' \) we have \( L(t) > N \). Then
\[
\bigcup_{t \in S - S'} \{ w \in W \mid w = yw', y \in \mathcal{R}^t \cap X_{S'}, w' \in W' \} = W - W'
\]
is a left ideal of \( W \). Furthermore, since it is stable by taking the inverse, it’s a two-sided ideal. Thus \( W - W' \) is a union of cells and so is \( W' \). Let \( y, w \in W' \) be such that \( y \preceq_L w \) in \( W \). Then using Theorem 3.5, one can easily see that \( y \preceq_L w \) in \( W' \). Similarly, if \( y \preceq_R w \) in \( W \) then \( y \preceq_R w \) in \( W' \). The theorem follows.
Until the end of this section, we fix \( t \in S - S' \) such that \( L(t) > N \). Let \( U = tW' \). For \( u \in U \) let

\[
X_u = (R^{\{t\}} \cap X_{S'})t.
\]

We want to apply Theorem 3.2 to the set \( U \). One can directly check that conditions I1–I3 hold. In order to check conditions I4–I5 we need some preliminary lemmas. We denote by \( \mathcal{H}' \) the Hecke algebra associated to \( (W', S') \) and the weight function \( L \) (more precisely the restriction of \( L \) to \( S' \)).

**Lemma 4.3.** — Let \( w' \in W' \). We have

\[
C_tC_{w'} = C_{tw'} \quad \text{and} \quad T_tC_{w'} = C_{tw'} - v^{-L(t)}C_{w'}
\]

*Proof.* — We know that

\[
C_tC_{w'} = C_{tw'} + \sum_{tz < z < w'} M_{z,w'}tz C_z,
\]

\[
T_tC_{w'} = C_{tw'} - v^{-L(t)}C_{w'} + \sum_{tz < z < w'} M_{z,w'}tz C_z.
\]

But \( z < w' \) implies that \( z \in W' \), thus we cannot have \( tz < z \). The result follows. \( \Box \)

**Remark 4.4.** — Let \( s' \in S' \). Since \( L(t) \neq L(s') \), the order of \( s't \) has to be even or infinite (otherwise, \( s' \) and \( t \) would be conjugate and \( L(s') = L(t) \)).

**Lemma 4.5.** — Let \( s' \in S' \) and \( w \in W' \). Let \( m \in \mathbb{N} \) be such that \( m \) is less than or equal to the order of \( s't \). We have

\[
T_{(s't)^m}C_w = \sum_{w' \in W'} \sum_{i=0}^{m-1} a_{w',i}T_{(s't)^i}s'C_{tw'} + h'_m
\]

where \( a_{w',i} \in \mathcal{A} \) and \( h'_m \in \mathcal{H}' \), and

\[
T_{(ts')^m}C_w = \sum_{w' \in W'} \sum_{i=0}^{m-1} b_{w',i}T_{(ts')^i}C_{tw'} + h''_m
\]

where \( b_{w',i} \in \mathcal{A} \) and \( h''_m \in \mathcal{H}' \). Furthermore, \( h'_m = h''_m \).

*Proof.* — The first two equalities come from a straightforward induction. It is clear that \( h_0 = h'_0 = C_w \). Even though it is not necessary, let us do the case \( m = 1 \) to show how the multiplication process works. We have

\[
T_{s'C_w} = \sum_{w' \in W'} a_{w'}C_{w'} \quad \text{for some} \quad a_{w'} \in \mathcal{A}.
\]
Thus we obtain (using the previous lemma)
\[ T_{s't}C_{w'} = T_{s'C_{tw'}} - v^{-L(t)} \sum_{w' \in W'} a_{w'C_{w'}} \]
and
\[ T_{ts'C_{w'}} = \sum_{w' \in W'} a_{w'C_{tw'}} - v^{-L(t)} \sum_{w' \in W'} a_{w'C_{w'}}. \]
It follows that
\[ h'_1 = -v^{-L(t)} \sum_{w' \in W'} a_{w'C_{w'}} = h''_1. \]
Now, by induction, one can see that
\[ h'_m = -v^{-L(t)} T_{s'h'_{m-1}} \in \mathcal{H}' \]
and
\[ h''_m = -v^{-L(t)} T_{s'h'_{m-1}} \in \mathcal{H}'. \]
The result follows. □

**Proposition 4.6.** — The submodule
\[ \mathcal{M} := \langle T_x C_u \mid u \in U, \ x \in X_u \rangle_A \subseteq \mathcal{H} \]
is a left ideal.

**Proof.** — Let \( z \in W, u \in U \) and \( x \in X_u \). We need to show that \( T_z T_x C_u \in \mathcal{M} \). Since \( T_z T_x \) is an \( A \)-linear combination of \( T_y \) (\( y \in W \)), it is enough to show that \( T_y C_u \in \mathcal{M} \) for all \( y \in W \) and \( u \in U \).

We proceed by induction on \( \ell(y) \). If \( \ell(y) = 0 \), then the result is clear.

Assume that \( \ell(y) > 0 \). We may assume that \( y \notin X_u \). Let \( w' \in W' \) such that \( u = tw' \). Recall that \( X_u = (R \{ t \} \cap X_{S'})t \).

Suppose that \( yt < y \), then we have
\[ T_y C_{tw'} = T_{yt} T_t C_{tw'} = v^{-L(t)} T_{yt} C_{tw'} \in \mathcal{M} \]
by induction.

Suppose that \( yt > y \). Since \( yt \in R \{ t \} \) and \( yt \notin R \{ t \} \cap X_{S'} \), there exists \( s' \in S' \) such that \( (yt)s' < yt \). Let \( 2n \) be the order of \( ts' \) (it has to be finite in that case). One can see that there exists \( y_0 \) (with \( \ell(y_0) < \ell(y) \)) such that \( yt = y_0 (ts')^n \).

Using Lemma 4.3 and the relation \( C_t = T_t + v^{-L(t)} T_e \) we see that
\[ C_{tw'} = C_{tC_{w'}} = T_tC_{w'} + v^{-L(t)} C_{w'}. \]
Since \( s' \in S' \) and \( w' \in W' \) we have
\[ T_{s'C_{w}} = \sum_{w_i \in W'} a_{w_i} C_{w_i} \quad \text{for some} \ a_{w_i} \in A. \]
Thus we get
\[T_y C_{tw'} = T_{y_1} C_{w'} + v^{-L(t)} T_y C_{w'}\]
\[= T_{y_0} (T_{(s')^n} C_{w'} + v^{-L(t)} T_{y_0} (s't)^{n-1}s'C_{w'})\]
\[= T_{y_0} \left( T_{(s')^n} T_t \sum_{w_i \in W'} a_{w_i} C_{w_i} + v^{-L(t)} T_{(s't)^{n-1}} \sum_{w_i \in W'} a_{w_i} C_{w_i} \right)\]
\[= \sum a_{w_i} T_{y_0} (T_{(s')^n} C_{tw_i}) + v^{-L(t)} T_{y_0} \sum a_{w_i} (T_{(s't)^{n-1}} C_{w_i} - T_{(s't)^{n-1}} C_{w_i}).\]
By induction we see that
\[\sum a_{w_i} T_{y_0} (T_{(s')^n} C_{tw_i}) \in \mathcal{M}.\]
Lemma 4.5 implies that
\[T_{(s't)^{n-1}} C_{w} - T_{(s't)^{n-1}} C_{w'}\]
is an $A$-linear combination of terms of the form $T_{(s't)^{n}s'} C_{tw'}$ and $T_{(s't)^{n}} C_{tw'}$, for some $tw' \in U$ and $m \leq n - 2$ (it is 0 if $n = 1$). Thus it follows by induction that
\[T_{y_0} \sum a_{w_i} (T_{(s't)^{n-1}} C_{w_i} - T_{(s't)^{n-1}} C_{w_i}) \in \mathcal{M}\]
as required.

\[\square\]

**Proposition 4.7.** — For all $u \in U$, $u_1 < u$ and $y \in X_u$ we have
\[P_{u_1, u} T_y T_{u_1} \text{ is an } A_{<0}-\text{linear combination of } T_z.\]

**Proof.** — Let $u = tw' \in U$, $u_1 < u$ and $y \in X_u$. One can see that we have either $u_1 \in W'$ (then $u_1 \leq w'$) or there exists $w \in W'$ such that $u_1 = tw$ and $w < w'$.
Assume that $u_1 \in W'$. Then $tu_1 > u_1$ and we have (using ([14, Theorem 6.6]))
\[P_{u_1, u} = P_{u_1, tw'} = v^{-L(t)} P_{tu_1, tw'} \in v^{-L(t)} A_{\leq 0}.\]
Furthermore, the degree of the polynomials occurring in the decomposition of $T_y T_{u_1}$ in the standard basis is at most $N$. Indeed, let $y' \in X_{S'}$ and $v \in W'$ be such that $y = y' v$. Then we have
\[T_y T_{u_1} = T_{y'} T_{v T_{u_1}}\]
\[= T_{y'} \sum_{u' \in W'} f_{v, u_1, u'} T_{u'}\]
\[= \sum_{u' \in W'} f_{v, u_1, u'} T_{y' u'}.\]
and since $W'$ is bounded by $N$, the degree of $f_{v,u_1,w'}$ is less than or equal to $N$. Thus, since $L(t) > N$, we get the result in that case.

Assume that $u_1 = tw$ $(w \in W')$. Then, since $y \in (R^{(t)} \cap X_{S'})t$, we see that $\ell(yu_1) = \ell(y) + \ell(u_1)$ and $T_y T_{u_1} = T_{yu_1}$. The result follows. $\square$

We are now ready to prove Theorem 4.1. Conditions 14 and 15 follow respectively from Proposition 4.6 and 4.7. Applying Theorem 3.2 yields that

$$\{ xu \mid u \in U, x \in X_u \} = \{ w \in W \mid w = yw', y \in R^{(t)} \cap X_{S'}, w' \in W' \}$$

is a left ideal of $W$.


Example 4.8. — Let $W$ be of type $G_2$ with presentation as follows

$$W := \langle s_1, s_2, s_3 \mid (s_1s_2)^6 = 1, (s_2s_3)^3 = 1, (s_1s_3)^2 = 1 \rangle$$

and let $L$ be a weight function on $W$. The longest element of the subgroup $W'$ generated by $s_2, s_3$ is $w_0 = s_2s_3s_2$ and $L(w_0) = 3L(s_2)$. One can easily check that $3L(s_2)$ is a bound for $W'$, thus if $L(s_1) > 3L(s_2)$ we can apply Theorem 1.1. We obtain that the following sets (which are the cells of $W'$):

$$\{ e \} \cup \{ s_2, s_3s_2 \} \cup \{ s_3, s_2s_3 \} \cup \{ w_0 \} \quad \text{(left cells)}$$

$$\{ e \} \cup \{ s_2, s_3, s_3s_2, s_2s_3 \} \cup \{ w_0 \} \quad \text{(two-sided cells)}$$

are left cells (resp. two-sided cells) of $W$.


5. Miscellaneous

In this section $(W, S)$ denotes an arbitrary Coxeter system and $L$ a positive weight function on $W$. We give a number of lemmas which will be needed later on.

Lemma 5.1. — Let $S' \subseteq S$ be such that

1. for all $s'_1, s'_2 \in S'$, we have $L(s'_1) = L(s'_2)$,
2. for all $t \in S - S'$ and $s' \in S'$ we have $L(t) > L(s')$.

Let $y, w \in W$ and $s' \in S$ be such that $s' y < y < w < s' w$. Then if $M_{y,w}^{s'} \neq 0$, we have either $L(w) \subseteq L(y)$ or there exists $s \in S'$ such that $w = sy$, in which case $M_{y,w}^{s'} = 1$.

Proof. — We proceed by induction on $\ell(w) - \ell(y)$. Assume first that $\ell(w) - \ell(y) = 1$. Since $s' y < y$ and $s' w > w$ one can see that there exist $s \in S$ such that $s \neq s'$ and $w = sy$. In that case we have

$$M_{y,w}^{s'} = \begin{cases} 0, & \text{if } L(s) > L(s'), \\ 1, & \text{if } L(s) = L(s'). \end{cases}$$
Thus if $M_{z,w}^{s'} \neq 0$ we must have $s \in S'$.
Assume that $\ell(w) - \ell(y) > 1$ and that $\mathcal{L}(w) \nsubseteq \mathcal{L}(y)$. Let $s \in S$ be such that $s \in \mathcal{L}(w)$ and $s \notin \mathcal{L}(y)$. We have

$$M_{y,w}^{s'} + \sum_{z:y < z < w, s' < z} P_{y,z} M_{z,w}^{s'} - v_{s'} P_{y,w} \in A_{< 0}.$$ 

Thus in order to show that $M_{y,w}^{s'} = 0$ it is enough to show that

$$\sum_{z:y < z < w, s' < z} P_{y,z} M_{z,w}^{s'} - v_{s'} P_{y,w} \in A_{< 0}.$$ 

Let $z \in W$ be such that $M_{z,w}^{s'} \neq 0$. By induction we have either $M_{z,w}^{s'} = 1$ or $\mathcal{L}(w) \subseteq \mathcal{L}(z)$. In the first case we have $P_{y,z} M_{z,w}^{s'} \in A_{< 0}$. Assume that we are in the second case (then $s \in \mathcal{L}(z)$). By ([14, proof of Theorem 6.6]) we know that

$$P_{y,z} = v_{s}^{-1} P_{sy,z} \in A_{\leq 0}.$$ 

Furthermore the degree in $v$ of $M_{z,w}^{s'}$ is at most $L(s') - 1$ (see ([14, Proposition 6.4])). Since $s' \in S'$ we have $L(s) \geq L(s')$ and

$$P_{y,z} M_{z,w}^{s'} \in A_{< 0}.$$ 

Similarly $v_{s'} P_{y,w} \in A_{< 0}$ (since $\ell(w) - \ell(y) > 1$). Thus if $\mathcal{L}(w) \nsubseteq \mathcal{L}(y)$ we must have $M_{y,w}^{s'} = 0$, as required. 

\textbf{Lemma 5.2.} — Let $\mathcal{B} \subseteq W$ be a left ideal of $W$. Let $s \in S$ and $\mathcal{B}_s$ (resp. $\mathcal{B}'_s$) be the subset of $\mathcal{B}$ which consists of all $w \in \mathcal{B}$ such that $ws > w$ (resp. $ws < w$). Assume that there exists a left ideal $\mathcal{A}$ of $W$ such that, for all $w' \in \mathcal{B}'_s$ we have

$$C_{w} C_s = C_{w'} + \sum_{z \in \mathcal{A}} AC_z.$$ 

Then $\mathcal{A} \cup \mathcal{B}_s \cup \mathcal{B}'_s$ is a left ideal of $W$.

\textbf{Proof.} — Let $w \in \mathcal{A} \cup \mathcal{B}_s \cup \mathcal{B}'_s$. Let $y \in W$ be such that $y \leq_L w$. We need to show that $y \in \mathcal{A} \cup \mathcal{B}_s \cup \mathcal{B}'_s$.

If $w \in \mathcal{A}$ then $y \in \mathcal{A}$, since $\mathcal{A}$ is a left ideal.

If $w \in \mathcal{B}_s$ then $y \in \mathcal{B}$. Note that since

$$y \leq_L w \implies R(w) \subseteq R(y),$$

we have $s \in R(y)$ and $y \in \mathcal{B}_s$. This shows that $\mathcal{B}_s$ is a left ideal.

Finally, assume that $w \in \mathcal{B}'_s$ and let $w' = ws \in \mathcal{B}'_s$. We may assume that
there exists \( t \in S \) such that \( C_y \) appears with a non-zero coefficient in the expression of \( C_tC_w \) in the Kazhdan-Lusztig basis. We have

\[
C_tC_w = C_tC_w's
= C_t \left( C_w'C_s + \sum_{z \in A} AC_z \right)
= \left( \sum_{z \in B} AC_z \right) C_s + \sum_{z \in A} AC_z
= \sum_{z \in B} AC_z + \sum_{z \in A} AC_z + \sum_{z \in A} AC_z
\]

Thus we see that \( y \in A \cup B \cup B's \) as desired. \( \square \)

**Lemma 5.3.** — Let \( T \) be a union of left cells which is stable by taking the inverse. Let \( T = \bigcup T_i \ (1 \leq i \leq N) \) be the decomposition of \( T \) into left cells. Assume that for all \( i, j \in \{1, ..., N\} \) we have

\[
(*) \quad T_i^{-1} \cap T_j \neq \emptyset
\]

Then \( T \) is included in a two-sided cell.

**Proof.** — Let \( y, w \in T \) and \( i, j \in \{1, ..., N\} \) be such that \( y \in T_i \) and \( w \in T_j \). Using \( (*) \), there exist \( y_1, y_2 \in T_i \) such that \( y_1^{-1} \in T_i \) and \( y_2^{-1} \in T_j \). We have

\[
y \sim_L y_1 \sim_L y_2 \quad \implies \quad y \sim_L y_1^{-1} \sim_R y_2^{-1} \sim_L w
\]
as required. \( \square \)

### 6. Decomposition of \( \tilde{G}_2 \) in the asymptotic case

Let \( W \) be an affine Weyl group of type \( \tilde{G}_2 \) with diagram and weight function given by

\[
\begin{array}{ccc}
\circ & \equiv & \circ \\
& a & b & b \\
& s_1 & s_2 & s_3
\end{array}
\]

where \( a, b \) are positive integers.

The aim of this section is to find the decomposition of \( W \) into left cells and two-sided cells for any weight function \( L \) such that \( a/b > 4 \). Furthermore we will determine the partial left (resp. two-sided) order on the left (resp. two-sided) cells (see Section 6.4). We fix such a weight function \( L \). Throughout this section, we keep this setting.
In Figure 6.1, we present a partition of $W$ using the geometric realization as described in Section 2.2, where the pieces are formed by the alcoves lying in the same connected component after removing the thick lines. We have

![Diagram](image)

**Figure 6.1. Decomposition of $\tilde{G}_2$ into left cells in the case $a > 4b$**

**Theorem 6.1.** — The partition of $W$ described in Figure 6.1 coincides with the partition of $W$ into left cells.

Using the same methods as in [7, Section 6], one can show that each of the pieces is included in a left cell (with respect to $L$). Thus in order to prove that each of the pieces is a left cell it is enough to show that each of them is included in a union of left cells.
We now consider the union of all subsets of $W$ whose name contains a fixed capital letter; we denote this union by that capital letter. For instance 

$$A = \left( \bigcup_{i=1}^{6} A_i \right) \bigcup \left( \bigcup_{i=1}^{6} A'_i \right).$$

We have

**Theorem 6.2.** — The decomposition of $W$ into two-sided cells is as follows

$$W = A \cup B \cup C \cup D \cup E \cup F \cup \{e\}.$$ 

The proof of these theorems will be given in the next sections. For a start, we already know that (see [9, §4])

- $A$ is a two sided cell;
- $A_i$ and $A'_i$ are left cells for all $1 \leq i \leq 6$;
- $A_i$ and $A'_i$ are left ideals for all $1 \leq i \leq 6$.

**Remark 6.3.** — In this section we need to compute some Kazhdan-Lusztig polynomials $P_{x,y} (x, y \in W)$ for a whole class of weight functions. Methods for dealing with this problem are presented in [7, Proposition 3.2 and §6]. In particular, this involved some computations with GAP ([15]).

We now recall some notation. For any subset $J \subseteq \{s_1, s_2, s_3\}$, let

1. $\mathcal{R}^J := \{ w \in W \mid J \subseteq \mathcal{R}(w) \}$;
2. $W_J$ be the subgroup of $W$ generated by $J$;
3. $X_J := \{ w \in W \mid w \text{ has minimal length in } wW_J \}$.

We refer to [8] for details in the computations.

### 6.1. The sets $C_i$

In this section we want to prove that $C_i$ (for all $1 \leq i \leq 6$) is a left cell and that $C = \cup C_i$ is a two-sided cell.

For $1 \leq i \leq 6$, let

1. $u_i \in C_i$ be the element of minimal length in $C_i$;
2. $v_i \in A_i$ be the element of minimal length in $A_i$;
3. $v'_i \in A'_i$ be the element of minimal length in $A'_i$.

For instance, we have

$$u_1 = s_1s_2s_1s_2s_1;$$
$$v_1 = s_1s_2s_1s_2s_1s_2;$$
$$v'_1 = s_2s_1s_2s_1s_2s_3s_1s_2s_1s_2s_1.$$
We set $U := \{u_i, v_i, v_i' \mid 1 \leq i \leq 6\}$, $X_{v_i} = X_{v_i'} = X_{s_1, s_2}$ and $X_{u_i} = \{z \in W \mid zu_i \in C_i\}$ for all $1 \leq i \leq 6$. We want to apply Corollary 3.3. One can check that conditions I1 - I3 of Theorem 3.2 hold. We now have a look at condition I4.

**Lemma 6.4.** — The submodule

\[ \mathcal{M} := \langle T_x C_u \mid u \in U, x \in X_u \rangle \subseteq \mathcal{H} \]

is a left ideal.

**Proof.** — In [9, Lemma 5.2], it has been shown that

\[ \langle T_x C_{v_i} \mid x \in X_{s_1, s_2} \rangle_A \quad \text{and} \quad \langle T_x C_{v_i'} \mid x \in X_{s_1, s_2} \rangle_A \]

are left ideals of $\mathcal{H}$, for all $1 \leq i \leq 6$. Thus, in order to show that $\mathcal{M}$ is a left ideal of $\mathcal{H}$, it is enough to prove that $T_x C_{u_i} \in \mathcal{M}$ for all $1 \leq i \leq 6$ and all $x \in W$. We proceed by induction on $\ell(x)$. If $\ell(x) = 0$ it’s clear. Assume that $\ell(x) > 0$. We may assume that $x \notin X_{u_i}$. Then, one can see that we have either $x = x_0 s_2$ (and $\ell(x) = \ell(x_0) + 1$) or $x = x_1 s_2 s_1 s_2 s_1 s_2 s_3$ (and $\ell(x) = \ell(x_1) + 6$). Now, doing some explicit computations, one can show that $T_{s_2} C_{u_i}$ is an $A$-linear combination of $C_u$ with $u \in U$. For example, we have

\[ T_{s_2} C_{u_1} = C_{v_1} - v^{-L(s_2)} C_{u_1} \]

and

\[ T_{s_2} C_{u_5} = C_{v_5} - v^{-L(s_2)} C_{u_5} + C_{v_1}. \]

Similarly, one can show that $T_{s_2 s_1 s_2 s_3} C_{u_i}$ is an $A$-linear combination of terms of the form $T_x C_u$ where $u \in U$, $z \in X_u$ and $\ell(z) < \ell(s_2 s_1 s_2 s_3)$. For example we have

\[ T_{s_2 s_1 s_2 s_3} C_{u_1} = C_{v_1} + AT_{s_2 s_1 s_2 s_3} C_{u_1} + AT_{s_2 s_1 s_2 s_3} C_{u_1} + AT_{s_1 s_2 s_3} C_{u_1} + AT_{s_2 s_3} C_{u_1} + AT_{s_2 s_3} C_{u_1} + AC_{u_1} + AC_{v_1}. \]

Thus by induction, we obtain that $T_x C_{u_i} \in \mathcal{M}$ as required. \[ \square \]

We now have a look at condition I5. Let $u \in U$, $u' < u$ and $y \in X_u$. We need to show that

\[ P_{u', u} T_y T_{u'} \text{ is an } A_{< 0} \text{-linear combination of } T_x. \]

For $u = v_i$ or $u = v_i'$, it has been proved in [9, Lemma 5.1]. In order to prove it for $u = u_i$ we proceed as follows. We determine an upper bound for the degree of the polynomials occurring in the expression of $T_y T_{u'}$ (where $y \in C_i$, $u' < u_i$) in the standard basis using either [9, Theorem 2.1] or explicit computations. Then we compute the polynomials $P_{u', u}$ (see Remark 6.3)
and we can check that the condition is satisfied for all weight functions such that \( L(s_1) > 4L(s_2) \).

We can now apply Corollary 3.3. We need to find the equivalence classes on \( U \) with respect to \( \preceq \). Using the fact that \( \langle T_xC_{v_i} \mid x \in X_{\{s_1,s_2\}} \rangle_A \) and \( \langle T_xC'_{v'_i} \mid x \in X_{\{s_1,s_2\}} \rangle_A \) are left ideals of \( \mathcal{H} \) for all \( 1 \leq i \leq 6 \) and the relations computed in the previous proof, one can check that

\[
\{\{u_i\}\{v_i\}, \{v'_i\} \mid 1 \leq i \leq 6\}
\]

is the decomposition of \( U \) into equivalence classes. Hence by Corollary 3.3, the set \( X_{u_i}u_i = C_i \) is a union of left cells for all \( 1 \leq i \leq 6 \). Since \( C_i \) is included in a left cell, we obtain that each of the \( C_i \)'s is a left cell.

More precisely, if \( L \) is a weight function such that \( a/b > 4 \), the following sets are left ideals of \( W \)

\[
C_i \cup A_i \cup A'_i \quad \text{for } i = 1, 2, 3, 6
datax
C_4 \cup A_4 \cup A'_4 \cup A_2,
C_5 \cup A_5 \cup A'_5 \cup A_1.
\]

Proposition 6.5. — The set \( C \) is a two-sided cell.

Proof. — Applying Theorem 3.2 to the set \( U \) yields that \( A \cup C \) is a left ideal of \( W \). One can check that \( A \cup C \) is stable by taking the inverse, thus it is a two-sided ideal and \( A \cup C \) is a union of two-sided cells. Since \( A \) is a two sided cell (see [9] and the references there), we see that \( C \) is a union of two-sided cells. Now one can check that \( C = \cup C_i \) satisfy the requirement of Lemma 5.3 thus \( C \) is included in a two-sided cell. It follows that \( C \) is a two-sided cell. \( \square \)

6.2. The sets \( B_i \)

We want to prove that \( B_i \) (for all \( 1 \leq i \leq 6 \)) is a left cell. To this end, since \( B_i \) is included in a left cell, it is enough to show that \( B_i \) is a union of left cells. We also show that \( B \) is a two-sided cell.

Claim 6.6. — The set \( B_1 \) is a left cell.

Proof. — Set \( u = s_1s_3s_2s_1 \) and

\[
X_{u_1} = \{ z \in W \mid zs_1s_3s_2s_1 \in B_1 \}.
\]
Recall that
\[ u_1 = s_1 s_2 s_1 s_2 s_1, \]
\[ v_1 = s_1 s_2 s_1 s_2 s_1 s_2, \]
\[ v'_1 = s_1 s_2 s_1 s_2 s_1 s_2 s_3 s_2 s_1 s_2 s_1, \]
\[ u_2 = s_1 s_2 s_1 s_2 s_1 s_3 s_2 s_1, \]
\[ v_2 = s_2 s_1 s_2 s_1 s_2 s_3 s_2 s_1, \]
\[ v'_2 = s_2 s_1 s_2 s_1 s_2 s_3 s_2 s_1 s_2 s_1 s_3, \]
\[ v_3 = s_2 s_1 s_2 s_1 s_2 s_3, \]
and
\[ X_{u_i} = \{ z \in W \mid zu_i \in C_i \}, \]
\[ X_{v_i} = X_{v'_i} = X\{s_1, s_2\} \quad \text{for } 1 \leq i \leq 6. \]

Using similar arguments as in Lemma 6.4 and the results in Section 6.1, one can check that we can apply Theorem 3.2 to \( U := \{ u, u_1, v_1, v'_1, u_2, v_2, v'_2, v_3 \}. \)

We obtain that
\[ \{ xu \mid u \in U, x \in X_u \} = A_2 \cup A'_2 \cup C_2 \cup B_1 \cup A_1 \cup A'_1 \cup C_1 \cup A_3 \]
is a left ideal. Since \( A_1, A'_1 \) and \( C_i \) are left cells for all \( 1 \leq i \leq 6 \) it follows that \( B_1 \) is a left cell.

**Claim 6.7. —** \( B_2 \) is a left cell.

**Proof. —** The set \( R\{s_1, s_3\} \) is a left ideal of \( W \) (see Example 2.3). Since we have
\[ R\{s_1, s_3\} = B_2 \cup A_3 \cup A'_3 \cup A_2 \cup C_3 \]
one can see that \( B_2 \) is a left cell.

**Claim 6.8. —** The set \( B_3 \) is a left cell.

**Proof. —** Let \( v = s_1 s_3 s_2 s_1 s_2 s_3 \) and
\[ X_v := \{ z \in W \mid zv \in B_3 \} \quad Y_v := \{ y \in X_v \mid \ell(y s_2 s_1 s_2) = \ell(y) - 3 \}. \]
We want to apply Theorem 3.2 to the set \( U = \{ v, u_4, v'_4, v_3, v_2, v_5 \} \) and the corresponding \( X_u \). Arguing as in Section 6.1, one can show that conditions 11–14 hold. However, condition 15 does not hold if (and only if) \( v' = s_1 s_2 s_1 s_2 s_3 < v \) and \( y \in Y_v \). Indeed, let \( y \in Y_v \) and \( y_0 = y s_2 s_1 s_2 \), then we have \( P_{v', v} = v^{-L(s_3)} \) and
\[ T_{y_0} T_{s_2 s_1 s_2} T_{v'} = T_{y_0} \left( T_{s_1 s_2 s_1 s_2 s_1 s_3} + (v^{L(s_2)} - v^{-L(s_2)}) T_{s_1 s_2 s_1 s_2 s_1 s_2 s_3} \right) \]
\[ = T_{y_0} s_1 s_2 s_1 s_2 s_1 s_3 + (v^{L(s_2)} - v^{-L(s_2)}) T_{y_0} s_1 s_2 s_1 s_2 s_1 s_2 s_3 \]
However, we can certainly construct the elements $\tilde{C}_{xu}$ (see the proof of Proposition 3.8) such that

$$\tilde{C}_{xu} = C_{xu}$$

for all $u \in U$ and $x \in X_u$.

Using Section 6.1 and doing some computations, one can check that

1. $\tilde{C}_{xu} = C_{xu}$ for all $u \in U - \{v\}$ and $x \in X_u$.
2. $\tilde{C}_{yv} = C_{yv}$ if $y \in X_v - Y_v$.

Let $y \in Y_v$ and $y_0 = ys_2s_1s_2$. We have

$$\tilde{C}_{yv} = TyC_v + \sum_{x \in X_v \cap Y_v} p_{xu,yv}^* TxC_u$$

$$= TyC_v + \sum_{x < y, x \in X_v} p_{xv,yv}^* TxC_v + \sum_{u \in U, x \in X_u, u \neq v} p_{xu,yv}^* TxC_u$$

$$= TyC_v + \sum_{x < y, x \in X_v} p_{xv,yv}^* TxC_v$$

mod $H_{<0}$

$$= TyC_v$$

mod $H_{<0}$

$$= TyT_v + Ty(P_v', vT_v')$$

mod $H_{<0}$

$$= TyT_v + Ty_0 T_{s_1s_2s_1s_2s_1s_2s_3}$$

mod $H_{<0}$

$$= TyT_v + Ty_0 s_1 s_2 s_1 s_2 s_3$$

mod $H_{<0}$

where $H_{<0} = \oplus_{w \in W} A_{<0} T_w$. Thus since $\tilde{C}_{yv}$ is stable under the involution $\overline{\cdot}$, it follows that

$$\tilde{C}_{yv} = C_{yv} + C_{y_0 s_1 s_2 s_1 s_2 s_3}.$$}

Furthermore, since $y_0 s_1 s_2 s_1 s_2 s_1 s_2 s_3 \in A_3$ we obtain that

$$\langle TxC_u | u \in U, x \in X_u \rangle_A = \langle C_{xu} | u \in U, x \in X_u \rangle_A$$

is a left ideal of $H$. We get that

$$B_3 \cup C_4 \cup A_4 \cup A'_4 \cup A_3 \cup A_2 \cup A_5$$

is a left ideal of $W$. It follows that $B_3$ is a left cell.

Claim 6.9. — The set $B_4$ is a left cell.

Proof. — The set $R_{\{s_2, s_3\}}$ is a left ideal of $W$. Furthermore, we have

$$R_{\{s_2, s_3\}} = \{s_2s_3s_2\} \cup B_4 \cup A_4 \cup A_5,$$

it follows that $B_4$ is a left cell.

Remark 6.10. — We have seen in Example 4.8 that $W - W_{\{s_2, s_3\}}$ is a left ideal. Thus

$$R_{\{s_2, s_3\}} \cap (W - W_{\{s_2, s_3\}}) = B_4 \cup A_4 \cup A_5$$

is a left ideal of $W$. 
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Claim 6.11. — \( B_5 \) is a left cell.

Proof. — Let \( w \in \mathcal{R}^{(s_1, s_3)} \) and let \( w' = ws_3 \). We have \( ws_2 > w \) and
\[
C_{ws_2} = C_{ws_2} + \sum_{z \in W, zs_2 < z} \mu_{z,w}^{s_2,r} C_z.
\]
Applying Lemma 5.1 (in its right version), if \( M_{z,w}^{s_2,r} \neq 0 \) then we have either \( \{s_1, s_2, s_3\} \subseteq \mathcal{R}(z) \) which is impossible or there exists \( w'' \in W \) such that
\[
w = w'' s_2 s_3 \quad \text{and} \quad z = w'' s_2.
\]
Since \( w = w'' s_2 s_3 = w'' s_1 s_3 \) we must have \( w \in A_3 \), which, in turn, implies that \( z \in A_1 \) (recall that \( A_1 \) is a left ideal). Thus applying Lemma 5.2 to \( \mathfrak{A} = A_1 \) and \( \mathfrak{B} = \mathcal{R}^{(s_1, s_3)} \) yields that
\[
\mathcal{R}^{(s_1, s_3)} s_2 \cup A_1 = A_1 \cup A_5 \cup A_1' \cup A_6 \cup C_5 \cup B_5
\]
is a left ideal of \( W \). In particular \( B_5 \) is a left cell. \( \square \)

Claim 6.12. — The set \( B_6 \) is a left cell.

Proof. — Applying Lemma 5.2 (in a similar way as in 6.11) to
\[
\mathfrak{B} = A_2 \cup A_1' \cup C_2 \cup B_1 \cup A_1 \cup A_1' \cup C_1 \cup A_3
\]
and \( \mathfrak{A} = A_1 \) we obtain that
\[
A_1 \cup A_1' \cup C_1 \cup A_6 \cup A_6' \cup A_6 \cup A_5 \cup B_6
\]
is a left ideal. Thus \( B_6 \) is a left cell. In fact, since the elements of \( C_1 \) and \( A_1' \) do not contain \( s_1 \) in their right descent set, we see that
\[
A_1 \cup A_6 \cup A_6' \cup C_6 \cup A_5 \cup B_6
\]
is a left ideal of \( W \). \( \square \)

Proposition 6.13. — The set \( B = \bigcup B_i \) is a two-sided cell.

Proof. — By the previous proofs, we see that \( A \cup C \cup B \) is left ideal of \( W \). Arguing as in the proof of Proposition 6.5, we obtain that \( B \) is a two-sided cell. \( \square \)

6.3. Finite cells

We already know that \( E_1, E_2, F \) and \( \{e\} \) are left cells and that \( E_1 \cup E_2, F \) and \( \{e\} \) are two-sided cells (see Example 4.8). Thus we see that
\[
W - A \cup B \cup C \cup E \cup F \cup \{e\} = D = D_1 \cup D_2 \cup D_3
\]
is a union of left and two-sided cells. For $1 \leq i \leq 3$ we have $D \cap R^{(s_i)} = D_i$ thus $D_i$ is a union of left cells. Since $D_i$ is included in a left cell it follows that $D_i$ is a left cell. Using Lemma 5.3, one can easily check that

$$D_1 \cup D_2 \cup D_3$$

is a two-sided cell.

### 6.4. Left and two-sided order

**Theorem 6.14.** — The partial order induced by $\leq_L$ on the left cells can be described by the following Hasse diagram

![Hasse diagram](image)

**Proof.** — Most of the relations can be deduced using the fact that for $s \in S$ and $w \in W$, if $sw > w$ then $sw \leq_L w$. For instance, for all $1 \leq i \leq 6$ we have $A_i \leq_L C_i$ and $A_i' \leq_L C_i$.

Some of the relations require some explicit computations, we refer to [8] for details. The fact that there is no other links comes from the last two sections, where we have determined many left ideals of $W$. Recall that in [9], it is shown that $A_i$ and $A_i'$ are left ideals of $W$. $\square$

**Theorem 6.15.** — Let $T = D$ or $T = F = \{s_2s_3s_2\}$. Then the partial order induced by $\leq_{LR}$ on the two-sided cells is as follows

$$A \leq C \leq B \leq T \leq E \leq \{e\}$$

and $D$ and $F$ are not comparable.
Proof. — This is easily checked. □

Using the explicit decomposition of $\tilde{G}_2$ in our case, we can check some of Lusztig’s conjectures (see [14, Chap. 14]). For instance

**P14.** For any $z \in W$, we have $z \sim_{LR} z^{-1}$ is certainly true. The following statement can be easily deduced from **P4** and **P9**

$$x \leq_L y \text{ and } x \sim_{LR} y \implies x \sim_L y.$$  

This can be easily checked from the partial left order on the left cells. Indeed, there is no relations between two left cells lying in the same two-sided cell.
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