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SEMI-CLASSICAL FORMULA BEYOND THE
EHRENFEST TIME IN QUANTUM CHAOS. (I) TRACE

FORMULA

by Frédéric FAURE

Abstract. — We consider a nonlinear area preserving Anosov map M on the
torus phase space, which is the simplest example of a fully chaotic dynamics. We
are interested in the quantum dynamics for long time, generated by the unitary
quantum propagator M̂ . The usual semi-classical Trace formula expresses Tr

(
M̂t
)

for finite time t, in the limit ~ → 0, in terms of periodic orbits of M of period t.
Recent work reach time t � tE/6 where tE = log(1/~)/λ is the Ehrenfest time,
and λ is the Lyapounov coefficient. Using a semi-classical normal form description
of the dynamics uniformly over phase space, we show how to extend the trace
formula for longer time of the form t = C.tE where C is any constant, with an
arbitrary small error.

Résumé. — On considère une application M , Anosov non linéaire qui conserve
l’aire sur le tore T 2. C’est un des exemples les plus simples d’une dynamique chao-
tique. On s’intéresse à la dynamique quantique pour les temps longs, générée par
un opérateur unitaire M̂ . La formule des traces semi-classique habituelle exprime
Tr
(
M̂t
)

pour t fini, dans la limite ~→ 0, en termes d’orbites périodiques de M de
période t. Des travaux récents atteignent des temps t� tE/6 où tE = log(1/~)/λ
est le temps d’Ehrenfest, et λ est le coefficient de Lyapounov. En utilisant une des-
cription uniforme de la dynamique au moyen d’une forme normale semi-classique,
nous montrons comment étendre la formule des traces pour des temps plus longs,
de la forme t = C.tE , où C est une constante arbitraire, et avec une erreur arbi-
trairement petite.

1. Introduction

Semi-classical analysis is a fruitful approach to understand wave equa-
tions in the regime where the wave length is small in comparison with the
size of the domain, or with the size of the typical variation of the potential,

Keywords: Quantum chaos, hyperbolic map, semiclassical trace formula, Ehrenfest time.
Math. classification: 81Q50, 37D20.



2526 Frédéric FAURE

where the wave evolves. In that regime, one shows that the evolution of a
wave can be described in terms of Hamiltonian classical dynamics in the
same domain (or with the same potential). For example, the Van-Vleck
formula (1928) expresses the evolved wave as a sum of the initial wave
transported along several classical trajectories. Because the wave formalism
enters in many area of physics (acoustic waves, seismic waves, electromag-
netic waves, quantum waves ...), semi-classical analysis is an important
mathematical tool to understand physical phenomena. Wave equations,
and more generally Partial Differential Equations is an important domain
of mathematics, so semi-classical analysis has also been extremely studied
and developed in mathematics.

1.1. Problematics of quantum chaos

A common way to express the semi-classical limit or short wave-length
limit, is to introduce a dimensionless parameter ~ in the wave equation,
called the “Planck constant”, which corresponds to ~ ' l/L where l is the
wave length and L the typical size of the domain. The semi-classical limit
is then ~→ 0.

One possible way to understand semi-classical correspondences is through
wave packets (or coherent states), which are waves localized as much as
possible in phase space, so that to mimic the motion of a classical parti-
cle. Because of the uncertainty principle ∆q∆p > ~, in the phase space
of position q and momentum p, a wave packet can not be localized better
than a small domain of surface ~, called the Planck cell. This dispersion of
the wave packet in phase space is responsible for its spreading during time
evolution (in a similar way as the spreading of a classical disk of surface ~).
After a finite time (compared to ~→ 0), the spreading is finite, the wave is
still localized. For that reason, one can derive the Van-Vleck formula giving
the matrix elements of the propagator or the semi-classical trace formula
[16, 15][34], and obtain the Weyl formula giving the averaged density of
states.

If the classical dynamics takes place in a compact energy surface, and
has exponential instabilities (e.g. hyperbolic dynamical systems), the evo-
lution of a wave packet is much harder to understand for longer times.
This is one of the goals of quantum chaos studies. If λ denotes the classical
Lyapounov exponent of instabilities, an heuristic approach suggests that
the wave packet which has initial length ∆q,∆p > ~ should spreads into a
long and thin distribution of length Lt > ~eλt, which rolls up in the energy
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SEMI-CLASSICAL FORMULA BEYOND THE EHRENFEST TIME 2527

surface, as soon as Lt � constant ⇔ t � 1
λ log (1/~). This introduces the

Ehrenfest time tE = 1
λ log (1/~) which is an important characteristic time

scale in quantum chaos. For longer times, t � tE , the distribution may
intersect all the other elementary cells of surface ~ (Planck cells) in many
distinct components, whose number grows exponentially fast with t. Each
component is identified with a classical trajectory. As this description sug-
gests (and as been suggested by many works in the physical literature [56]),
the matrix elements of the propagator operator M̂t between localized wave
packets, for t� tE , could be expressed as a (exponentially large) sum over
these distinct trajectories. In particular the trace of the propagator could
be expressed as a sum over Nt ∝ eλt periodic orbits. This is the content of
the Gutzwiller trace formula [33][34]. Although there are numerical calcu-
lations that suggest its validity, such a semi-classical formula has not yet
been proved to be valid for time greater than 1

6 tE . The difficulty relies in
the control of the errors of individual terms which add together.

A major goal of quantum chaos would be to describe the long time dy-
namics of wave packets up to time tH ' 1/~ (or more), called the Heisen-
berg time(1) , which would allow semi-classical formula to resolve individual
energy levels. But at time t ' tH the number of classical trajectories en-
tering in a semi-classical formula is of order NtH ' exp (λ/~), extremely
large (!), compared to the dimension of the effective Hilbert space which is
1/~. One famous observation and conjecture in quantum chaos is that cor-
relations between closed energy levels behave as eigenvalues of random ma-
trix ensembles [6][5]. Many works in physical literature assume that semi-
classical expressions such as the Gutzwiller formula are valid up to time of
order tH ' 1/~, and deduce some heuristic explanations for the random
matrix theory, or other important quantum chaos phenomena [22][35]. For
recent reviews on the mathematical aspects of quantum chaos, see [18],[17],
[58][61].

In this paper we consider a simple model of quantum chaotic dynamics,
namely a non linear uniform hyperbolic map on the torus, and we show
that semi-classical formula extends to time scales t = C.tE , where C > 0 is
any constant. We do not reach the Heisenberg time. The model is particu-
lar, but we believe that the methods presented here could be extended to
more general uniform hyperbolic dynamical systems. In this paper, the ob-
jective is to discuss the Gutzwiller trace formula, and in a second paper we

(1) For a time independent dynamics with d degrees of freedom, tH ' 1/~d. For the
model developed in this paper, tH ' 1/~.
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2528 Frédéric FAURE

will discuss a second application, the “Van-Vleck formula” which expresses
matrix elements of the propagator, also for times t = CtE .

1.2. Characteristic time in quantum evolution of wave packets
discussed with a numerical example

In this Section, in order to motivate the importance of the Ehrenfest time,
as a qualitative frontier in semi-classical evolution problems in quantum
chaos, we present and discuss some recent results concerning the evolution
of quantum states in a hyperbolic flow. One of the main challenges in
quantum chaos is to deal with both the long time limit t→∞, and the semi-
classical limit ~→ 0. Usual semi-classical results, such as the Ehrenfest or
Egorov theorem, concerns ~ → 0 first, and t → ∞ after. The challenge
is to try to reverse this order (in order to get information on individual
eigenfunctions and eigenvalues), or more modestly, make t depending on ~.

The present discussion is made around the observation of the evolution
of a wave packet with a numerical example. We refer to Section 2 for a com-
plete definition of the model. Let M denotes a non linear hyperbolic map
on the torus phase space T2, and M̂ the corresponding quantized map . A
wave packet (a coherent state ψx0) is launched at time t = 0, at a generic
position x0 = (q0, p0) ∈ T2. Figure 1.1 shows the Husimi distribution (i.e.
phase space representation) of the evolved state ψ (t) = M̂ tψx0 at different
time t ∈ N. We remind that the Husimi distribution of the initial state ψx0

has typical width ∆0 '
√

~, (due to the uncertainty principle ∆q∆p ' ~,
and the specific choice ∆q = ∆p = ∆0 '

√
~). During time evolution, the

wave packet center is moving, and its distribution spreads due to instabil-
ities of the trajectories. Figure 1.2 summarizes the main effects we discuss
below.

Finite time regime with “no dispersion”: We first consider a fixed
value of t = Cste, and ~→ 0 (of course t can be arbitrary large in principle).
The evolved state ψ (t) is localized at the classical position x (t) = M tx0. In
more precise terms, the semi-classical measure of ψ (t) is a Dirac measure at
x (t) = M tx0. The evolved state ψ (t) spreads but its width is ∆t ' eλt∆0 '√

~, still of order ~1/2 [39][38][48]. Because t can be chosen arbitrary large
a priori, the ergodic nature of the dynamics may have importance if x (t)
follows a dense trajectory for example. Some well known semi-classical
results such as the semi-classical Egorov theorem [23], or the Schnirelman
quantum ergodicity theorem [11][57] use these finite range of time.
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t = 0,   t/tE = 0 t = 1,   t/tE = 0.14 t = 2,   t/tE = 0.28 t = 3,   t/tE = 0.42

t = 4,   t/tE = 0.56 t = 5,   t/tE = 0.70 t = 6,   t/tE = 0.84 t = 7,   t/tE = 0.98

t = 8,   t/tE = 1.1 t = 9,   t/tE = 1.3 t = 10,   t/tE = 1.4 t = 15,   t/tE = 2.2

Figure 1.1. Phase space (Husimi) distribution of the evolution of a
(generic) coherent state at initial position x0 = (0.4, 0.2), for different
times t = 0, 1, 2, . . . and 2π~ = 10−3.

No dispersion

Linear dispersion

0

Interference effects ?

Localized Equidistributed

No interference effects

Cste tE /6 tE /2 3tE /2 2tE C.tE tH
t

Figure 1.2. Characteristic times which appear in the semi-classical
limit ~ → 0, for the evolution of an initial coherent state. tE =
1
λ log (1/~)is the Ehrenfest time, (very small “in practice”) compared
to the Heisenberg time tH = 1/~.
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2530 Frédéric FAURE

Linear dispersion regime: Some recent and very general results
[16][4][36][9] describe the evolved quantum state ψ (t), in the linear dis-
persion regime, which means that non linear effects on the dispersion of
the coherent state are supposed to be negligible with respect to the linear
effects. Because the first non linear effects correspond to cubic terms in the
Hamiltonian, this imposes that ∆3

t � ~, equivalently eλt~1/2 � ~1/3, or
t� 1

6 tE . In our numerical example 1
6 tE = 1.2.

Localized regime: After that time, the coherent state spreads more
and more. But its width is still of microscopic size if ∆t � 1, i.e. t� 1

2 tE .
In more precise terms, the semi-classical measure of ψ (t) is still a Dirac
measure at x (t) in that range of time. In our example 1

2 tE = 3.6. At a
time around t ' 1

2 tE , the quantum state has size of order 1, and can be
described as a “Lagrangian W.K.B state” [50].

Equidistribution regime: For time t larger than 1
2 tE , the wave packet

spreads and wraps around the torus phase space, along unstable manifolds,
like a classical probability measure. Thanks to classical mixing, a smooth
classical probability distribution is known to converge towards the uniform
Liouville measure for large time. The Husimi distribution is expected to
behave like a classical measure, and equidistributes, if the different branches
do not “interfere” with each other on phase space. After the time 1

2 tE ,
we evaluate that the distance between consecutive branches get smaller
and smaller like d ∼ e−λ(t−tE/2)until the critical value ~ is obtained at
time t = 1

2 tE + tE = 3
2 tE (This is indeed the ultimate value, because if

d� ~, one can still insert a (squeezed) localized wave packet between two
consecutive branches, which means that the branches do not yet interfere).
Correspondingly to this description, in [7], the authors show that for the
linear map, the semi-classical measure ψ (t) converges towards the Liouville
measure, in the range of time 1

2 tE � t � 3
2 tE . J.M. Bouclet and S. De

Bièvre in [8] obtain a similar result for a non linear hyperbolic map, but
for t � 2

3 tE . S. Nonnenmacher in [50] reaches the time t � 3
2 tE . In [53],

R. Schubert has described evolution of an initial Lagrangian state under a
hyperbolic flow. He has obtained similar results, namely equidistribution
up to time t � tE . This is indeed similar, because an initial coherent
state becomes a Lagrangian state at time 1

2 tE . This range of time is also
considered and controlled in [1, 2].

Longer time and interference effects: For longer time very little is
known. Some arguments and numerical observations in [56] suggest that
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semi-classical formula applies for longer time. This is the subject of the
present work and the second paper to come [24]. We show that in the
range of time t ∈ [0, C.tE ], where C is any constant, the evolved state
ψ (t) described by its Husimi distribution Hus (x) = |〈x|ψ (t)〉|2, or by
its Bargmann distribution 〈x|ψ (t)〉, can be expressed in general as a (fi-
nite) sum over different classical trajectories starting from the vicinity of
the initial state x0, and ending at time t in the vicinity of the point x
(similarly to the semi-classical Van-Vleck formula). These trajectories give
unavoidable interferences effects for time t > 3

2 tE , because one can esti-
mate that the sum involves more than one trajectory. Similarly the trace
formula expresses Tr

(
M̂ t
)

as a sum over periodic trajectories of period t.

It is known that in specific cases, revival may occur(2) at time t ' 2tE [27],
however it is expected that at least generically, these different contributions
are somehow uncorrelated, and as a result, the state ψ (t) is “generically”
equidistributed over phase space as can be observed on figure 1.1.

An important characteristic time which is not considered here, because
far much larger than the actual semi-classical approach could reach, is the
Heisenberg time tH = 1/h (= 1000 in our example). This time is re-
lated with the mean separation between eigenvalues of M̂ . Some important
effect of quantum chaos are numerically observed at this range of time,
and explained by a Random Matrix Theory approach [5]. It allows to
describe statistical properties of individual eigenfunctions and eigenvalues.
Note that contrary to the mathematical works which are “stopped” by the
Ehrenfest time, the Heisenberg time is extremely discussed in the physical
literature, essentially with the random matrix theory.

1.3. Results and organisation of the paper

The main result of this paper is Theorem 6.1 page 2559, which shows that
Gutzwiller semi-classical trace formula is valid for long time t ' C log (1/~),
with any C > 0. This formula expresses Tr

(
M̂ t
)

in terms of semi-classical
invariants associated to periodic orbits of period t, up to an arbitrary small

(2) For a linear map, these interferences effects are responsible for exact revival of quan-
tum states at time t = 2tE , and existence of non ergodic invariant semi-classical measure
(strong scars), as shown in [27, 26]. Reaching the time 2tE for the semi-classical descrip-
tion of a non linear hyperbolic map, was the main motivation of this work, although we
have not yet any precise idea if strong scarring effect may exist for general non linear
hyperbolic systems.

TOME 57 (2007), FASCICULE 7



2532 Frédéric FAURE

error: for any K, there exists DC,k > 0, such that∣∣∣Tr
(
M̂ t
)
− Tsemi,t,J

∣∣∣ 6 DC,K~K

with

Tsemi,t,J =
∑

x=Mtx

∣∣Det
(
DxM

t − 1
)∣∣−1/2

exp (iAx,t/~)
(
1 + ~E1,x,t + ~2E2,x,t + . . . ~JEJ,x,t

)
with J > 2 (K + C), and where Ax,t ≡

∮
pdq−Hdt is the action of the pe-

riodic orbit, and Ej,x,t depends on semi-classical Normal forms coefficients
of the periodic orbit.

This formula has already been derived in a similar form (i.e. with Nor-
mal form invariants) many time [32][60][43][55], but for finite time t (with
respect to ~) giving:∣∣∣Tr

(
M̂ t
)
− Tsemi,t,K

∣∣∣ 6 Ct,K~K .

The main difficulty to extend this last formula for larger time was twice:
how to control that neither the error term Ct,K , nor the normal form coef-
ficients Ej,x,t do diverge, when t ' C log (1/~) is so large. Such divergences
could a priori be expected, due to exponential increase of the complexity
of the dynamics with t. For a linear hyperbolic map, there are no semiclas-
sical corrections, the trace formula is exact, and has been derived by J.P.
Keating [47].

In Section 2, we define the dynamics and recall important properties of
uniform hyperbolicity. In Section 3, we describe the periodic points and
prepare the Trace Formula. In Section 4, we show how to control the semi-
classical dynamics over large time, which will give us a control of the above
error term Ct,K . In Section 5, we give a global semi-classical Normal form
description of the hyperbolic dynamics, derived from a work of David De-
Latte [19] in the classical case, and as a result, this gives us a control of
the above coefficients Ej,x,t uniformly over x and t. Considering the re-
sults together, we deduce the semi-classical Trace Formula in Section 6.
The appendices, that can be skipped in a first reading, give proofs of the
Propositions used in this paper. The results are illustrated with numerical
examples in Section 6.2. It is observed there that our bounds on the er-
rors are not sharp at all, and that the validity of semi-classical Gutzwiller
formula seems to be much better, as already suggested in [56]. We discuss
again this fact in the conclusion, where we suggest an alternative approach
with prequantum dynamics, and some perspectives.
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2. Quantum non linear Anosov map on the torus

In this section we describe the dynamical system considered in this pa-
per, a non linear area preserving map M on the torus T2. This map is con-
structed as a perturbation of a linear hyperbolic map M0, and is supposed
to be uniformly hyperbolic (which is true for small enough perturbations
because of structural stability theorem). In order to quantize the map M

in a natural way, we construct it from a Hamiltonian flow. This section
recalls some well known results about this construction.

2.1. Classical Dynamics

2.1.1. The linear map M0

Consider a quadratic Hamiltonian on phase space x = (q, p) ∈ R2 with
symplectic two form ω = dq ∧ dp:

(2.1) H0 (q, p) =
1
2
αq2 +

1
2
βp2 + γqp,

with coefficients α, β, γ ∈ R. The Hamilton equation of motion for the tra-
jectory x (t) are dq(t)/dt = ∂H0/∂p = γq+βp and dp(t)/dt = −∂H0/∂q =
−αq− γp. We deduce that the flow after time 1 is x(1) = M0x(0) with the
matrix

(2.2) M0
def=
(
A B

C D

)
= exp

(
γ β

−α −γ

)
∈ SL (2,R) ,

i.e. det (M0) = AD − BC = 1. We assume that γ2 > αβ (equivalently
Tr (M0) = A + D > 2), so that M0 is a hyperbolic map with two real
eigenvalues e±λ0 where λ0 =

√
γ2 − αβ > 0 is called the Lyapounov

exponent. The two associated real eigenvectors denoted by u0, s0 ∈ R2,
correspond to an unstable and a stable direction for the dynamics. Suppose
moreover that A,B,C,D ∈ Z, i.e. M0 ∈ SL (2,Z). Then for any x ∈ R2,
n ∈ Z2,

M0 (x+ n) = M0 (x) +M0 (n) ≡M0 (x) mod1

TOME 57 (2007), FASCICULE 7



2534 Frédéric FAURE

so M0 induces a map on the torus phase space T2 = R2/Z2, see figure 2.1.
This map is Anosov (uniformly hyperbolic), with strong chaotic properties,
such as ergodicity and mixing, see [45] p. 154.

q

pe−λ0 < 1 eλ0 > 1

M0 T2

Figure 2.1. Dynamics of M0 =
(

2 1
1 1

)
∈ SL (2,Z) on R2 and on T2.

2.1.2. Hamiltonian perturbation

We introduce a non linear perturbation of the previous map. Consider a
C∞ function on the torus H1 : T2 → R (i.e. H1 is a periodic function on
R2). Let M1 be the map on R2 given by the Hamiltonian flow generated
from H1 after time 1. We compose the two maps and define

(2.3) M
def= M1.M0

Which induces a map on T2 also denoted by M .

Remarks. —

(1) The final dynamics M t : R2 → R2, t ∈ Z, might be seen as gen-
erated by a time dependant Hamiltonian H (x, t) (periodic in time
t ∈ R but discontinuous).

(2) There is a useful relation:

(2.4) M (x+ n) = M (x) +M0 (n) , ∀x ∈ R2, n ∈ Z2.

Proof. — From M0 (x+ n) = M0 (x) + M0 (n), and M1 (x+ n) =
M1 (x) + n, one deduces M (x+ n) = M1M0 (x+ n) = M1

(
M0 (x) +

M0 (n)
)

= M (x) +M0 (n), because M0 (n) ∈ Z2. �

ANNALES DE L’INSTITUT FOURIER
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2.1.3. Hyperbolic dynamics and structural stability

Structural stability theorem: The structural stability theorem states
that if the perturbation H1 is small enough with respect to the C2 norm,
then M is an hyperbolic map on T2 conjugated to M0 by a Hölder contin-
uous map H ([3],[45] p. 89):

Theorem 2.1. — There exists ε > 0, such that if ‖H1‖C2 < ε, then

(2.5) M = H.M0.H−1

with H : T2 → T2 Hölder continuous, and M is uniformly hyperbolic in
the following sense.

Let DMx : TxT2 → TM(x)T2 be the tangential map at x ∈ T2. For any
x ∈ T2, there exists a frame of tangent vectors (ux, sx) ∈

(
TxT2

)
, called

respectively unstable and stable directions, (chosen such that

(2.6) ux ∧ sx = 1

i.e. they form a symplectic basis. We can also impose that ‖ux‖ = ‖sx‖, in
order to fix the choice) and an expansion rate λx such that:

(2.7) DMx (ux) = eλxuM(x), DMx (sx) = e−λxsM(x),

and more important: ux, sx, λx are Hölder continuous functions of x ∈ T2.
For any x ∈ T2,

(2.8) 0 < λmin 6 λx 6 λmax, with λmin
def= min

x∈T2
λx, λmax

def= max
x∈T2

λx.

In all the paper, we will suppose the perturbation to be weak enough so
that the previous theorem holds. See Figure 2.2.

Remarks. —

• Of course, for a null perturbation H1 = 0, M = M0, then λx = λ0

for every x.
• The conjugation Eq.(2.5) between M and M0 is very useful for

topological purpose. For example, it implies that the periodic tra-
jectories of M (and more generally all the symbolic dynamics) are
in one-to-one correspondence with those of M0. As a consequence,
M has also strong chaotic properties such as topological mixing.
However some more refined characteristic quantities of the dynam-
ical systems M0 and M are different. For example the Lyapounov
coefficients of corresponding trajectories of M and M0 are differ-
ent, and this is related to the fact that the transformation map H
is not C1, and does not conserve area. To understand the quantum

TOME 57 (2007), FASCICULE 7



2536 Frédéric FAURE

(or semi-classical) dynamics of M , the equivalence Eq.(2.5) is not
strong enough, because in semiclassical analysis, we need symplec-
tic conjugations (here, H does not conserve area and can not be
quantized).

• In [40], it is shown that ux, sx, λx are C2−δ functions of x, but we
will not use it.

• For practical purpose, we introduce Qx ∈ SL (2,R), x ∈ R2, the
symplectic matrix which transforms the canonical basis (eq, ep) of
R2 to the basis (ux, sx):

(2.9) Qx =

(
(ux)q (sx)q
(ux)p (sx)p

)
.

Qx depends continuously on x ∈ T2. We can write:

(2.10) DMx = QMx

(
exp (λx) 0

0 exp (−λx)

)
Q−1
x

• Explicit expression of ux and sx: Let u0 ∈ R2 be any given
vector, and denote [u0] ∈ P

(
R2
)

its direction in the projective
space and [DMx] the action of DMx in the projective space. Then
the direction of ux is given by

[ux] = lim
t→−∞

[
DM t

M−t(x)

]
[u0]

which converges for almost every u0. Similarly the stable direction
is given by

[sx] = lim
t→+∞

[
DM−tMt(x)

]
[s0]

where s0 is a given vector.

2.1.4. Example for numerical illustrations

In this paper we will illustrate the results by numerical calculations in a
specific example. The linear non perturbed map is:

(2.11) M0 =
(

2 1
1 1

)
with Lyapounov coefficient λ0, given by eλ0 = 3+

√
5

2 = 2, 62 . . .. The per-
turbation M1 is generated by the Hamiltonian

H1 (q, p) = a cos (2πq) , a = 0.01
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giving a hyperbolic map on T2

(2.12) M
def= M1M0

Figure 2.2 shows the torus phase space foliated by stable and unstable
manifolds.

p

q

sx

ux

x

Figure 2.2. Part of Stable and unstable manifolds of the Anosov map
M , Eq.(2.12), passing through the origin (0, 0). At every point x ∈ T2,
ux, sx are vectors tangent to the foliation.

2.2. Quantum mechanics

2.2.1. Quantum mechanics on the plane

The Hilbert space associated to the plane phase space R2 is Hplane
def=

L2 (R). The Hamiltonian operator Ĥ0 is obtained by Weyl quantization of
H0, Eq.(2.1):

Ĥ0 = OpWeyl (H0) =
α

2
q̂2 +

β

2
p̂2 +

γ

2
(q̂p̂+ p̂q̂) ,

Where the operators are defined by (q̂ϕ) (q) def= qϕ (q) and (p̂ϕ) (q) def=
−i~

(
dϕ
dq

)
(q), with ϕ ∈ L2 (R) in suitable domains, and where the “Planck

constant” ~ > 0 has been introduced. The Schrödinger equation defines the
evolution of ϕ (t) ∈ Hplane = L2 (R):

dϕ (t)
dt

= − i
~
Ĥ0ϕ (t) ,
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and generates a unitary evolution operator between time t = 0→ 1, written
M̂0:

(2.13) ϕ(1) = M̂0ϕ (0) , M̂0 = exp
(
− i

~
Ĥ0

)
.

Similarly, we define Ĥ1 = OpWeyl (H1) to be the Weyl quantization(3)

of H1, and M̂1 = exp
(
− i

~Ĥ1

)
the evolution operator after time 1. Finally

the quantum map is

(2.15) M̂ = M̂1.M̂0 : Hplane → Hplane

also written M̂plane in the following, and not to be confused with the quan-
tum map M̂torus for the torus phase space introduced below.

Unitary translation operators: For v = (v1, v2) ∈ R2, let

(2.16) Tv :

{
R2 → R2

x 7→ Tv (x) = x+ v

be the translation on classical phase space. This translation can be ex-
pressed as the flow of the Hamiltonian function f (q, p) = (v1p− v2q) after
time 1. The corresponding quantum translation operator is defined by:

(2.17) T̂v
def= exp

(
− i

~
(v1p̂− v2q̂)

)
.

These quantum translations satisfy the algebraic relation of the Weyl-
Heisenberg group[28][51]:

(2.18) T̂v T̂v′ = eiS/~ T̂v+v′ ,

with S = 1
2 (v2v′1 − v1v′2) = − 1

2v ∧ v
′. For any matrix M0 ∈ SL(2,R), one

trivially hasM0 (x+ v) = M0 (x)+M0 (v) which rewritesM0Tv = TM0vM0.
This intertwining persists at the quantum level:

(2.19) M̂0T̂v = T̂M0vM̂0.

(3) Explicitely, if H1 is expanded in Fourier series:

H1 (q, p) =
∑

n=(n1,n2)∈Z2

cnei2π(n1q+n2p)

(with c−n = cn, so that H1 is real valued), then

(2.14) Ĥ1 = OpWeyl (H1) =
∑

n=(n1,n2)∈Z2

cnei2π(n1q̂+n2p̂)
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We deduce a relation for the non linear quantum map M̂ analogous to
the classical relation Eq.(2.4) :

(2.20) M̂T̂n = T̂M0(n)M̂, ∀n ∈ Z2

Proof. — From Eq.(2.14) and Eq.(2.16), we can write

Ĥ1 =
∑

n=(n1,n2)∈Z2

cnT̂−2π~n.

From Eq.(2.18), one has
[
T̂−2π~n, T̂n′

]
= 0. We deduce that

[
T̂n′ , Ĥ1

]
= 0,[

T̂n′ , M̂1

]
= 0, for any n′ ∈ Z2, which reflects the periodicity of the func-

tion H1 at the quantum level. Then using Eq.(2.19), M̂T̂n = M̂1M̂0T̂n =
M̂1T̂M0(n)M̂0 = T̂M0(n)M̂ . �

2.2.2. Quantum mechanics on the torus

At the classical level, the torus phase space was obtained by introducing
periodicity on R2 with respect to the Z2 lattice, generated by translations
T(1,0) and T(0,1). The same construction can be done in quantum mechan-
ics. The difference is that we have to check that the quantum transla-
tion operators T̂(1,0) and T̂(0,1) commute before we consider their common
eigenspaces. From Eq.(2.18), we have T̂(1,0)T̂(0,1) = e−i/~T̂(0,1)T̂(1,0), so[
T̂(1,0), T̂(0,1)

]
= 0 if and only if ~ is such that

(2.21) N
def=

1
2π~

∈ N∗

We will suppose condition Eq.(2.21) from now on. We define

Htorus
def=
{
ϕ ∈ S

′
(R) / T̂ (1,0)ϕ = ϕ, T̂ (0,1)ϕ = ϕ

}
In order to have a concrete expression of a wave function ϕ ∈ Htorus(4) ,

remark that using ~-Fourier-Transform defined by

ϕ̃ (p) def=
1√
2π~

∫
dq ϕ (q) e−ipq/~,

then ϕ ∈ Htorus is characterized by the periodicity conditions ϕ̃ (p+ 1) =
ϕ̃ (p) and ϕ (q + 1) = ϕ (q). The periodicity of ϕ̃ implies that ϕ (q) =∑
n∈Z anδ

(
q − n

N

)
, with an ∈ C. The periodicity of ϕ (q) implies that

(4)Htorus is the well known space for Finite Fourier Transform.
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an+N = an for any n. So ϕ ∈ Htorus is specified by (an)n=1→N ∈ CN .
We deduce that:

dimHtorus = N =
1

2π~
.

For simplicity we also assume, that N is even, so that, using Eq.(2.18),
T̂n=(n1,n2) = T̂n1

(1,0)T̂
n2
(0,1) for any n ∈ Z2. We define a onto projector P̂ :

Hplane → Htorus (with a dense domain which contains S (R)), which makes
a quantum state periodic with respect to the lattice Z2 in phase space:

(2.22) P̂ def=
∑

(n1,n2)∈Z2

T̂n1
(1,0) T̂

n2
(0,1) =

∑
n∈Z2

T̂n.

From Eq.(2.19), we deduce:

(2.23) M̂ P̂ = P̂M̂

In other words we have a commutative diagram:

Hplane M̂−−→ Hplane

↓ P̂ ↓ P̂
Htorus M̂−−→ Htorus

Which means that M̂ induces an endomorphism:

(2.24) M̂torus = M̂1.M̂0 : Htorus → Htorus

When no confusing is possible, we will write M̂ for this operator M̂torus.

2.2.3. Standard coherent states

We will use in many instances some particular quantum states, the
standard coherent states [51][62], which are semi-classically localized on
phase space. For x = (q, p) ∈ R2, the coherent state ϕx ∈ Hplane is

ϕx (q′) def= 1
(π~)1/4 exp

(
−i pq2~

)
exp

(
ipq

′

~

)
exp

(
− (q′−q)2

2(
√

~)2

)
. Semi-classical lo-

calization of ϕx at x ∈ R2 in phase space comes from the fact that its
modulus is a Gaussian “localized around” q with width ∆q '

√
~ (which

vanishes for ~→ 0). Its ~-Fourier Transform is

ϕ̃x (p′) =
1

(π~)1/4
exp

(
−i pq

2~

)
exp

(
−i qp

′

~

)
exp

− (p′ − p)2

2
(√

~
)2

 ,

similarly localized around p. More algebraically, ϕ0 ∈ Hplane (with x = 0),
is the ground state of the Harmonic Oscillator and is defined by aϕ0 =

ANNALES DE L’INSTITUT FOURIER



SEMI-CLASSICAL FORMULA BEYOND THE EHRENFEST TIME 2541

0, with a = (q̂ + ip̂) /
√

2~. The coherent state ϕx is then obtained by
translation

(2.25) ϕx
def= T̂xϕ0, x = (q, p) ∈ R2.

For short, we will also write |x〉 def= ϕx for a coherent state. The Husimi
distribution of a quantum state ψ ∈ Hplane is the positive measure on
phase space:

Husψ (x) def=
1

2π~
|〈x|ψ〉|2

The closure relation is ([51] p. 15)

(2.26) Îd/Hplane
=
∫

R2

dx

2π~
|x〉〈x|

A coherent state on the torus is defined by periodicity, using Eq.
(2.22):

|x〉torus
def= P̂|x〉 ∈ Htorus

They provide the closure relation:

(2.27) Îd/Htorus
=
∫

[0,1]2

dx

2π~
|x〉torus〈x|

3. The map as a sum over periodic points

In the first part of this section we characterize and count the number of
periodic points of the map M with a given period t ∈ Z. These points are
shown to play an important role in the second part, where we will express
M̂ t
torus, defined in Eq.(2.24), and its trace in terms of them. Some parts of

this section can be found in [46] or [52].

3.1. Periodic points of M

Consider a discrete time t ∈ Z\ {0}. A point x ∈ R2 gives a periodic
point [x] ∈ T2 of M with period t if

M t [x] = [x]

⇔ ∃n ∈ Z2 /M tx = x+ n

⇔ ∃n ∈ Z2 / Tt (x) = n

with the map

Tt
def=
{

R2 → R2

x → Tt (x) = M t (x)− x
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Periodicity of Tt: From Eq.(2.4), we get

Tt (x+m) = Tt (x) + T0,(t) (m) , ∀x ∈ R2, ∀m ∈ Z2

Where T0,(t) (x) def= M t
0 (x)−x. In particular T0,(t) (m) ∈ Z2 for any m ∈ Z2.

We introduce the sub-lattice of Z2 :

(3.1) Λt
def= T0,(t)

(
Z2
)
⊂ Z2

generated by e1 = T0,(t) (1, 0) ∈ Z2 and e2 = T0,(t) (0, 1) ∈ Z2. We denote
by Ct ⊂ Z2 the elements which belong to the origin cell of Λt :

Ct
def=
{
n ∈ Z2 / T −1

0,(t) (n) ∈ [0, 1[2
}

Of course Ct ≡ Z2/Λt.

Proposition 3.1. — For a small enough perturbation, Tt is a diffeo-
morphism, for every t. Periodic points with period t can be labeled by
n ∈ Z2:

(3.2) xn,t
def= T −1

t (n) , n ∈ Z2

Different values n, n′ may give the same point [xn,t] = [xn′,t]. The periodic
points [xn,t] ∈ T2 on the torus are in one to one correspondence with n ∈ Ct.
The number of periodic points with period t is

Nt
def= ] (Ct) =

∣∣det
(
T0,(t)

)∣∣ = ∣∣det
(
M t

0 − I
)∣∣(3.3)

= eλ0t − 2 + e−λ0t
(
' eλ0t for t� 1

)
Proof. — Using Eq.(2.10), the matrix of (DTt)xis

(DTt)x =
(
DM t

)
x
− Id = QMtx

(
exp (Λx,t) 0

0 exp (−Λx,t)

)
Q−1
x − Id

with Λx,t =
∑t−1
t′=0 λMt′x , so λmint 6 Λx,t 6 λmaxt. We have supposed

that λmin > 0. Then

det ((DTt)x) = det
((

exp (Λx,t) 0
0 exp (−Λx,t)

)
−Q−1

MtxQx

)
The matrix Q−1

x′ Qx goes to identity (uniformly in x, x′ ∈ T2) when the
perturbation vanishes. Therefore, we can write Q−1

x′ Qx = Id+εAx,x′ , where
Ax,x′ has matrix elements bounded by 1 in absolute value, and ε goes to
zero when the perturbation vanishes. One computes

det ((DTt)x) = 2 (1− coshΛx,t) + εA11

(
e−Λx,t − 1

)
+ εA22

(
eΛx,t − 1

)
+ ε2det (A)
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and deduces

|det ((DTt)x)| > 2 (1− ε) (cosh (λmint)− 1)− 3ε > 0

for small enough ε. We deduce that Tt is a diffeomorphism on R2. �

Remarks. —

• Note that two periodic points xn′,t, xn,t may belong to the same
periodic orbit of Mtorus. Explicitely:

xn′,t = M (xn,t)⇔ n′ = M0 (n)

so periodic orbits of M on T2 with period t, are in one to one
correspondence with periodic orbits of M0 acting on the finite set
Ct ≡ Z2/Λt.
• Here is the number of periodic points with period t, for the example

Eq. (2.11), see figure 3.1:

t 1 2 3 4 5 6 7 8 9 10 11 . . .

Nt 1 5 16 45 121 320 841 2205 5776 15125 39601 . . .

p

q

Figure 3.1. Periodic points of map M , Eq. (2.12), with period t = 7.
There are Nt = 841 periodic points.
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3.2. Expression of the quantum map M̂ t
torus, using periodic

points

For a given t ∈ Z, we consider(
P̂M̂ t

plane

)
: Hplane → Htorus

defined on a suitable dense domain (which contains the Schwartz space
S (R)), where P̂ is defined in Eq.(2.22), and M̂plane is defined in Eq.(2.15).
This operator

(
P̂M̂ t

plane

)
is important to look at, because if one wants

any matrix element of the quantum map 〈ψ̃2|M̂ t
torus|ψ̃1〉, with |ψ̃1〉, |ψ̃2〉 ∈

Htorus, then one just has to consider “lifted states on the plane” |ψ1〉,
|ψ2〉 ∈ Hplane, such that |ψ̃i〉 = P̂|ψi〉, i = 1, 2, and then

(3.4) 〈ψ̃2|M̂ t
torus|ψ̃1〉 = 〈ψ2|P̂M̂ t

plane|ψ1〉

We will now write M̂ instead of M̂plane. One writes:

(3.5)
(
P̂M̂ t

)
=
∑
n∈Z2

T̂−nM̂
t =

∑
n∈Z2

M̂n,t

with

(3.6) M̂n,t
def= T̂−nM̂

t : Hplane → Hplane

where n ∈ Z2, and t ∈ Z. The corresponding classical map is of course

(3.7) Mn,t :
{

R2 → R2

x → Mn,t (x) = M t (x)− n
The map Mn,t will be used many times in this paper. It is an hyperbolic
map (translation of M t), whose unique fixed point is the periodic point
xn,t, given by Eq.(3.2), because: Mn,t (xn,t) = M t (xn,t)− n = xn,t.

3.2.1. Periodicity of the decomposition

We decompose now the sum over n ∈ Z2 in Eq. (3.5), with respect to
the lattice Λt defined by Eq. (3.1). First, any n′ ∈ Z2 can be decomposed
in the unique way:

n′ = n+ T0 (m) , n ∈ Ct, m ∈ Z2

Observe that for n,m ∈ Z2 (we use Eq.(2.20)),

M̂n+T0(m),t = T̂−n−T0(m)M̂
t = T̂−n−M0(m)+mM̂

t

= eiF(n,m)/~T̂mT̂−nT̂−M0(m)M̂
t = eiF(n,m)/~T̂mT̂−nM̂

t T̂−m

= eiF(n,m)/~T̂mM̂n,tT̂−m
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The phase F comes from Eq.(2.18) and is given by:

F (n,m) =
1
2

(n ∧M0 (m)−m ∧ (n+M0 (m)))

But 2F is an integer so eiF(n,m)/~ = ei2πNF(n,m) = +1 because we have
supposed N even. Therefore

(3.8)
(
P̂M̂ t

)
=
∑
n∈Z2

M̂n,t =
∑
m∈Z2

T̂mM̂Ct T̂−m

with

M̂Ct

def=
∑
n∈Ct

M̂n,t

From Proposition 3.1, this last expression of M̂Ct is a finite sum over peri-
odic points, with Nt terms.

3.2.2. Trace of M̂ t
torus

Remark that Tr
(
M̂ t
torus

)
is well defined because M̂ t

torus acts in Htorus
which is a finite dimensional space. On the opposite M̂n,t = T̂−nM̂

t is a
unitary operator in Hplane = L2 (R) and is not of Trace class. Nevertheless
we will define a linear functional which can be thought as a trace.

Proposition 3.2. — For any t ∈ Z, and any n ∈ Z2, the following
integral is absolutely convergent:

(3.9) T
(
M̂n,t

)
def=
∫

R2

dx

2π~
〈x|M̂n,t|x〉

where |x〉 is a standard coherent state at x ∈ R2 defined in Eq.(2.25). We
have the relation

(3.10) Tr
(
M̂ t
torus

)
=
∑
n∈Ct

T
(
M̂n,t

)
Eq.(3.10) is an exact formula (not semi-classical). It is a sum over Nt

terms. This formula does not use the assumption that M is hyperbolic.
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Proof. — A coherent state |x〉 belongs to S (R). Using closure relations
Eq.(2.26) and Eq.(2.27), together with Eq.(3.4) and Eq.(3.8), we compute:

Tr
(
M̂ t
torus

)
=
∫

[0,1]2

dx

2π~
〈x|M̂ t

torus|x〉torus =
∫

[0,1]2

dx

2π~
〈x|P̂M̂ t

plane|x〉

=
∫

[0,1]2

dx

2π~
∑
n∈Ct

∑
m∈Z2

〈x|T̂mM̂n,tT̂−m|x〉

=
∑
n∈Ct

∫
[0,1]2

∑
m∈Z2

dx

2π~
〈x−m|M̂n,t|x−m〉

The sums are absolutely convergent. In particular:∫
[0,1]2

∑
m∈Z2

dx

2π~
〈x−m|M̂n,t|x−m〉 =

∫
R2

dx

2π~
〈x|M̂n,t|x〉 = T

(
M̂n,t

)
,

and we obtain Tr
(
M̂ t
torus

)
=
∑
n∈Ct

T
(
M̂n,t

)
. �

4. Semi-classical description of the dynamics

We do not have yet considered the semi-classical limit ~→ 0. In this sec-
tion, we give the essential Theorem (Theorem 4.2 below) which shows that
in the semi-classical limit, long time quantum dynamics can be expressed
in terms of individual classical trajectories.

4.1. Neighborhood of a point in phase space and localized states

We first introduce the notion of a semi-classical neighborhood of a point
in phase space. Let x ∈ R2 be a point in phase space, and 0 < α < 1/2.
Let

(4.1) Dx,α
def=
{
y ∈ R2 / |y − x| < ~1/2−α

}
be the disk of center x and radius ~1/2−α, which shrinks to zero as ~→ 0.
We define the truncation operator:

(4.2) P̂x,α
def=
∫
y∈Dx,α

dy

2π~
|y〉〈y| = OpAW

(
χDx,α

)
being the Anti-Wick quantization of the characteristic function of the disk
Dx,α [51]. We will often drop the index α, and write P̂x

def= P̂x,α. In the
case x = 0, we will drop the index x, and write: P̂α

def= P̂x=0,α. Notice that
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in comparison with Eq.(2.26), the integral is restricted to the disk Dx,α.
The meaning of the operator P̂x is that it truncates a quantum states in
the vicinity of the point x. A quantum state is said to be localized at point
x, if this truncation has no effect on it in the semi-classical limit. More
precisely:

Definition 4.1. — A sequence of normalized quantum state ψ~∈Hplane
(sequence which depends on ~ → 0) is said to be α−localized at point
x ∈ R2, if

(4.3)
∥∥∥ψ − P̂x,αψ∥∥∥

L2
= O (~∞)

Examples: a coherent state |x〉 is α−localized at x, for any 0 < α < 1/2.
For any fixed n ∈ N, let |n〉 be the eigenstate of the harmonic oscilla-
tor: 1

2

(
p̂2 + q̂2

)
|n〉 = ~

(
n+ 1

2

)
|n〉, and let |x, n〉 = T̂x|n〉. Then |x, n〉 is

α−localized at x, for any 0 < α < 1/2.

4.2. Semi-classical evolution in a neighborhood of a classical
trajectory

Let x ∈ R2, and consider the classical trajectory x (t) = M tx ∈ R2,
for t ∈ N. The following Theorem will be useful in order to compute ma-
trix elements of the quantum evolution operator, of the form 〈ψ2|M̂ t|ψ1〉,
where ψ1 is localized at x (0), and ψ2 is localized at x (t). From Eq.(4.3),
〈ψ2|M̂ t|ψ1〉 = 〈ψ2|P̂x(t)M̂ tP̂x(0)|ψ1〉+O (~∞), so the computation involves
the operator P̂x(t)M̂ tP̂x(0).

Theorem 4.2. — For any C > 0, any t, such that 1 6 t < C log (1/~),
any 0 < α < 1/2, any K > 0, there exists CK > 0, such that for any
x = x (0) ∈ R2, then in L2 operator norm:

(4.4)
∥∥∥P̂x(t)M̂ tP̂x(0) − P̂x(t)M̂P̂x(t−1)M̂P̂x(t−2) . . . M̂ P̂x(0)

∥∥∥
L2

6 CK~K

The proof is given in appendix A page 2564, but we give the main idea
below.

Remarks. —

• To shorten we write that the error is O (~∞) uniformly with respect
to x ∈ R2.

• This relation means that in order to compute P̂x(t)M̂
tP̂x(0), we

can introduce truncation operators all along the trajectory, with-
out changing the result significantly in the semi-classical limit. In
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other words the operator P̂x(t)M̂ tP̂x(0) depends only on the dynam-
ics in the vicinity of the trajectory x (0) → x (t). This result will
allow us to use normal forms in the next Section, which give a nice
description of the dynamics in the vicinity of any trajectory.

• Idea of the proof: Let us explain here the main idea of the proof
but at the level of classical dynamics. The proof follows the same
idea. From definition Eq.(4.2), the operator P̂x(t) =

∫
x∈Dt

dx
2π~ |x〉〈x|

truncates quantum states on the disk Dt of small radius ~1/2−α, and
center x (t). The transcription of Eq.(4.4) in classical dynamics is

(4.5) Dt ∩M t (D0) = Dt ∩M (Dt−1 . . .M (D1 ∩M (D0)))

To show this, let G1 = M (D0) \D1. Let F1 such that R2 = D1 ∪
F1 ∪G1 is a disjoint union. So F1 ∩M (D0) = ∅. Then

Dt ∩M t (D0) = Dt ∩M t−1
(
R2 ∩M (D0)

)
(4.6)

= Dt ∩M t−1 ((D1 ∪ F1 ∪G1) ∩M (D0))

=
(
Dt ∩M t−1 (D1 ∩M (D0))

)
∪
(
Dt ∩M t−1 (G1)

)
Now observe that G1 is the set of points coming from D0 but who
leave the set D1 in the unstable direction. Due to uniform hyper-
bolicity and the fact that we consider the dynamics on the cover
R2, the set G1 goes away from the trajectory x (t) in the unstable
direction. This gives: Dt ∩M t−1 (G1) = ∅. Then Eq.(4.6) simpli-
fies to Dt ∩M t (D0) = Dt ∩M t−1 (D1 ∩M (D0)). Repeating this
argument, we get Eq. (4.5). (For illustration, see Figure A.2 page
2568).

• From the idea of the proof given above, it is clear that Eq.(4.4) holds
because it concerns the phase space cover R2. Points who leave
the trajectory in the unstable direction never come back. At the
semi-classical level, there is no interference effects. The interference
effects come when passing to the torus which is compact, and are
due to the sum Eq.(3.5).

Consequence for the trace. There is a consequence of Theorem 4.2,
which shows that the integral Eq.(3.9) up to a negligible error, can be
restricted to a neighborhood of the fixed point xn,t of the map Mn,t ,
Eq.(3.7). This Lemma will be useful in order to obtain the semiclassical
Trace formula.
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Lemma 4.3. — For any C > 0, any t, such that 1 6 t < C log (1/~),
any 0 < α < 1/2:

T
(
M̂n,t

)
=
∫
x∈Dxn,t

dx

2π~
〈x|M̂n,t|x〉+O (~∞)

(4.7)

= Tr
(
M̂n,tP̂xn,t

)
+O (~∞) = Tr

(
P̂xn,t

M̂n,tP̂xn,t

)
+O (~∞)

The error is uniform with respect to the point xn,t (i.e. with respect to t
and n ∈ Z2).

Note that P̂x is a trace class operator, M̂n,t is bounded, so
(
M̂n,tP̂xn,t

)
is also trace class. Although intuitive, our proof of Lemma 4.3 is quite long
and is given in Appendix B.

5. Semi-classical non-stationary Normal Form

In the previous Section, we have explained that long time quantum dy-
namics can be expressed with the operator P̂x(t)M̂ tP̂x(0), where x (t) =
M tx (0) is a given classical trajectory. Using truncation operators all along
the trajectory, we have shown in Theorem 4.2, that the operator
P̂x(t)M̂

tP̂x(0) depends in fact only of the vicinity of the trajectory x (t′),
t′ ∈ [0, t]. There appeared operators like P̂M(x)M̂P̂x, with x ∈ R2. This
suggests to use a local description of the dynamics along the trajectory, in
terms of a Taylor expansion up to a given order J . Using convenient canon-
ical coordinates, we can make this description in its simplest form, called
a normal form expansion. This is Theorem 5.2 below. A normal form ex-
pression of the dynamics is particularly interesting for large time, because
along a given trajectory we will obtain a product of normal forms opera-
tors which is quite easy to calculate (because they commute together). In
particular, for a periodic orbit the computation of the trace will be explicit.

For classical hyperbolic map on the torus, David DeLatte in [19], has
shown that there exists a global and uniform normal form expression, called
non-stationary normal form, which is unique up to co-boundary terms. In
this section we develop the semi-classical version of his result, and use it
to control long time evolution. Semi-classical normal form for individual
unstable trajectories is already a well known and very useful tool in semi-
classical analysis, see [12, 13, 14], [59, 60],[54],[42, 41]. Our approach of
semi-classical non stationary normal forms follows closely the exposition of
J. Sjöstrand in [54], but will be adapted to the normal form approach of
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David DeLatte [19], which is uniform over phase space and not individual
for periodic orbits. Therefore it will give a satisfactory control of the normal
form expressions for long (periodic) orbits.

In this Section we give the main result useful for our purpose, and in
appendix D, we give the proofs and more details, in particular we present
there the semi-classical non stationary normal form theory in terms of
Hamiltonian flows. This could be useful in order to extend the present
results to more general hyperbolic Hamiltonian flows.

5.1. Semi-classical non-stationary normal form

We give here the semi-classical version of a Theorem of David DeLatte
[19] about non stationary normal forms.

Theorem 5.1. — Let J > 2 even, be the order of the normal form cal-
culation. Let 0 < α < 1/2. The evolution operator M̂ in the neighborhood
of any point x ∈ R2 is well approximated by a normal form operator N̂x :

(5.1)
∥∥∥P̂M(x)M̂P̂x − P̂M(x)

(
T̂M(x)N̂xT̂ −1

x

)
P̂x

∥∥∥
L2

6 C~A

with A =
(

1
2 − α

′) (J + 1)− 1, any α < α′ < 1/2, and C independent of x.
The operator

(5.2) N̂x = exp
(
− i

~
K̂x

)
is generated by a Hamiltonian with a total Weyl symbol Kx (q, p) which is
a normal form up to order J :

Kx (q, p) =
∑

06l+j6J/2

λl,j,(x)~l (qp)
j(5.3)

λ0,1,(x) = λx is the local expansion rate already introduced in Eq.(2.7),
and the meaning of the other λl,j,(x) is discussed below. T̂x is a product of
unitary operators:

(5.4) T̂x = T̂xQ̂xÛG1,xÛG2,x . . . ÛGnmax,x

where T̂x is the translation operator Eq.(2.17), Q̂x is the Weyl quantization
of the linear symplectic map Qx, Eq.(2.9). The next operators give non
linear corrections: the operator ÛGn,x = exp

(
− i

~ Ĝn,x

)
is generated by

Ĝn,x whose Weyl symbol is equal to

Gn,x (q, p) = gl,a,b,(x)~lqapb, with 3 6 2l + a+ b 6 J
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in a neighborhood of the origin (the index n enumerates all the indices
(l, a, b) in the range 3 6 2l + a + b 6 J , and with increasing order of
(2l + a+ b)). The functions gl,a,b,(x) and λl,j,(x) for (l, j) 6= (0, 0), are con-
tinuous with respect to x ∈ T2. The function λ0,0,(x) is continuous with
respect to x ∈ R2 (but not periodic).

The proof is given in appendix D.

Remarks. —

• Eq.(5.1) is interesting if the error vanishes in the semi-classical limit
~ → 0, so if (J + 1)

(
1
2 − α

)
− 1 > 0 ⇔ J > 1+2α

1−2α , for example if
J = 2 and 0 < α < 1/6.

• If J = 2, the normal form description is just at the level of linear
approximation. It is the quantum version of Eq.(2.10) and relies on
uniform hyperbolicity. In the proof, it will be clear that the next
order terms are obtained iteratively from this linear approximation,
as usual in normal form calculations.

• Eq.(5.1) has a classical version, with maps Nx, Tx instead of oper-
ators N̂x, T̂x respectively, and with similar Taylor expansions, but
without the semiclassical terms ~l, l > 1. The classical normal form
is expressed in Figure 5.1, and corresponds to the theorem 1.1, p.
238 given in [19] by David DeLatte (the formal version). In [19][20],
David DeLatte proved a more stronger result: if M is analytic, then
normal form series of Kx and Tx are convergent in a neighborhood
of (q, p) = (0, 0), for J → ∞. Thanks to truncation operators, we
will not need this result.

p

sx

x

ux

q

M(x)

M

sMx

uMx

q

p

Tx

TMx Nx

0

Figure 5.1. This picture traduces the conjugation relation Eq.(5.1) of
the non stationary normal form. Here, in a neighborhood of a point x,
the classical map M ≡ TM(x)NxT −1

x is conjugated to a map Nx which
is a normal form up to order J , and has 0 as hyperbolic fixed point.
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• The main non trivial result in Theorem 5.1 is the continuity and
periodicity of Nx and Tx with respect to x. This is a global con-
straint over the torus, and relies on the uniform hyperbolicity of
the dynamics. This continuity is already given in Theorem 2.1 for
the expansion rate λx. In the proof, this appears in Lemma D.2.

• λ0,0,(x) is called the Action of the path x → M (x). It is given by
the integral λ0,0,(x) = −

∫
1
2 (pdq − qdp)−Hdt along the trajectory,

as explained in Eq.(D.20) page 2590. λ0,0,(x) is a constant term in
the function Eq.(5.3) and does not appear in the classical version of
the Theorem, but is fundamental to explain the interference effects
in quantum mechanics. For a geometric interpretation of λ0,0 (x)
in terms of parallel transport on a Complex line bundle over the
phase space (called the prequantum bundle), see [25] and references
therein.

• We will use later on, the fact that for (j, l) 6= (0, 0), λj,l,(x) is a
continuous function of x ∈ T2, and is therefore bounded:

(5.5)
λj,l,min

def= minx∈T2

(
λj,l,(x)

)
6 λj,l,(x) 6 λj,l,max

def= maxx∈T2

(
λj,l,(x)

)
• The function λ1,0,(x) = λx is equal to the expansion rate introduced

in Eq.(2.7), and is called the Lyapounov cocycle. The function
λ2,0,(x) of x, is called the Anosov cocycle and is an obstruction
to C2 regularity of the unstable/stable foliation, see [40], or [37]
p. 289. These two cocycles are the first terms of the series λj,l of
(semi-classical) cocycles.

5.2. Semi-classical normal form for a long orbit

We will now combine Eq.(4.4) and Eq.(5.1) along a given trajectory
x (t) = M tx starting from x ∈ R2. Let us first define

N̂x,t
def= N̂Mt−1(x)N̂Mt−2(x) . . . N̂x

to be the product of Normal forms N̂x = exp
(
− i

~K̂x

)
along the trajec-

tory. Quantum normal forms Hamiltonian K̂x at different point x commute
together (this is proved in Eq.(5.23) page 2557). So the product N̂x,t can
be written

(5.6) N̂x,t = exp
(
− i

~
tK̂x,t

)
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where K̂x,t = OpWeyl (Kx,t) has total Weyl symbol:

Kx,t (q, p)
def=

1
t

t−1∑
s=0

KMsx (q, p)

which is just a time average along the trajectory. Using Eq.(5.3) we can
write

(5.7) Kx,t (q, p) =
∑

06l+j6J/2

µl,j,(x),t~l (qp)
j

with coefficients

(5.8) µj,l,(x),t
def=

1
t

t−1∑
s=0

λj,l,(Msx)

From Eq.(5.5), we deduce that µj,l,(x),t is bounded uniformly with respect
to x ∈ T2 and t ∈ Z (i.e. for any orbit):

(5.9) λj,l,min 6 µj,l,(x),t 6 λj,l,max

We can now state:

Theorem 5.2. — For any J > 2, any C > 0, any 0 < α < 1/2, there
exists C1 > 0, such that for any 0 < t 6 C log (1/~), and any initial point
x ∈ R2, any 1/2 > α′ > α,
(5.10)∥∥∥P̂Mt(x)M̂

tP̂x − P̂Mt(x)

(
T̂Mt(x)N̂x,tT̂ −1

x

)
P̂x

∥∥∥
L2

6 t C1 ~(J+1)( 1
2−α

′)−1

As a corollary, for a periodic orbit, i.e. any fixed point xn,t of M t
torus given

by Eq.(3.2):

(5.11)
∣∣∣T(M̂n,t

)
− eiAn/~Tr

(
P̂αN̂(xn,t),tP̂α

)∣∣∣ 6 tC1 ~(J+1)( 1
2−α

′)−1−α′

where M̂n,t is defined in Eq.(3.6), T
(
M̂n,t

)
is defined in Eq.(3.9), and

(5.12) An,t
def=

1
2
n ∧ xn,t

Remark. —

• The constant An,t and µ0,0,(xn,t),t = − 1
t

∫
1
2 (pdq − qdp)−Hdt de-

fined in Eq.(5.8), contribute to the total action of the periodic
orbit defined by:

(5.13) An,t
def= An,t − tµ0,0,(xn,t),t
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Proof. — The proof of Eq.(5.10) combines Theorem 4.2 and Theorem
5.1 in three steps. First from Eq.(5.1), we deduce that∥∥∥P̂x(t)M̂P̂x(t−1)M̂P̂x(t−2) . . . M̂ P̂x(0) − P̂x(t)

(
T̂x(t)N̂x(t−1)T̂ −1

x(t−1)

)
P̂x(t−1)

(
T̂x(t−1)N̂x(t−2)T̂ −1

x(t−2)

)
P̂x(t−2) . . . P̂x(0)

∥∥∥
L2

= Ct~A

We can now apply Theorem 4.2 to the sequence of hyperbolic maps(
TM(x)NxT −1

x

)
in order to take off the intermediate operators P̂x(s). We

obtain:∥∥∥P̂x(t) (T̂Mt(x)N̂x,tT̂ −1
x

)
P̂x(0) − P̂x(t)

(
T̂x(t)N̂x(t−1)T̂ −1

x(t−1)

)
P̂x(t−1)

(
T̂x(t−1)N̂x(t−2)T̂ −1

x(t−2)

)
P̂x(t−2) . . . P̂x(0)

∥∥∥
L2

= O (~∞)

Combining the last two equations with Eq.(4.4), we obtain finally Eq.(5.10).
Now we will prove Eq.(5.11). First Eq.(5.10) for x = xn,t gives∥∥∥P̂Mt(xn,t)M̂

tP̂xn,t − P̂Mt(xn,t)

(
T̂Mt(xn,t)N̂xn,t,tT̂ −1

xn,t

)
P̂xn,t

∥∥∥
L2

6 t C1 ~(J+1)( 1
2−α

′)−1

But M txn,t = xn,t + n, so P̂Mt(xn,t) = T̂nP̂xn,t T̂−n. From Eq.(5.4), and
Q̂Mtxn,t

= Q̂xnt
(due to periodicity), we have

T̂Mt(xn,t) = T̂M(xn,t)T̂−xn,t T̂xn,t = eiAn,t/~T̂nT̂xn,t ,

with An,t
def= 1

2n∧xn,t. The last equality comes from Eq.(2.18). We obtain:∥∥∥P̂xn,tM̂n,tP̂xn,t − eiAn,t/~P̂xn,t

(
T̂xn,t

N̂xn,t,tT̂ −1
xn,t

)
P̂xn,t

∥∥∥
L2

6 t C1 ~(J+1)( 1
2−α

′)−1

Lemma B.10 page 2576 allows us to pass from operator norm to Trace norm
estimates. It gives:

∣∣∣Tr
(
P̂xn,tM̂n,tP̂xn,t

)
− eiAn,t/~Tr

(
P̂xn,t

(
T̂xn,tN̂xn,t,tT̂ −1

xn,t

)
P̂xn,t

)∣∣∣(5.14)

6 t C1 ~(J+1)( 1
2−α

′)−1−α′

We want now to take off the operator T̂xn,t . Remind that Tx is a smooth
canonical transformation which send point 0 to x. If 0 < β < α, we have
in operator norm P̂x,β T̂xP̂0,α = P̂x,β T̂x + O (~∞), P̂0,αT̂xP̂x,β = T̂xP̂0,β +
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O (~∞), and P̂x,βP̂0,α = P̂x,β +O (~∞). So, with β > γ > α,

Tr
(
P̂xn,t,α

(
T̂xn,tN̂xn,t,tT̂ −1

xn,t

)
P̂xn,t,α

)
= Tr

(
P̂xn,t,α

(
T̂xn,t

P̂0,γN̂xn,t,tP̂0,γ T̂ −1
xn,t

)
P̂xn,t,α

)
+O (~∞)

= Tr
(
P̂xn,t,β

(
T̂xn,t

P̂0,γN̂xn,t,tP̂0,γ T̂ −1
xn,t

)
P̂xn,t,β

)
+O (~∞)(5.15)

= Tr
(
T̂xn,t

P̂0,γN̂xn,t,tP̂0,γ T̂ −1
xn,t

)
+O (~∞)

= Tr
(
P̂0,γN̂xn,t,tP̂0,γ

)
+O (~∞)

For the second line, we have used the property that the trace does not
depend on the choice of β, up toO (~∞). Finally, Eq.(5.14,5.15,4.7) together
give Eq.(5.11). �

5.3. Post-Normalization

5.3.1. Post Normalization corrections

The Weyl symbol Kx,t (q, p) given in Eq.(5.7) is a function of the prod-
uct (qp) only. Let us write it Kx,t (qp). The quantized operator we have
to consider in Eq.(5.6) is K̂x,t = OpWeyl (Kx,t (qp)). First remark that, in
order to compute the trace of the propagator, or its matrix elements, it is
easier to deal with a function of the single operator OpWeyl (qp), and sec-
ond, OpWeyl (Kx,t (qp)) 6= Kx,t (OpWeyl (qp)) in general (see e.g. Eq.(5.21)
below). So we have to find a function K̃x,t of a single variable, such that

(5.16) K̂x,t = OpWeyl (Kx,t (qp)) = K̃x,t (OpWeyl (qp))

Proposition 5.3. — If Kx,t (qp) =
∑

06l+j6J/2 µl,j,x,t~l (qp)
j is ex-

pressed as a power series in (qp) and ~, (as we get in Eq.(5.7)), then K̃x,t

is given by:

(5.17) K̃x,t (qp) =
∑
l,j>0

µ̃l,j,x,t~l (qp)j

where the coefficients µ̃l,j,x,t are given explicitely from µl,j,x,t by:

(5.18) µ̃l,j,x,t
def=

∑
06m6[l/2]

Ej′,mµl′,j′,x,t, l′ = l − 2m, j′ = j + 2m
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where Ej′,m is a numerical factor determined by recursive formula:

Ej+1,m = Ej,m −
j2

4
E(j−1),(m−1), if j,m > 1

Ej,0 = 1, E0,m = 0, E1,m = 0, for m > 1(5.19)

Remarks. —

• In particular, at the principal and sub-principal level (i.e. order
l = 0, 1 in ~l), there is no change: i.e. µ̃l,j,x,t = µl,j,x,t, if l = 0 or
l = 1.

• In [31], paragraph 6, Alfonso Garcia-Saz gives such expressions as a
special case of a more general problem. See also appendix I in [10].

Proof. — We use the Moyal start product ] defined in Eq.(D.3), which is
equivalent to the product of operators. In other words, we want to express
(qp)j in terms of product of monomial terms (qp)]j def= (qp) ] (qp) ] . . . ] (qp).
We just apply Moyal product formula Eq.(D.4), with operators A = qp,
B = (qp)j , and observe that (ADnB) = 0, for n = 1 and n > 3, and(
AD2B

)
= −2j2 (qp)j−1. This gives

(5.20) (qp) ] (qp)j = (qp)j+1 + ~2 j
2

4
(qp)j−1

Or equivalently
(5.21)

OpWeyl (qp)
j+1 = (OpWeyl (qp))

(
OpWeyl (qp)

j
)
− ~2 j

2

4

(
OpWeyl (qp)

j−1
)

We deduce that

(5.22) (qp)j =
[j/2]∑
m=0

Ej,m~2m (qp)](j−2m)

This last formula says that each resonant term of OpWeyl (Kx,t) can be
written

µl,j,(x),t~lOpWeyl

(
(qp)j

)
= µl,j,(x),t

[j/2]∑
m=0

Ej,m~l+2m (OpWeyl (qp))
j−2m

as desired. �

Proposition 5.4. — (qp)n and (qp)m commute with respect to the star
product:

[(qp)n , (qp)m]] = (qp)n ] (qp)m − (qp)m ] (qp)n = 0
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therefore if F,G ∈ C∞ (R),

(5.23) [OpWeyl (F (qp)) , OpWeyl (G (qp))] = 0

Proof. — By induction on the power: suppose that [(qp)n , (qp)m]] = 0,
for n,m 6 N . Using Eq.(5.20), we compute[

(qp)N+1
, (qp)n

]
]

= (qp)N+1
] (qp)n − (qp)n ] (qp)N+1

= (qp) ] (qp)N ] (qp)n − ~2N
2

4
(qp)N−1

] (qp)n

− (qp)n ] (qp) ] (qp)N + ~2N
2

4
(qp)n ] (qp)N−1

= 0

from associativity of the star product. There is a more direct proof, using
the post-normalization transformation F → F̃ described above:

[OpWeyl (F (qp)) , OpWeyl (G (qp))] =
[
F̃ (OpWeyl (qp)) , G̃ (OpWeyl (qp))

]
= 0.

�

5.3.2. Semi-classical Trace formula for a periodic orbit

Semi-classical expansions for the trace of hyperbolic normal forms is
explicitly done in [43]. It can be used to give Tr

(
P̂αN̂xn,tP̂α

)
in terms

of the semi-classical post-normalized cocycles µ̃l,j,xn,t defined in Eq.(5.18).
We do this in appendix E, Proposition E.1, page 2592. We can deduce the
following proposition:

Proposition 5.5. — Let J > 2. For any C > 0, any 0 < α < 1/2, there
exists C1 > 0 such that, for any time 0 < t 6 C log (1/~), any n ∈ Ct, one
has a semi-classical expression:

(5.24)
∣∣∣Tr
(
P̂αN̂xn,t,tP̂α

)
− Tsemi,J (xn,t)

∣∣∣ 6 C1~[J/2]

where xn,t is the fixed point of the map Mn,t, Eq.(3.7), and

Tsemi,J (xn,t)
def= exp

(
−itµ0,0,xn,t

~
)
exp (−itµ1,0,xn,t)

1

2 sinh
(

µ0,1,xn,tt

2

)Exn,t

with a semi-classical expansion

Exn,t = 1 + ~E1 + ~2E2 + . . .+ ~[J/2]−1E([J/2]−1)
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where Es depends on t and µ̃l,j,xn,t , with (l + j) 6 s + 1. We have the
bound

|Es| 6 tsEmax,s

where Emax,s does not depend on t nor on n. With Eq.(5.11) we deduce
that

(5.25)
∣∣∣T(M̂n,t

)
− eiAn/~Tsemi,J (xn,t)

∣∣∣ 6 C1~[J/2]

Remark. — Explicit expressions of Es, s > 1 are quite complicated for
large s, and are given in Eq.(E.9) page 2593, and Eq.(E.17) page 2595. It
appears in appendix E that with Weyl quantization then µ1,0,xn,t = 0 (and
µl,j = 0 for l odd). We will use this simplification below.

Proof. — Proposition E.1, page 2592, gives∣∣∣Tr
(
P̂αN̂xn,t,tP̂α

)
− Tsemi,J (xn,t)

∣∣∣ 6 C1B,

where C1 does not depend on t and n, and with

B = max
n,t

((
2 sinh

(
µ̃0,1t

2

))−1

E[J/2]~[J/2]

)

given by the maximum over periodic orbits of the next order term in the
series of Tsemi,J (xn,t). The uniform control of the semi-classical cocycles,
over the periodic orbits, Eq.(2553) gives µ̃0,1 > λ0,1,min = λmin, where

λmin > 0 is defined in Eq.(2.8). Thus
(
2 sinh

(
µ̃0,1t

2

))−1

6 C2e
−λmint/2 6

C2~
(

tλmin
2tE

)
, because we can write e−λmint/2 = e

−λ0tE
(

tλmin
2tE

)
= ~

(
tλmin
2tE

)
.

The uniform control of the semi-classical cocycles together with the bound
Eq.(E.4) also gives that

∣∣E[J/2]

∣∣ 6 tsEmax,s where Emax,s does not depend
on n, t. Now if |t| 6 O (log (1/~)) then |ts| < ~−ε for any ε > 0, so at final

C1B 6 C3~
(

tλmin
2tE

)
~−ε~[J/2] 6 C4~[J/2], if we take ε = 1

2

(
λmin

2tE

)
. This

gives Eq.(5.24).
From Eq.(5.24) and Eq.(5.11), we deduce that∣∣∣T(M̂n,t

)
− eiAn/~Tsemi,J (xn,t)

∣∣∣ 6 C1~[J/2] + C ′1 ~(J+1)( 1
2−α

′)−1−α′ .

We observe that for large J , this gives a bound O (~∞). So we deduce
that the actual bound is given by the next order term in the series of
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Tsemi,J (xn,t), namely B = O
(
~[J/2]

)
already computed above: in more

precise terms, this is because∣∣∣T(M̂n,t

)
− eiAn/~Tsemi,J∞ (xn,t)

∣∣∣ = O (~∞) ,

and |Tsemi,J∞ (xn,t)− Tsemi,J (xn,t)| = O
(
~[J/2]

)
. �

6. Trace of the quantum map

6.1. Semi-classical trace formula

The following Theorem is one of the main result of this paper. It gives
a semi-classical expression for the trace Tr

(
M̂ t
torus

)
, as a finite sum over

the fixed points xn,t of the classical map M t
torus.

Theorem 6.1. — For any K > 0 , any C > 0, any J > 2 (K + C),
there exists C1 > 0, such that for any time |t| < CtE , with tE = 1

λ0
log 1

~ ,
any admissible value of ~ (see Eq.(2.21)), the trace of M̂ t

torus is given by
the semi-classical formula:

(6.1)
∣∣∣Tr
(
M̂ t
torus

)
− Tsemi,t,J

∣∣∣ 6 C1~K

(6.2) Tsemi,t,J =
∑
n∈Ct

exp
(
i
An,t

~

)
1

2 sinh
(
µ0,1,xn,tt

2

) Exn,t

where each term of the finite sum is associated with a fixed point xn,t of
M t
torus given in Eq.(3.2). An,t = An − µ0,0,xn,tt is the action of the peri-

odic orbit, defined in Eq.(5.13). µl,j,xn,t and µ̃l,j,xn,t are the semi-classical
normal form coefficients (cocycles) of the periodic orbit computed up to a
given order J > 2 (i.e. with 2 (j + l) 6 J). Exn,t is a semi-classical series:

Exn,t
= 1 +

∑
16s6[J/2]−1

~sEs = 1 + ~E1 + ~2E2 + . . .+ ~[J/2]−1E[J/2]−1

where Es depends on t and µ̃l,j,xn,t (with (l + j) 6 s+1), and in particular
is bounded by

|Es| 6 tsEmax,s

where Emax,s does not depend on t nor on xn,t.
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Proof. — We use Eq.(3.10), which is a sum with Nt = eλ0t − 2 + e−λ0t

terms (from Eq.(3.3)). We write Nt 6 eλ0t = e−λ0tE(−t/tE) = ~(−t/tE) 6

~−C . Each term T
(
M̂n,t

)
is approximated by a semiclassical expression

given in Eq.(5.25), with an uniform error C1~[J/2]. By a simple triangular
inequality (i.e. we sum the magnitudes of the error bounds) we deduce that∣∣∣Tr

(
M̂ t
torus

)
− Tsemi,t,J

∣∣∣ 6 NtC1~[J/2] 6 C1~[J/2]−C

This is O
(
~K
)

if J > 2 (K + C) (for J even). �

Remarks. —

• If we look at the whole proof, the limitation to these logarithmic
time (any multiple of the Ehrenfest time tE = 1

λ0
log 1

~ ) is present
many times. But the main limitation is due to exponential prolifer-
ation of periodic orbits in the hyperbolic system, Nt ' eλ0t.

• The bound on the errors could be improved at many places in the
proof, so the condition J > 2 (K + C) is not sharp. But the main
limitation in our proof is that we simply estimate the total error as
the sum of the absolute values of the error from each periodic orbit.
However its seems that all these errors compensate each other, as
observed in the next Section. However, a rigorous analysis of these
compensations is out of reach for the moment.

• Let us comment again on the estimation used in the proof. We have(
2 sinh

(
µ0,1,xn,tt

2

))−1

' e−λ0t/2 for large t, so, if we write Eq.(6.2)
as Tsemi,t,J =

∑
n∈Ct

Tn,t, each term associated to an individual
periodic orbit |Tn,t| 6 e−λ0t/2 decreases, but Nt = ] (Ct) ' eλ0t

increases faster. We get the bound |Tsemi,t,J | 6 eλ0t/2 which is
greater than dim (H) = N = 1/ (2π~) for t > 2

λ0
log (1/~) = 2tE .

This shows that for t > 2tE , there are necessarily some cancella-
tions among the complex amplitudes involved in Eq.(6.2), so that
|Tsemi,t,J | 6 dim (H) = N is always satisfied. These cancellations
are due to the leading complex terms exp

(
−iAn,t

~

)
.

• In some specific examples, namely the linear mapM0, Eq.(2.2), with
particular values of 2π~, we observed in [27] that at t ' 2tE , all the
actions exp

(
−iAn,t

~

)
= 1 are equal and add together. This implies

that the upper bound Tr
(
M̂ t=2tE
torus

)
= dim (H) = N is reached,

and therefore that M̂ t'2tE
torus ∝ Îd which implies revivals of quantum
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states and existence of scarred eigenstates, i.e. non equidistributed
invariant semiclassical measures.

• Let us give now a “philosophical” remark which shows again that
t = 2tE seems to be a critical value of time. If we define the “com-
plexity” of the trace formula to be equal to the number of periodic
orbits, it grows like eλ0t. This complexity is larger than the “com-
plexity” of the linear quantum problem (equal to the size of the
matrix M̂ : N2 ' e2λ0tE ), for t > 2tE . Again this shows that for
t > 2tE , periodic orbits manifest themselves in the semiclassical
trace formula through collective averaging effects (see Berry in [29],
or [25] where this open problem is also discussed).

6.2. Numerical results and observation of self-averaging effects

We illustrate the semi-classical formula for the trace Eq.(6.1), with the
example defined by Eq.(2.12). We have computed Tr

(
M̂ t
)

numerically
for t = 0 → 11 (this is easy because the Hilbert space is finite dimen-
sional, and we expect the numerical result to have a good accuracy). We
compare it with the semi-classical approximation Tsemi,t,J , Eq.(6.2), where
every normal forms has been computed numerically(5) up to a given order
J > 2. We choose successively N = 1/ (2π~) = 10, N = 1/ (2π~) = 100
with J = 2 and J = 4. The observed error is denoted by ErrorJ (t) def=∣∣∣Tr
(
M̂ t
)
− Tsemi,t,J

∣∣∣. The practical limitation in this numerical calcula-

tion is the increasing number Nt ' eλ0t of periodic orbits; already Nt=11 =
39601. In Theorem 6.1, we have estimated that

ErrorJ (t) < C1εJ (t) , with εJ (t) = ~K = ~
J
2−C = ~J/2−t/tE

with tE = 1
λ0

log (1/~).
On Figure 6.1, we plot three functions of (t/tE) on a logarithmic scale:∣∣∣Tr
(
M̂ t
)∣∣∣, the observed error ErrorJ (t) and the upper bound of the er-

ror εJ (t). We also draw the line TrMax = 1/ (2π~) (because obviously∣∣∣Tr
(
M̂ t
)∣∣∣ 6 dimHtorus = 1/ (2π~) ), and the line of the particular value

ε~,J = ~J/2 which is expected to be an upper bound of the error from
heuristic arguments given below. The unexpected observed fact is that
ErrorJ (t) < ε~,J , although ErrorJ (t) < εJ (t) = ε~,J~−t/tE has only been
proved.

(5) The algorithm to compute the normal forms is explained in Section E.
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t/t E

t/t Et/t E

1/h

(t)

εJ (t)

t/t Eh = 0 .1, J = 4

h = 0 .01, J = 2 h = 0 .01, J = 4

h = 0 .1, J = 2

1/h ε J (t)

(M̂ t)

(t)

1/h
(M̂ t)

εJ (t)

(t)

(M̂ t)

(t)

εJ (t)

1/h

(M̂ t)

ε , J

ε , J

ε , J

ε , J

Figure 6.1. Numerical results for
∣∣∣Tr
(
M̂ t
)∣∣∣ and its semiclas-

sical approximation Tsemi,t,J . We have plotted ErrorJ (t) def=∣∣∣Tr
(
M̂ t
)
− Tsemi,t,J

∣∣∣ in log. scale.

Remarks and observations:. —

• M̂ is an unitary operator, so
∣∣∣Tr
(
M̂ t
)∣∣∣ 6 dimHtorus = 1/ (2π~).

However our error estimate gives εJ (t) = ~J/2−t/tE > 1/ (2π~)
for t >

(
J
2 + 1

)
tE . So our estimates is not interesting for t >(

J
2 + 1

)
tE .

• According to Eq.(5.25), the error term ErrorJ (t) is a sum of Nt '
eλ0t complex numbers, each being bounded in magnitude by B '
e−λ0t/2~J/2 (This appeared in the proof of Proposition 5.5). With
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an heuristic point of view, if we think that these numbers behave
as independent random variables, then the total error is estimated
(by the central limit theorem) to be of order

√
NtB ' ~J/2 as the

numerical calculations shows. It would a nice result to explain such
a behaviour.

7. Conclusion

The main result of this paper is the use of semiclassical non stationary
normal form description of the hyperbolic dynamics first introduced by
David DeLatte [19], and which gives some invariant semi-classical cocycles
of the hyperbolic dynamics. With them, we obtain semi-classical expres-
sions for long time of order t ' C log (1/~), with any C > 0. These cocycles
are a generalisation to all order in non linearities and in power of ~ of the
Lyapounov cocycle which controls the linear instability of the dynamics.
These cocycles allow us to have a control on the error term of the trace
formula (or other semi-classical formula) for long time. We could ask the
question if this Non-stationary Normal description presented in Section 5
is really necessary? the author believes that it is, because it gives Eq.(5.1)
where Tx depends on the point x and not on the trajectory x (t) = M tx.
Without this result, we could expect that the Normal Form construction
would depend on the trajectory x (t) as a whole, and could diverge with t

in an uncontrollable way. We would be then blocked.
There are many perspectives suggested by this work. Numerical calcula-

tions presented in Section 6.2 seem to show that our bounds are not sharp,
and that the actual errors are much smaller. In particular, Gutzwiller trace
formula at the leading order J = 2, i.e. without semi-classical normal forms
corrections, could be correct for these “long time”, with an error O (~) uni-
form in time. To understand this surprising fact we should understand the
way all the complex semi-classical contributions add and compensate to-
gether. We think that the Ruelle-Pollicott thermodynamical formalism of
transfer operators in the context of prequantum dynamics, could help us
in that direction. Some preliminary results in this direction are obtained
in [25], in the case of a linear hyperbolic map, and we hope to be able to
extend these results to non linear maps.

An other perspective is a generalization of this approach to a uniform
hyperbolic flow, like the geodesic flow on a negative curvature manifold. We
think that the approach of “semi-classical non stationary normal forms”
developed in appendix D could be generalized for such models. A similar
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but less obvious generalization could be done for maximal hyperbolic sets,
situations which are met in general mixed chaotic systems, with homoclinic
intersections of stable/unstable manifolds giving horseshoes [45].

Appendix A. Proof of Theorem 4.2 page 2547 on
semi-classical evolution in a neighborhood of

a classical trajectory for long time

We first introduce some notations specific to this appendix.

A.1. Some notations

Let D ⊂ R2 (a measurable set). We define:

P̂D
def=
∫
x∈D

d2x

2π~
|x〉〈x|

where |x〉 is a coherent state defined by Eq. (2.25). One has the closure
relation:

(A.1) P̂D + P̂R2\D = Îd

Proof. — Îd =
∫

R2

d2x

2π~
|x〉〈x| =

∫
D

d2x

2π~
|x〉〈x|+

∫
R2\D

d2x

2π~
|x〉〈x|. �

Let 0 < β < 1/2 (The sharper results will correspond to β close to 0).
Let D ⊂ R2 a measurable set, or a sequence of sets D~ which depend on
~, with ~→ 0. In particular D may be a point D = {x}, x ∈ R2.

Definition A.1. — Let’s define the “exterior domain” E (D), by:

(A.2) E (D) =
{
x ∈ R2 such that dist (x,D) > ~1/2−β

}
and its complementary, the “interior” I (D)

I (D) = R2\E (D)

Remarks: I (D) is just the domain D which has been thickened by ~1/2−β .
In particular D ⊂ I (D). In Eq.(4.2), we have defined P̂x,β , which in the
present notation is P̂I{x}.

In this appendix, the classical dynamics is the map M : R2 → R2 defined
in Section 2, and the quantum map M̂ has been defined in Eq.(2.15).
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A.2. Semi-classical evolution after finite time

The results of this appendix will rely on the following lemma which is a
quite standard result on semi-classical evolution of wave packets after finite
time (with respect to ~→ 0).

Lemma A.2. — For any K ∈ N, and ~ small enough, there exists C > 0,
such that for any x ∈ R2, and any domain D ⊂ R2 such that D ⊂ E (Mx),

(A.3)
∣∣∣P̂DM̂ |x〉∣∣∣

L2
< C~K

where |x〉 is a coherent state defined in Eq.(2.25).

Remarks. —

• In all this appendix, we will use this result, and write: ε = C~K . At
the end, K will be chosen large enough. In common notations, we
can write that

∣∣∣P̂DM̂ |x〉∣∣∣
L2

= O (~∞) uniformly over x ∈ R2 and

D ⊂ E (Mx). Lemma A.2 means that the evolved state M̂ |x〉 is
“localized” at pointMx at orderO (~∞). In our case, the uniformity
in x is due to the fact that the dynamics is defined on a torus
(compact space).

• Lemma A.2 follows directly from more precise results obtained by A.
Joye and G. Hagedorn in ref. [36] (theorem 3.2), or M. Combescure
and D. Robert [16], theorem 3.1, or A. Iantchenko [41], Lemma 5.

Corollary A.3. — Suppose that the domain D ⊂ R2 has finite mea-
sure S (D) def=

∫
x∈D dx. Then for any domain D′ ⊂ E (M (D))

(A.4)
∥∥∥P̂D′M̂P̂D

∥∥∥
L2
<

(
S (D)
2π~

)1/2

ε

(We don’t think that the dependence on D of the right hand side is
sharp).

Proof. — Let ψ ∈ L2 (R) normalized, then∥∥∥P̂D′M̂P̂Dψ
∥∥∥
L2

=
∥∥∥∥P̂D′M̂

∫
x∈D

d2x

2π~
|x〉〈x|ψ〉

∥∥∥∥
L2

6
∫
D

d2x

2π~
|〈x|ψ〉|

∥∥∥P̂D′M̂ |x〉
∥∥∥
L2

6 ε

∫
D

d2x

2π~
|〈x|ψ〉| 6

(
S (D)
2π~

)1/2

ε

In the last line we have used Eq.(A.3) because D′ ⊂ E (M (D)) ⊂ E (Mx)
if x ∈ D. We have also used Cauchy-Schwarz inequality. �

TOME 57 (2007), FASCICULE 7



2566 Frédéric FAURE

A.3. Long time Semi-classical evolution

Let D ⊂ R2 be a set at time t = 0, with finite measure. Let

I0 (D) def= D

And for any t > 1,

Et (D) def= E (MIt−1) , It (D) def= R2\Et (D)

It (D) is just obtained from D, by evolution and thickening at each step,
see figure A.1.

etc...
M

M

I0(D) = D I1(D) I2(D)

E2(D)
E1(D)

Figure A.1. Description of the sets Et (D) and It (D), constructed in-
ductively from D, by evolution and thickening.

Lemma A.4. — For any time t > 1:

(A.5)
∥∥∥P̂Et(D)M̂

tP̂D

∥∥∥
L2
< ε

(
t−1∑
s=0

(
S (Is (D))

2π~

)1/2
)

Proof. — From Eq.(A.1), we get Îd = P̂Et(D) + P̂It(D), and Et (D) =
E1 (It−1 (D)). Eq.(A.4) gives for any t:∥∥∥P̂E1(D)M̂P̂D

∥∥∥
L2
<

(
S (D)
2π~

)1/2

ε

where ε does not depend on t ∈ R, and D. By induction on time t we get:∥∥∥P̂Et(D)M̂
tP̂D

∥∥∥
L2

=
∥∥∥P̂Et(D)M̂

(
P̂Et−1(D) + P̂It−1(D)

)
M̂ t−1P̂D

∥∥∥
L2

6
∥∥∥P̂Et(D)M̂

(
P̂Et−1(D)M̂

t−1P̂D

)∥∥∥
L2

+
∥∥∥(P̂Et(D)M̂P̂It−1(D)

)
M̂ t−1P̂D

∥∥∥
L2

6 ε

(
t−2∑
s=0

(
S (Is (D))

2π~

)1/2
)

+ ε

(
S (It−1 (D))

2π~

)1/2
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where we have used: |A+B|L2 6 |A|L2 + |B|L2 , |AB|L2 6 |A|L2 |B|L2 , and∣∣∣P̂D∣∣∣
L2

6 1,
∣∣∣M̂ ∣∣∣

L2
= 1. �

A.3.1. A particular application

We consider now a particular application of the previous results, which
will be useful for hyperbolic dynamics. Let t > 1, and suppose that
D0, D1, . . . , Dt is a sequence of sets. For any s ∈ [1, t− 1], let

Gs
def= I1 (Ds−1) \Ds

which corresponds to points coming from Ds−1 but not belonging to Ds.

Lemma A.5. — Suppose that for every s ∈ [1, t− 1],

It−s (Gs) ∩Dt = ∅

which means that “points which leave the domain Ds do not come back to
the domain Dt” (despite the thickening procedure), see Figure A.2. Then∥∥∥P̂Dt

M̂ tP̂D0 − P̂DtM̂P̂Dt−1 . . . M̂ P̂D1M̂P̂D0

∥∥∥
L2

6
ε√
2π~

t−1∑
s=1

(
(S (Ds))

1/2 +
t−s−1∑
k=0

(S (Ik (Gs)))
1/2

)

Proof. — For any s ∈ [1, t− 1], let

Fs
def= E1 (Ds−1) \Ds, Gs

def= I1 (Ds−1) \Ds

So that R2 = Ds ∪ Fs ∪Gs as a disjoint union. The hypothesis It−s (Gs)∩
Dt = ∅ means that Dt ⊂ Et−s (Gs). Then Eq.(A.5) gives,∣∣∣P̂Dt

M̂ t−sP̂Gs

∣∣∣
L2
< ε

(
t−s−1∑
k=0

(
S (Ik (Gs))

2π~

)1/2
)

Also, Fs ⊂ E1 (Ds−1), so Eq.(A.4) gives:∣∣∣P̂FsM̂P̂Ds−1

∣∣∣
L2
<

(
S (Ds)
2π~

)1/2

ε

Now we proceed by induction on s. We use Îd = P̂D1 + P̂F1 + P̂G1 (from
the disjoint union R2 = Ds ∪ Fs ∪Gs), and write

P̂DtM̂
tP̂D0 = P̂DtM̂

t−1
(
P̂D1 + P̂F1 + P̂G1

)
M̂P̂D0
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Dt

D2

I1(G1)

It−1(G1)

D0

G1

M

D

etc...

1

M

Figure A.2. Description of the sets It−s (Gs) used in Lemma A.5.

so ∥∥∥P̂Dt
M̂ tP̂D0 − P̂DtM̂

t−1P̂D1M̂P̂D0

∥∥∥
L2

6
∥∥∥P̂DtM̂

t−1
(
P̂F1M̂P̂D0

)∥∥∥
L2

+
∥∥∥(P̂Dt

M̂ t−1P̂G1

)
M̂P̂D0

∥∥∥
L2

6 ε

(
S (D1)
2π~

)1/2

+ ε

(
t−2∑
k=0

(
S (Ik (G1))

2π~

)1/2
)

Similarly,

∥∥∥P̂DtM̂
t−1P̂D1M̂P̂D0 − P̂DtM̂

t−2P̂D2M̂P̂D1M̂P̂D0

∥∥∥
L2

6 ε

(
S (D2)
2π~

)1/2

+ ε

(
t−3∑
k=0

(
S (Ik (G2))

2π~

)1/2
)
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and therefore after few similar steps∥∥∥P̂DtM̂
tP̂D0 − P̂DtM̂P̂Dt−1 . . . P̂D1M̂P̂D0

∥∥∥
L2

6 ε

t−1∑
s=1

(
S (Ds)
2π~

)1/2

+ ε

(
t−1∑
s=1

t−s−1∑
k=0

(
S (Ik (Gs))

2π~

)1/2
)

�

A.4. Application to hyperbolic dynamics

A.4.1. Proof of theorem 4.2

The preceding results were rather general. We will apply them to the
hyperbolic dynamics considered in this paper. In order to prove theorem
4.2, we consider a trajectory x (s) = Ms (x (0)), s = 1 . . . t, and disks Ds of
radius ~1/2−α at each point x (s). Using definitions introduced with Lemma
A.5 page 2567, we remark that the hypothesis It−s (Gs)∩Dt = ∅ is satisfied,
because if β < α, and due to hyperbolic instability of the trajectory x (s),
the dynamics sends the domain Gs away from the domain Dt, in spite of
the thickening (see figure A.2). We have S (Ds) ' O

(
~1/2−α)2 but the sur-

face S (Ik (Gs)) grows exponentially fast with k (in the unstable direction)
because of the thickening at each time step. A rough estimate gives:

S (Ik (G)) = O
((
eλmaxk~1/2−α

)(
~1/2−α

))
Suppose that 0 < t < C log (1/~)⇔ eλmaxt < ~−Cλmax . Then Lemma A.5,
and ε = C~K , gives∥∥∥P̂DtM̂

tP̂D0 − P̂DtM̂P̂Dt−1 . . . M̂ P̂D1M̂P̂D0

∥∥∥
L2

6
C~K√
2π~

~1/2−α
t−1∑
s=1

(
1 +

t−s−1∑
k=0

eλmaxk/2

)

6

(
C

eλmax/2 − 1

)
~K~−α~−Cλmax/2t

For any K ′ > 1, the bound is O
(
~K′
)

if K is chosen large enough. So
we get Eq.(4.4).
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A.4.2. An other consequence

Lemma A.6. — Let 0 < α < 1/2. For any C > 0, any t, such that
|t| < C log (1/~), for any n ∈ Z2, any x ∈ R2, such that |x− xn,t| > ~1/2−α

(which means that x is at some distance of the hyperbolic fixed point xn,t
of the hyperbolic map Mn,t, Eq.(3.7)) then

(A.6) 〈x|M̂n,t|x〉 = O (~∞)

(uniformly other x ∈ R2, n, t), where M̂n,t = T̂−nM̂
t has been defined in

Eq.(3.6). A light generalization is

(A.7) 〈x′|M̂n,t|x〉 = O (~∞)

if |x− xn,t| > ~1/2−α and |x− x′| < ~1/2−α′ , with 0 < α′ < α. This implies:

(A.8) Tr
(
P̂xn,t,αM̂n,tP̂xn,t,α

)
= Tr

(
M̂n,tP̂xn,t,α

)
+O (~∞)

where P̂xn,t,α is defined in Eq.(4.2).

Proof. — Let 0 < γ < α′, and let D′x be the disk of radius ~1/2−γ with
center x. With the hypothesis |x− xn,t| > ~1/2−α, and |x− x′| < ~1/2−α′ ,
one checks that for 0 < β < γ, then D′x′ ⊂ Et (D′x). Then from Lemma
A.4, and similar estimates as in Section A.4.1, one gets

∣∣∣P̂D′
x′
M̂n,tP̂D′

x

∣∣∣ =

O (~∞). This implies that 〈x′|M̂n,t|x〉 = O (~∞). To show Eq.(A.8), write
Tr
(
M̂n,tP̂xn,t,α

)
= Tr

(
P̂xn,t,αM̂n,tP̂xn,t,α

)
+ Tr

((
1− P̂xn,t,α

)
M̂n,tP̂xn,t,α

)
.

But

I def= Tr
((

1− P̂xn,t,α

)
M̂n,tP̂xn,t,α

)
=
∫
|x|<~1/2−α

∫
|x′|>~1/2−α

dx dx′

(2π~)2
〈x|x′〉〈x′|M̂n,t|x〉

Using the exponential decrease of |〈x|x′〉| = C exp
(
− |x− x′|2 /~

)
, and∣∣∣〈x′|M̂n,t|x〉

∣∣∣ 6 1, one first obtains:

I =
∫

~1/2−α1<|x|<~1/2−α

∫
|x′−x|<~1/2−α′

dx dx′

(2π~)2
〈x|x′〉〈x′|M̂n,t|x〉+O (~∞)

with 0 < α1, α
′ < α, and using Eq.(A.7), one finally obtains I = O (~∞),

and deduces Eq.(A.8). �
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Appendix B. Proof of Lemma 4.3 page 2548 for the trace
of an individual orbit for long time

B.1. General results to control localization of wave packets

We first give some results which will allow us to control the escape to-
wards infinity in R2 of the phase-space distribution of wave packets after
long time, under a hyperbolic dynamics. The usual semiclassical Egorov
Theorem which describes the propagation of quantum observables does
not work after a fixed constant times the Ehrenfest time (1

2 tE in our case,
see Section 1.2). The aim of the Section is to develop a weaker description
which will be able to reach t = C log (1/~), with any C > 0. Remind that
the classical phase space is x = (q, p) ∈ R2. The quantum Hilbert space is
Hplane = L2 (R) with Planck constant ~.

Let m be an order function which possibly decreases at infinity ([21] p.
81, [49] p. 12, [23] p. 52).

Definition B.1. — A weight function is a semi-classical symbol W :
R2 → R+,∗ , W ∈ S (m), such that |W |∞ = maxx (W (x)) = 1, and W is
elliptic.

Remark: W elliptic means W > 1
Cm, with C > 0, then W−1 ∈ S

(
m−1

)
,

see [21] p.100, [49] p. 13.

Example: W (x) = m (x) = 1/ 〈x〉k with 〈x〉 =
√

1 + q2 + p2, k > 1, or
W (x) = m (x) = exp (−〈x〉).

We write Ŵ = OpWeyl (W ). We check that these operators have dense
domain on L2 (R).

Definition B.2. — If W is a weight function, a sequence of states
ψ~, with ~ → 0, is W-localized if ‖ψ~‖ = 1 and if there exists C > 0
(independent of ~) such that∥∥∥Ŵ−1ψ~

∥∥∥
L2

6 C

The intuitive idea of this definition, is that a W-localized quantum state
has a distribution in phase space which is bounded by the function W (x).
This definition is very similar with weight functions used to treat tunnelling
effect.

Remind that the dynamics considered in this paper is the map M : R2 →
R2, defined in Eq.(2.3) as a product M = M1M0, with M0 ∈ SL(2,R) linear
hyperbolic and M1 bounded. We also defined M̂ in Eq.(2.15).
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Proposition B.3. — Suppose that W0 ∈ S (m0), W1 ∈ S (m1) are
weight functions such that

W1 (x) > W0

(
M−1 (x)

)
, ∀x ∈ R2

and m1 (x) > m0

(
M−1

0 (x)
)
,∀x. Suppose that ψ0 is W0-localized. Then

ψ1 = M̂ψ0

is W1-localized.

Proof. — Write∥∥∥Ŵ−1
1 ψ1

∥∥∥ =
∥∥∥Ŵ−1

1 M̂ψ0

∥∥∥ =
∥∥∥Ŵ−1

1 M̂Ŵ0Ŵ
−1
0 ψ0

∥∥∥
From Egorov theorem ([21] p.125., [49] page 138, [23] p.139)

M̂Ŵ0M̂
−1 = Ŵ ′ + ~R̂

where Ŵ ′ = Op (W ′) and W ′ has Weyl symbol W ′ (x) = W0

(
M−1 (x)

)
,

and belongs to S (m′), with order function m′ = m ◦M−1
0 . The remainder

R̂ has Weyl symbol R ∈ S (m′).
Then∥∥∥Ŵ−1

1 M̂1Ŵ0Ŵ
−1
0 ψ0

∥∥∥ =
∥∥∥Ŵ−1

1

(
Ŵ ′ + ~R̂

)
M̂Ŵ−1

0 ψ0

∥∥∥
6
∥∥∥Ŵ−1

1

(
Ŵ ′ + ~R̂

)∥∥∥∥∥∥M̂∥∥∥∥∥∥Ŵ−1
0 ψ0

∥∥∥
By hypothesis, W1 > W ′ ⇔

∣∣W−1
1 W ′

∣∣
∞ 6 1, and W−1

1 (W ′ + ~R) ∈
S
(
m−1

1 m′
)

= S (1). By Calderon-Vaillancourt Theorem ([21] p.85, [49]

page 43, [23] p.69),
∥∥∥Ŵ−1

1

(
Ŵ ′ + ~R̂

)∥∥∥ 6 1 + O (~). Also
∥∥∥M̂∥∥∥ = 1, and∥∥∥Ŵ−1

0 ψ0

∥∥∥ 6 C. We get:∥∥∥Ŵ−1
1 ψ1

∥∥∥ 6 C. (1 +O (~))

�

Proposition B.4. — Suppose that W0 , W1 are weight functions, and
that ψ0 is W0-localized, and ψ1 is W1-localized. Then there exists C > 0
and ~0 > 0 such that for any ~ < ~0:

|〈ψ0|ψ1〉| 6 C. |W0W1|∞

Proof. — We suppose
∥∥∥Ŵ−1

0 ψ0

∥∥∥ 6 C0 and
∥∥∥Ŵ−1

1 ψ1

∥∥∥ 6 C1. Then

|〈ψ0|ψ1〉| =
∣∣∣〈ψ0|Ŵ−1

0 Ŵ0Ŵ1Ŵ
−1
1 |ψ1〉

∣∣∣
6
∥∥∥Ŵ−1

0 ψ0

∥∥∥∥∥∥Ŵ−1
1 ψ1

∥∥∥∥∥∥Ŵ0Ŵ1

∥∥∥
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From Calderon-Vaillancourt Theorem,
∥∥∥Ŵ0Ŵ1

∥∥∥ 6 |W0W1|∞ + O (~). We
get:

|〈ψ0|ψ1〉| 6 C0C1 |W0W1|∞ +O (~)

But |W0W1|∞ 6 1, so

|〈ψ0|ψ1〉| 6 C. |W0W1|∞
with C > 0. �

B.2. Application

The previous paragraph will allow us to obtain the following Lemma:

Lemma B.5. — There exists R > 0, such that for any C > 0, 0 < α <

1/2, there exists ~0, C1, such that for any t 6 C/~, ~ < ~0, |x0| > R, one
has ∣∣∣〈x0|M̂ t|x0〉

∣∣∣ 6 C1e
− (|x0|−R)

~1/2−α

where |x0〉 is a coherent state at position x0 = (q0, p0) ∈ R2.

This last results means that the auto-correlation function
∣∣∣〈x0|M̂ t|x0〉

∣∣∣
decreases exponentially fast as x0 goes to infinity. This is due to the hy-
perbolicity of the classical map M on R2. The proof is given below. We
deduce:

Corollary B.6. — There exists R > 0, C > 0, such that for any
1 6 t 6 C/~, ~ < ~0, one has∫

|x0|>R
〈x0|M̂ t|x0〉

dx0

2π~
= O (~∞)

(B.1)
∫
|x−xn,t|>R

〈x|M̂n,t|x〉
dx

2π~
= O (~∞)

The second equation is a easy generalisation of the first one, where we
considered the map Eq.(3.6). This last result improves the result of con-
vergence Eq.(3.9), because it shows that the integral is semiclassically neg-
ligible outside a disk of fixed radius R.

B.2.1. Proof of Lemma B.5

In all the paragraph, let us denote by x = (q, p) ∈ R2 the unstable/stable
coordinates in which the matrix M0 , Eq.(2.2), is diagonal. M0 : (q, p) →(
eλ0q, e−λ0p

)
.
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A first result on the classical map M : Remind that the perturba-
tion M1 is bounded: |M1 (x)− x| 6 C, for any x ∈ R2. Without further
assumption on M1 (we don’t assume here that M = M1M0 is hyperbolic),
we have the following simple result Lemma on the map M = M1M0:

Lemma B.7. — For any ε, such that 0 < ε < λ0, let λ = λ0 − ε > 0,
R = Ce−λ0

(1−e−ε) > 0. For any point x = (q, p), let x′ = (q′, p′) = M (x). If
q > R, then q′ > eλq.

This result guaranties that under the mapM , points escape exponentially
fast towards infinity if q is large enough.

Proof. — We have x′ = M1M0 (x), so
∣∣q′ − eλ0q

∣∣ 6 C, so q′ > eλ0q −C.
And eλ0q − C > eλq ⇔ q > R. �

Choice of Weight functions Wt: In order to apply later on Propo-
sition B.3, let x0 = (q0, p0) ∈ R2, with q0 > R. Let 0 < α < 1/2 (by
rescaling, we use semiclassical calculus at the scale ~1/2−α, [21] p.82, [23]
p.52). For any t ∈ N, let us choose a weight function Wt (q) (indepen-
dent of p and increasing in q), defined by Wt (q) = 1, for q > q0e

λt,
Wt (q) = exp

((
qe−λt − q0

)
/~1/2−α) for eλtR < q < q0e

λt, and Wt (q) =

W−∞
def= e−(q0−R)/~1/2−α

for q < eλtR. We smooth Wt (q) in the vicinity
of R and q0 and let it be still increasing but C∞. For any t, the function
Wt is a weight function according to definition B.1, but at the semiclassical
scale x̃ = x/

(
~1/2−α) . From Lemma B.7, we check that it satisfies:

Lemma B.8. — For any x = (q, p) ∈ R2, any t > 1, then

Wt (x) > Wt−1

(
M−1 (x)

)
Lemma B.9. — Let ψ0 = |x0〉 be a coherent state at position x0 ∈ R2,

with q0 > R. Then ψ0 is W0-localized (according to definition B.2), and for
any 0 6 t 6 C/~, ψt

def= M̂ tψ0 is Wt-localized.

Proof. — ψ0 is W0-localized because as explained in Section 2.2.3, a
Gaussian wave packet ψ0 (q) is exponentially localized in q, around q0.
Then with Lemma B.8 and Lemma B.3, we deduce iteratively that ψt is
Wt-localized for any t. We have to be careful, and observe that in the
proof of Lemma B.3, there appears

∥∥∥Ŵ−1
t ψt

∥∥∥ 6 Ct−1. (1 +O (~)). Under

iterations, this gives C0 (1 +O (~))t, which is still O (1) if t 6 C/~. �

Last step of the proof: Now let us consider another weight function
W ′ (q) (again independent of p) defined by W ′ (q) = 1 for q < q0, W ′ (q) =
exp

(
− (q − q0) /~1/2−α) if q > q0. We modify W ′ in the vicinity of q0, so
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that it is C∞. As above, it is clear that the coherent state ψ0 = |x0〉 is
W ′-localized. Then we apply Proposition B.4 to deduce that |〈ψ0|ψt〉| 6

C. |W ′Wt|∞. Observe that |W ′Wt|∞ = W−∞ = e−(q0−R)/~1/2−α

so this
gives

(B.2)
∣∣∣〈x0|M̂ t|x0〉

∣∣∣ 6 Ce−(q0−R)/~1/2−α

The same analysis can be done for q0 < R, and similarly for |p0| > R (in
that last case, this is the stable direction, we have to work in the past,
writing 〈x0|M̂ t|x0〉 = 〈ψ−t|ψ0〉). Finally we deduce Lemma B.5.

B.3. A more refined estimate

Corollary B.6 is not precise enough to give Lemma 4.3 we are looking
for. Indeed, instead of a disk of finite radius R, we have to reduce the
integral Eq.(3.9) to a disk of smaller radius ~1/2−α. Let 0 < α < 1/2, and
t < C log (1/~), with C > 0. Decompose Eq.(3.9) in three parts:

T
(
M̂n,t

)
=
∫
|x−xn,t|<~1/2−α

〈x|M̂n,t|x〉
dx

2π~

+
∫

~1/2−α<|x−xn,t|<R
〈x|M̂n,t|x〉

dx

2π~

+
∫
R<|x−xn,t|

〈x|M̂n,t|x〉
dx

2π~

From Eq.(B.1) and Eq.(A.6), the last two integrals are O (~∞). One
obtains

T
(
M̂n,t

)
=
∫
x∈Dxn,t

dx

2π~
〈x|M̂n,t|x〉+O (~∞) = Tr

(
M̂n,tP̂xn,t

)
+O (~∞)

where P̂xn,t is defined in Eq.(4.2). Eq.(A.8) gives

Tr
(
M̂n,tP̂xn,t

)
= Tr

(
P̂xn,t

M̂n,tP̂xn,t

)
+O (~∞) .

Finally Lemma 4.3 is proved.

B.3.1. Estimates of Trace norm in terms of Operator norm

We consider operators P̂x,α defined in Eq.(4.2), with x = 0.
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Lemma B.10. — Suppose that Â is bounded:
∥∥∥Â∥∥∥

L2
= O (1), and∥∥∥P̂αÂ∥∥∥

L2
= O

(
~K
)

with K > 0. Let α′ > α. Then in Trace norm:∥∥∥P̂α′Â∥∥∥
1

= O
(
~K−α

′
)
,

∥∥∥P̂α′ÂP̂α′∥∥∥
1

= O
(
~K−α

′
)

Similarly if
∥∥∥B̂∥∥∥

L2
= O (1), and

∥∥∥P̂αB̂P̂α∥∥∥
L2

= O
(
~K
)

then

(B.3)
∥∥∥P̂α′B̂P̂α′∥∥∥

1
= O

(
~K−α

′
)

Proof. — We first give basic estimates:

(B.4)
∥∥∥P̂α∥∥∥

1
=
∫
|x|<~1/2−α

1
2π~

= O
(
~−2α

)
If α′ > α, ∥∥∥P̂α (1− P̂α′)∥∥∥

L2
= O (~∞)

and ∥∥∥P̂α∥∥∥
L2
< 1

One has
∥∥∥P̂α′ P̂αÂ∥∥∥

1
6
∥∥∥P̂α′∥∥∥

1

∥∥∥P̂αÂ1

∥∥∥
L2

= O
(
~K−α′

)
(see [30], prop 5.4

page 62). Write 1 = 1− P̂α + P̂α, and∥∥∥P̂α′Â∥∥∥
1

6
∥∥∥P̂α′ P̂αÂ∥∥∥

1
+
∥∥∥P̂α′ (1− P̂α) Â∥∥∥

1

where ∥∥∥P̂α′ (1− P̂α) Â∥∥∥
1

6
∥∥∥P̂α′ (1− P̂α)∥∥∥

1

∥∥∥Â∥∥∥
L2

6
∥∥∥P̂α′ (1− P̂α)∥∥∥

L2

∥∥∥Â∥∥∥
L2

= O (~∞)

Therefore
∥∥∥P̂α′Â∥∥∥

1
= O

(
~K−α′

)
and

∥∥∥P̂α′ÂP̂α′∥∥∥
1

6
∥∥∥P̂α′Â∥∥∥

1

∥∥∥P̂α′∥∥∥
L2

=

O
(
~K−α′

)
. For the second estimate, let Â = B̂P̂α. This gives∥∥∥P̂α′B̂P̂α∥∥∥

1
=
∥∥∥P̂α′Â∥∥∥

1
= O

(
~K−α′

)
. As above, one can show that∥∥∥P̂α′B̂P̂α′∥∥∥

1
6
∥∥∥P̂α′B̂P̂α∥∥∥

1
+O (~∞) .

�
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Appendix C. Useful results for finite time evolution

In this appendix we collect well known results on semiclassical finite time
evolution. We state them in the context of the present paper. They are used
in other parts of the paper.

C.1. Truncation of Taylor series of the Hamiltonian

Theorem C.1. — Let H1 (x, t) and H2 (x, t) be two symbols on x =
(q, p) ∈ R2, such that 0 is a fixed point (i.e. (DH1)x=0 = 0), and suppose
that they have identical Taylor series in (x, ~) at the origin (0, 0, 0), up to
order J :

H1 (x, t) = H2 (x, t) +O
(
(x, ~)J+1

)
(i.e. Taylor terms ~lqapb are identical if l + a+ b 6 J).
Let Û1 = exp

(
−iĤ1/~

)
and Û2 = exp

(
−iĤ2/~

)
, with Ĥj = OpWeyl (Hj),

j = 1, 2. Let 0 < α < 1/2, and P̂α be defined by Eq.(4.2). Then

(C.1)
∥∥∥(Û1 − Û2

)
P̂α

∥∥∥
L2

6 C~A

with A =
(

1
2 − α

′) (J + 1)− 1, for any α′ > α.

This result is interesting in the semiclassical limit if A > 0⇔ J > 1+2α
1−2α ,

for example if J = 2 and 0 < α < 1/6. This theorem will be used page
2591 for the proof of Theorem 5.1.

C.2. Proof of Theorem C.1

We will use the Duhamel formula [44](which is not semiclassical):

Proposition C.2. — Suppose that Ĥ (t) is a self-adjoint operator in a
Hilbert space H, and ψ (t) ∈ H is solution of

i~
dψ

dt
= Ĥ (t)ψ + ξ (t)

where ξ (t) ∈ H, ‖ξ (t)‖ 6 µ (t), and ‖ψ (0)‖ = 1. Suppose that ϕ (t) is
solution of

i~
dϕ

dt
= Ĥ (t)ϕ

with ϕ (0) = ψ (0). Then

(C.2) ‖ψ (t)− ϕ (0)‖ 6
1
~

∫ t

0

µ (s) ds
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We can deduce a “semiclassical version” of the Duhamel formula:

Corollary C.3. — If H1,H2 ∈ S (1) are real bounded semiclassical
symbols (cf [21], p.81), and if K = H1 −H2 ∈ S−k (1) (i.e. K ∈ ~kS (1)),
and Û1 = exp

(
−iĤ1/~

)
, Û2 = exp

(
−iĤ2/~

)
, with Ĥj = OpWeyl (Hj),

j = 1, 2, then ∥∥∥Û1 − Û2

∥∥∥
L2

6 O
(
~k−1

)
Proof. — K∈S−k (1), thus

∥∥∥K̂∥∥∥
L2

=O
(
~k
)
, from Calderon-Vaillancourt

Theorem. Let ψ ∈ H, be normalized: ‖ψ‖ = 1, and ψ1 (t), ψ2 (t), solu-
tions of i~dψj

dt = Ĥjψj , j = 1, 2, with ψ1 (0) = ψ2 (0) = ψ. This gives

i~dψ2/dt =
(
Ĥ1 − K̂

)
ψ2 = Ĥ1ψ2 + ξ (t), with ‖ξ (t)‖ 6

∥∥∥K̂∥∥∥
L2

= O
(
~k
)
.

From Eq.(C.2), we deduce
∥∥∥Û2ψ − Û1ψ

∥∥∥
L2

6 1
~O
(
~k
)
. �

Micro-Localization Lemma:

Lemma C.4. — Let 0 < α < α′ < 1/2, and H (x, t) a real sym-
bol, with fixed point 0: DH/x=0 = 0. Let Ĥ (t) = OpWeyl (H (t)), and
Ĥ ′ (t) = Ĥ (t) P̂α′ be the truncated Hamiltonian, where P̂α′ is defined
in Eq.(4.2). Let Û (t) and Û ′ (t) be the evolution operators defined by
i~dÛ(t)

dt = Ĥ (t) Û (t), i~dÛ
′(t)
dt = Ĥ ′ (t) Û ′ (t), and Û (0) = Û ′ (0) = Îd.

Then for any finite time t,∥∥∥(Û (t)− Û ′ (t)
)
P̂α

∥∥∥
L2

= O (~∞)

Remark. — Remind that P̂α truncates on a disk of radius ~1/2−α, and
notice that ~1/2 � ~1/2−α � ~1/2−α′ in the semiclassical limit. Proposition
C.4 means that the evolution of a quantum states in the vicinity of a fixed
point (or more generally of a trajectory) after finite time, depends only of
H (x) in the vicinity of this fixed point. The proof of Lemma C.4 relies on
Egorov Theorem, and can be found for example in [41], Lemma 3, Lemma
4.

Proof of Theorem C.1:

Proof. — We use notations of Lemma C.4 and Corollary C.3, and com-
bine them. Let H ′j = Hjχ

′, j = 1, 2, where χ′ (x) truncates at radius
r′ = ~1/2−α′ (i.e. χ′ (x) = 1, if |x| < r′, χ′ (x) = 0, if |x| > 2r′). Similarly, let
χ (x) which truncates at radius r = ~1/2−α. Let Ûj = exp

(
−iĤj/~

)
, Û ′j =

exp
(
−iĤ ′j/~

)
. By hypothesis, we have K = (H ′2 −H ′1) ∈ S−kα′ (1), with
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~k = ~(1/2−α′)J i.e. k = (1/2− α′) J . From Corollary C.3,
∥∥∥Û ′1 − Û ′2∥∥∥

L2
=

O
(
~k−1

)
. Let χ̂ = OpWeyl (χ). One has∥∥∥(Û1 − Û2

)
χ̂
∥∥∥
L2

=
∥∥∥(Û1 − Û ′1 + Û ′1 − Û ′2 + Û ′2 − Û2

)
χ̂
∥∥∥

6
∥∥∥(Û1 − Û ′1

)
χ̂
∥∥∥+

∥∥∥(Û ′1 − Û ′2) χ̂∥∥∥+
∥∥∥(Û ′2 − Û2

)
χ̂
∥∥∥

6 O (~∞) +O
(
~k−1

)
+O (~∞)

�

Appendix D. Proof of Theorem 5.1 on Semiclassical Non
Stationary Normal Forms

In this appendix we develop the Theory of Semi-classical Non-Stationary
Normal form for hyperbolic map on the torus, which extends the results of
David DeLatte [19] from the classical to the semi-classical case.

D.1. Description of the dynamics:

Let us write x = (q, p) ∈ R2. Remind that the classical map M = M1M0 :
R2 → R2 was defined in Eq.(2.3) as the result of a first flow M0 generated
by the quadratic Hamiltonian H0 for time interval t ∈ [0, 1], followed by
the “perturbation” M1 generated by the Hamiltonian H1 on time interval
t ∈ [1, 2]. H1 (x) is periodic with respect to Z2 ⊂ R2. So the dynamics is
defined by a time dependant Hamiltonian function written H (x, t) with
period 2 in t.

For any t, t′ ∈ R, we denote Mt,t′ : R2 → R2 the flow generated by the
Hamiltonian H (x, t), in the time interval [t, t′]. In particular M = M0,2.

Using the Weyl quantization procedure, we have defined the correspond-
ing quantum Hamiltonian Ĥ (t) = OpWeyl (H (x, t)), in Section 2.2. Con-
versely H (x, t) is called the total semiclassical symbol of Ĥ (t). The uni-

tary evolution operator M̂t,t′ is defined by dM̂t,t′

dt′ = − i
~Ĥ (t′) M̂t,t′ , and

M̂t,t = Îd.

Stable and unstable tangent vectors for intermediate time t: In
Section 2.1.3, we explained that for every point x ∈ T2 , there is a basis
of tangent vectors (ux, sx) ∈ TxT2, continuous with respect to x ∈ T2,
and tangent to the unstable/stable foliation. We can define this basis for
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intermediate time t ∈ [0, 2] (and then for any time t ∈ R by requiring
periodicity), giving vectors ux,t, sx,t as follows: the direction of ux,t (respect.
sx,t) is the direction (DM0,t)x′ ux′ with x = M0,t (x′) (respect. for sx′), and
we fix the choice of ux,t (respect. sx,t) by requiring that

(D.1) ux,t ∧ sx,t = 1

i.e. they form a symplectic basis, and we also impose that ‖ux,t‖ = ‖sx,t‖.
Let us define the lattices Γ0 = Z2, Γt = M0,t (Γ0) for t ∈ [0, 1], and

Γt = Γ0 for t ∈ [1, 2]. Let us define Tt
def= R2/Γt. If we consider t ∈ S1 =

R/ (2Z), then the phase space and time containing points (x, t) forms a
non trivial bundle of tori B → S1 over S1, whose fiber over t ∈ S1 is the
torus T2

t = R2/Γt. ux,t and sx,t are continuous in x ∈ R2 and periodic with
respect to Γt, and also continuous and periodic in t ∈ R. In other words
they are continuous functions of (x, t) ∈ B. In this section periodicity in x

and t will always refer to the lattice Γt and to S1 = R/ (2Z) respectively.
Define the expansion rate λ (x, t, t′) by

(DMt,t′)x (ux,t) = eλ(x,t,t
′)uMt,t′ (x),t

′

and the local expansion rate η (x, t) by

(D.2) η (x, t) =
(
dλ

dt′

)
t′=t

.

η (x, t) is a piece-wise continuous function and periodic. In particular

λx =
∫ 2

0

η (x (t) , t) dt = λ (x, 0, 2)

gives the expansion rate already defined in Eq.(2.7).

D.2. Preliminaries on Time-dependant canonical
transformations

In order to simplify the description of the dynamics, and obtain the non-
stationary normal form, we will perform time dependant canonical trans-
formations at the semi-classical level ([49], [23], [21]). In this paragraph, we
prepare some results and fix the notations.
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D.2.1. Moyal formula

We remind that if A,B are two symbols and Â = OpWeyl (A) and
B̂ = OpWeyl (B), then the Moyal product ] between symbols correspond
to product of operators and is defined by ([49] p. 41)

(D.3) A]B = σWeyl

(
ÂB̂
)

Where σWeyl gives the symbol of an operator. The Moyal formula gives the
symbol of a product of operators:

(D.4) A]B =
(−1)n∑
n>0

(−i~)n
1

2nn!
(ADnB) = AB − i~1

2
{A,B}+ . . .

where D =
←−
∂
∂p
~∂
∂q −

←−
∂
∂q
~∂
∂p , and {A,B} = (ADB) = ∂A

∂p
∂B
∂q −

∂A
∂q

∂B
∂p is the

Poisson Bracket. As a consequence the symbol of the commutator is given
by

XA (B) def= σWeyl

(
−1
i~

[
Â, B̂

])
(D.5)

=
i

~
(A]B −B]A)

=
∑
n>0

(~)2n
(−1)n

22n (2n+ 1)!
(
AD2n+1B

)
= {A,B} − ~2

24
(
AD3B

)
+ . . .

The first term, which is the classical Poisson Bracket will also be written:

Xclass,A (B) def= {A,B}

These formula exist in a more general framework of star-product, and
all what follows can be applied to any star-product, in particular to any
choice of quantization procedure.

D.2.2. Time dependant semiclassical canonical transformation

Let Gt (x) be a semiclassical symbol which depends on t,
Ĝt = OpWeyl (Gt (x)) and Ût = exp

(
−iĜt/~

)
the unitary transformation

in L2 (R) generated by Ĝt for any fixed value of t.
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Proposition D.1. — For any (t, t′), the transformed evolution opera-
tor:

(D.6) M̂ ′t,t′ = Û−1
t′ M̂t,t′Ût

is generated by a transformed Hamiltonian symbol H ′, (i.e. dM̂ ′t,t′/dt
′ =

− i
~Ĥ
′ (t′) M̂ ′t,t′ , and M̂ ′t,t = Îd, with Ĥ ′ = OpWeyl (H ′)), given by

(D.7) H ′ = exp (−XGt
)H +R

with:

R =
∑
k>0

(−1)k

(k + 1)!
XkGt

(
∂Gt
∂t

)
=
(
∂Gt
∂t

)
− 1

2
XG

(
∂Gt
∂t

)
+ . . .

Notice that the term R is due to the time dependence of the canonical
transformation, and that exp (−Xclass,Gt)H = H ◦ U−1

t is the function H

after the classical canonical transformation generated by Gt.
Proof. — For the proof, we consider the enlarged phase space (t, τ, q, p) ∈

R4 with the symplectic two form ω = dq ∧ dp+ dt ∧ dτ , where t is consid-
ered here as a dynamical variable, and τ is its conjugated variable. This
is a well known and useful trick both in classical and quantum mechanics
which allows to map a time dependant dynamics onto a time independent
dynamics, so that we can use well known tools. With τ̂

def= −i~∂/∂t, and
Ĥ def= τ̂ + Ĥ, the time-dependant Schrödinger equation i~∂ψ∂t = Ĥψ can be
written

(D.8) Ĥψ =
(
τ̂ + Ĥ

)
ψ = 0

i.e. as the time-independent Schrödinger equation for ψ (q, t). We will use
bold fonts when dealing with the enlarged phase space or enlarged Hilbert
space L2

(
R2
)
. Let Ĝ = OpWeyl (G), where G (q, p, t, τ) = Gt (q, p) is inde-

pendent of τ , let Û = exp
(
−iĜ/~

)
, and consider the transformed Hamil-

tonian

(D.9) Ĥ′ def= Û−1ĤÛ

whose total symbol is:

H′ def= exp (−XG)H = H− XG (H) +
1
2!

X2
G (H) + . . .

where XG (H) =
(∑

k>0
(−1)k~2k

22k(2k+1)!
GD2k+1H

)
, with

D =

(←−
∂

∂τ

~∂

∂t
−
←−
∂

∂t

~∂

∂τ

)
+

(←−
∂

∂p

~∂

∂q
−
←−
∂

∂p

~∂

∂p

)
= Dt +Dq.
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Because G does not depend on τ , we have GDH =
(
−∂G∂t

)
+ GDqH =(

−∂Gt

∂t

)
+ GtDqH and for k > 2, GDk H = G (Dt +Dq)k H = GtDkqH.

Then XG (H) =
(
−∂Gt

∂t

)
+ XGt (H), and

XkG (H) = −Xk−1
Gt

(
∂Gt

∂t

)
+ XkGt

(H), for k > 1. Therefore we get

H′ = exp (−XG)H = τ +H ′

with
H ′ = exp (−XGt

)H +R

with R = −
∑
k>1

(−1)k

k! Xk−1
Gt

(
∂Gt

∂t

)
.

Now, for any u ∈ R, let M̂u=exp
(
−iuĤ/~

)
and M̂′u=exp

(
−iuĤ′/~

)
.

From Eq.(D.9), we have the conjugation relation M̂′u = Û−1M̂uÛ. But(
Ûψ
)

(q, t) =
(
Ûtψ

)
(q, t) and

(
M̂uψ

)
(q, t) =

(
M̂t−u,tψ

)
(q, t− u). So

the conjugation relation can be written: M̂ ′t−u,t = Û−1
t M̂t−u,tÛt−u, or

M̂ ′t,t′ = Û−1
t′ M̂t,t′Ût, for any t, t′. �

D.2.3. Translations

If x = (q, p) ∈ R2, and x′ = (q′, p′) ∈ R2, we write x ∧ x′ = qp′ − pq′.
Let A (t) = (a (t) , b (t)) ∈ R2, t ∈ R, be any path, and as a special case of
Proposition D.1, suppose that Gt is a linear function of x = (q, p):

(D.10) Gt (q, p) = a (t) p− b (t) q = A (t) ∧ x

We get:

(D.11) H ′ (x, t) =
dA

dt
∧
(
x− 1

2
A

)
+H (x−A (t) , t)

Proof. — We have
(
∂Gt

∂t

)
= da

dt p −
db
dt q = dA

dt ∧ x, and since Gt is lin-
ear, XG = Xclass,G = {Gt, .}. Then XGt

(
∂Gt

∂t

)
=
{
Gt,

∂Gt

∂t

}
= da

dt b −
adbdt = dA

dt ∧ A, so R = dA
dt ∧

(
x− 1

2A
)
. Also we have exp (−XGt

)H =
exp (−Xclass,Gt

)H = H (q − a (t) , p− b (t)), i.e. the translated function, as
transformed by the classical canonical transformation. �

D.2.4. Symplectic linear transformations

Suppose that Gt (q, p) is quadratic in q, p variables, with time-dependant
coefficients. Then except from the quadratic terms who may change, the
transformed Hamiltonian H ′ given in Proposition D.1 is just the classical
transform of H:

(D.12) H ′ = exp (−Xclass,Gt)H + quadratic terms
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Proof. — Again XGt = Xclass,Gt = {Gt, .}. Also, for any quadratic ho-
mogeneous functions A,B, then {A,B} is also quadratic. We deduce that
Xkclass.Gt

(
∂Gt

∂t

)
and R are quadratic homogeneous function of (q, p). Then

Eq.(D.7) gives Eq.(D.12). �

D.2.5. Time-dependant transformations of a special kind

When dealing with next order terms, we will only need symbols Gt of
the simple factorized form:

Gt (x) = g (t) G̃ (x)

Then

(D.13) H ′ =
(
∂Gt
∂t

)
+ exp (−XGt)H

since XGt

(
∂Gt

∂t

)
= g (t) g′ (t) XG̃

(
G̃
)

= 0.

D.3. Pre-Normalization

Consider a given point x0 = (q0, p0) ∈ R2 at time t = 0, and x (t) =
(q (t) , p (t)) = M0,tx0 the trajectory passing through it. See figure D.1. We
will sometimes use the condensed notation x = (x (t) , t) ∈ R3.

2

0

q

t

M(x0)

p

x(t)

M(x0)

x0

Figure D.1. Trajectory x (t).

During Pre-normalization, we will perform successively two canonical
transformations (a translation and a linear symplectic transformation) in
order to simplify the Taylor expansion of H (q, p, t) along the trajectory

ANNALES DE L’INSTITUT FOURIER



SEMI-CLASSICAL FORMULA BEYOND THE EHRENFEST TIME 2585

x (t), up to degree two in (q, p). Higher degrees will be treated in a second
stage called the normalization process. We will use the notation x′ = (q′, p′)
for the new coordinates and H ′x (q′, p′) for the transformed Hamiltonian,
which depends on time through x = (x (t) , t).

Notice that if F (x) = F (x, t) is a periodic function with respect to t,
then it fulfills the obvious relation:

(D.14) F (x (t) , t)t=2 = F ((Mx) (t) , t)t=0

D.3.1. Translation

We decide to map the trajectory x (t) = (q (t) , p (t)) onto the origin x′ =
(q′, p′) = 0, using a time-dependant translation, generated by Eq.(D.10),
with A (t) = −x (t). From Eq.(D.11), the value of the transformed Hamil-
tonian H ′ at the origin is then

H ′x (x′ = 0) = −Ax

with

(D.15) Ax =
1
2
dx

dt
∧ x−H (x) =

1
2

(
p
dq

dt
− q dp

dt

)
−H (x) .

We recognize the time derivative of the classical action along the trajectory
x (t) (see [25] for a geometric interpretation). From Eq.(D.11) and using
classical Hamilton equations for x (t), one obtains that the derivative of
H ′x at the origin is zero: (∂x′H ′) (x′ = 0) = 0, as expected because the
origin is now a fixed point. Higher derivatives are equal to derivatives of H
at x (t): (

∂kx′H
′)
x′=0

=
(
∂kxH

)
x=x(t)

, ∀k > 2

D.3.2. Linear Symplectic transformation

Similarly to Eq.(2536), let Qx ∈ SL (2,R) be the symplectic matrix
which transforms the canonical basis of R2 to the basis (ux, sx) at point x (t)
and time t defined above. We use this canonical transformation in order
to simplify the quadratic terms of the Hamiltonian. This transformation is
generated by a quadratic function G, and from Eq.(D.12), the transformed
Hamiltonian H ′ differs from H only by different quadratic terms. From
Eq.(2.7) and Eq.(D.2), the new quadratic terms are

(H ′x (q′, p′))degree 2 = ηxq
′p′

TOME 57 (2007), FASCICULE 7



2586 Frédéric FAURE

D.3.3. Result of the pre-normalization process

Up to now, we have chosen an initial point x0 ∈ R2, and have performed
successively a translation and a linear symplectic transform:

T pre,x
def= Tx(t)Qx

so that the trajectory x (t) is mapped onto the origin, and the new Hamil-
tonian H ′x (q′, p′) has a Taylor expansion in variables x′ = (q′, p′) at the
origin of the form:

(H ′x)deg62 (q′, p′) = −Ax + ηxq
′p′

(H ′x)deg>3 (q′, p′) = (H ◦ Tpre,x) (q′, p′)

Terms of degree lower or equal to two are now in normal form, which means
that the stable and unstable manifold are tangential to the principal axis,
see figure D.2.

t

M(x0)

x(t)

s

u

2

0

q

p p

q
u

s

Tpre

x0

t

Figure D.2. The Pre-normalization transformation T −1
pre,x translates

the trajectory to the origin, and transforms the unstable/stable direc-
tions onto the principal axis (q′, p′).

Eq.(D.6) with t = 0, t′ = 2, gives

M̂ = T̂pre,Mx0M̂
′
x0
T̂ −1
pre,x0

where Tpre,x0 = Tpre,(x0,t=0). This relation gives Theorem 5.1 page 2550 at
the linear order J = 2 (we will explain below how to transform the time
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dependent term ηxq
′p′ into the time independent λ0,1,x0q

′p′, when treating
resonant terms).

Notice that the Hamiltonian H ′x (q′, p′) in pre-normal form we have ob-
tained, is continuous with respect to x = (x, t), and periodic in t, as ex-
plained in Eq.(D.14). The action Ax is not periodic in x with respect to
the lattice Γt, but the terms of higher degrees are.

D.4. Normalization

We go on with the normalization process, starting now from the Hamil-
tonian Hx (q′, p′) given by the pre-normalization above, and which has a
Taylor series in x′ = (q′, p′) at the origin of the form:

(D.16) Hx (q′, p′) = −Ax + ηxq
′p′ +

∑
l>0

∑
α+β>0

vα,β,l,x~lq′αp′β

In this expansion, every term is a periodic and continuous function of x =
(x, t) ∈ R3, (except for Ax which is not periodic in x), and vα,β,l,x = 0, if
l = 0 and α + β 6 2. We will transform Eq.(D.16) into a normal form, by
successive iterations. At the first stage, we have no “quantum terms”, i.e.
vα,β,l,x = 0 if l > 1. But during the normalization process such terms will
possibly appear. We will check that due to the special form of the Moyal
formula Eq.(D.5), only terms with even value of l will appear.

Notations: To simplify the notations, we will write η (t) def= η(x(t),t),

vα,β,l (t)
def= vα,β,l,(x(t),t) etc.. in order to show the time dependence along

the trajectory x (t), and keep in mind that they also depend continuously
and periodically on x and t. Let

(D.17) n
def= α+ β + 2l ∈ N

be the degree of the monomial ~lq′αp′β . We will use the notation O (n) def=
O
(
(~, q′, p′)n

)
which means higher degree terms with respect to this grad-

uation.

D.4.1. Homological equation

Suppose that we want to suppress the monomial term vα,β,l (t) ~lq′αp′β
with degree n = α + β + 2l, from the Hamiltonian Eq.(D.16). For that
purpose, we consider a time dependant canonical transformation generated
by the symbol Gx (t, q′, p′) = gx (t) ~lq′αp′βχ (q′, p′), where gx (t) is a still
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unknown function, but supposed to be continuous and periodic with x =
(q, p, t). The function χ (q′, p′) is a C∞0 cut-off function(6) with compact sup-
port such that χ (q′, p′) = 1 for (q′, p′) ∈ D1 =

{
(q′, p′) / |q′|2 + |p′|2 < 1

}
.

From Eq.(D.13), the new Hamiltonian will be

H ′ =
(
∂G

∂t

)
+ exp (−XG)H

Consider (q′, p′) ∈ D1. We have

XG (H) (q′, p′) = XG (η (t) q′p′) +O (n+ 1)

= η (t) {G, q′p′}+O (n+ 1)

= η (t) (β − α) g (t) ~lq′αp′β +O (n+ 1)

So H ′ contains the monomial

K (q′, p′) =
(
vα,β,l (t) +

dg

dt
+ η (t) (α− β) g (t)

)
~lq′αp′β

and differs from H by this term and terms of higher orders only. We wish
to suppress this term, by solving K = 0. This gives

(D.18) gx (t) =
(
C (x0)−

∫ t

0

vx (s) e(α−β)
∫ s

0
ηxds

′
ds

)
e
−(α−β)

∫ t

0
ηxds

where C (x0) is a constant which depends only on x0 = M−t (x) ∈ R2 (i.e.
the point of the trajectory at t = 0). The continuity in x is obvious, but
we have to impose the periodicity relation Eq.(D.14), which writes:

gx0(2) (2) = g(Mx0) (0)

This gives a relation for the function C (x0), called the homological
equation (this is usual in normal form calculations (see [3] chap 5, [45]
p.100):

(D.19) C (Mx0) = (C (x0)− P (x0)) e−(α−β)λx0

with

λx0 =
∫ 2

0

ηx(t)dt,

which is the expanding rate along a piece of trajectory, and with

P (x0) =
∫ 2

0

vx (s) e(α−β)
∫ s

0
ηxds

′
ds.

We have to check now that the above homological equation has a solution
C (x0) continuous with respect to x0 ∈ R2. We have to consider two cases.

(6) The cut-off function χ is necessary otherwise the canonical transformation generated
by G is not defined other all (q′, p′) ∈ R2. Think for example of G = C p′q′2.
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The “non resonant case” α 6= β: If α > β, we can express C (x0)
from the past image M−tx0 and iterate:

C (x0) =
(
C
(
M−1x0

)
− P

(
M−1x0

))
e−(α−β)λM−1x0

=
(
C
(
M−2x0

)
− P

(
M−2x0

))
e
−(α−β)

(
λM−2x0

+λM−1x0

)
−P

(
M−1x0

)
e−(α−β)λM−1x0

etc...
Similarly, if α < β, we use images of x0 in the future:

C (x0) = P (x0) + C (Mx0) e−(β−α)λx0

= P (x0) + e−(β−α)λx0

(
P (Mx0) + C

(
M2x0

)
e−(β−α)λMx0

)
etc... The following Lemma shows that these iterations converge nicely.

Lemma D.2. — (David DeLatte [19]). For α > β, the solution of the
homological equation Eq.(D.19) is

C (x0) = −
∞∑
t=1

P
(
M−tx0

)
e−(α−β)Λ−t(x0)

which is a continuous function of x0, and with

Λ−t (x0) =
∑

−t6k6−1

λMkx0 , for t > 1

is the expanding rate along a piece of trajectory of length t.
For α < β, the solution

C (x0) =
+∞∑
t=0

P
(
M tx0

)
e−(β−α)Λt(x0)

is continuous in x0, with

Λt (x0) =
∑

06k6t−1

λMkx0 , for t > 1

= 0, for t = 0

Proof. — From uniform hyperbolicity assumption, there exist λmin > 0,
tmin > 0 such that ∀x0 ∈ T2, t > tmin Λt (x0) > |t|λmin. P (x) is a
continuous function of x ∈ T2, so bounded by |P (x)| < Pmax. Now if
C(N) (x) = −

∑N
t=1 (. . .) is the partial sum of C (x) as given above, with

N ∈ N, then ∀x ∈ T2,
∣∣C(N+1) (x)− C(N) (x)

∣∣ < e−λminNPmax . This
implies that C(N) (x) converges uniformly for N → ∞, and that C (x0) is
continuous in x0. �
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The “resonant case” α = β: In that case we cannot solve the Ho-
mological equation, so we keep the monomial term of H. We can however
make a small simplification of the Hamiltonian. Let us suppose that H has
a resonant term ηl,j,x~l (q′p′)j , where ηl,j,x is time dependant because of
x = (x (t) , t). Let us define:

λl,j,(x0)
def=
∫ 2

0

ηl,j,xdt

We decompose the resonant term into ηl,j,x = η̃l,j,x + 1
2λl,j,(x0). From

Eq.(D.18), the first time-dependent term η̃l,j,x~l (q′p′)j can be eliminated
after a time dependant canonical transformation given by
gx (t) = −

∫ t
0
η̃l,j,xdt. There remains a time-independent term

1
2λl,j,(x0)~l (q′p′)

j . In particular the resonant term (l, j) = (0, 0) is the ac-
tion term Eq.(D.15), and gives

(D.20) λ0,0,(x) = −
∫ 2

0

Axdt = −
∫ 2

0

(
1
2

(
p
dq

dt
− q dp

dt

)
−H (x)

)
dt

D.4.2. Result of the normalization process, and final proof of Theorem 5.1

By successive iterations of the normalization process described above, we
can discard every non resonant term of the Hamiltonian Eq.(2587), up to a
given degree. We have performed a sequence of time-dependant canonical
transformations in a given order indexed by n = 1, 2, . . . nmax, and x:

T̂x = Tx(t)QxÛG1,xÛG2,x . . . ÛGnmax,x

In this product, each term ÛGn,x is generated by a bounded symbol
Gn,x (q′, p′, t) with compact support, equal to

Gn,x (t, q′, p′) = gl,a,b,x (t) ~lq′αp′β

inside the disk D1 of radius 1. The resulting time-dependant Hamiltonian
Hx (q′, p′) is a total symbol which grows quadratically at infinity and has
a Taylor expansion in x′ = (q′, p′) at the origin of the form:

Hx (q′, p′) =
1
2

∑
2(l+j)6J

λl,j,(x)~l (q′p′)
j +O (J + 1)

i.e. the Taylor terms of degree less or equal to J are in normal form, with
time-independent coefficients λl,j,(x). We can apply Eq.(D.6), with time
t = 0, t′ = 2, and deduce that

M̂ = T̂M(x0)M̂J,x0 T̂ −1
x0
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where M̂J,x0 is generated by Ĥx0(t) = OpWeyl

(
Hx0(t)

)
on time two, i.e.

M̂J,x0 = M̂J,x0,t=2, solution of dM̂J,x0,t/dt = − (i/~) Ĥx0(t)M̂J,x0,t, and
M̂J,x0,t=0 = Îd. Also T̂x means T̂x=(x,t=0), and involves

gl,a,b,(x)
def= gl,a,b,x (t = 0) .

In order to simplify the notations, we rescale time by a factor 1/2, so
that t ∈ [0, 1], and correspondingly we multiply Hx0(t) by a factor two. We
obtain finally:

(D.21) Hx (q′, p′) = Kx (q′, p′) +O (J + 1)

Kx (q′, p′) =
∑

l+j6J/2

λl,j,(x)~l (q′p′)
j

The functions λl,j,(x), and gl,a,b,(x) are continuous with respect to x ∈
R2. They are also periodic in x with respect to the lattice Z2, except for
the action λ0,0,(x) . To deduce Eq.(2550) of Theorem 5.1, we still have to
compare M̂ with the unitary map generated by the normal form part Kx

only, dropping out the terms of degree higher than J , and estimate the
error. This is exactly what gives Theorem C.1, page 2577. Thus, we have
finally proved Theorem 5.1.

Appendix E. Trace of a semi-classical hyperbolic normal
form

In this appendix, we give explicit semi-classical expressions for the trace
and matrix elements of a hyperbolic normal form. They are already ob-
tained in [43], but we adapt them to the present context. Consider the
Hilbert space Hplane = L2 (R), and the quadratic normal form Hamilton-
ian:

K̂0 = OpWeyl (qp) =
1
2

(p̂q̂ + q̂p̂) = ~Î

with
Î ≡ −i1

2

(
∂

∂q
q + q

∂

∂q

)
Let

(E.1) K̂
def=

∑
l,j>0

µ̃l,j~lK̂j
0

where µ̃l,j ∈ R, but µ̃0,1 > 0. In this paper, the operator K̂ appears in
Eq.(5.16) and Eq.(5.17), as a result of the (post) normalization procedure
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along a classical trajectory. Remind that µ̃l,j = µl,j , if l 6 1. The operator
K̂ generates a unitary propagator operator after time t:

(E.2) N̂ (t) def= exp
(
−itK̂/~

)
The truncation operators P̂α has been defined in Eq.(2546).

Proposition E.1. — For any 0 < α < 1/2, one has a semi-classical
expression:

(E.3) Tr
(
P̂αN̂ (t) P̂α

)
= Tsemi +O (~∞)

Tsemi
def= exp

(
−itµ0,0

~

)
exp (−itµ1,0)

1

2 sinh
(
µ0,1t

2

)E
with a semi-classical series

E = 1 +
∑
s>1

~sEs = 1 + ~E1 + ~2E2 + . . .

where Es depends on t and µ̃l,j , with (l + j) 6 s + 1, and are given
explicitly in the proof. We have the control:

(E.4) |Es| 6 tsEmax,s

where Emax,s does not depend on t.

We prove this Proposition below. The idea and techniques of the proof
are taken from [43] and related work cited in this paper. In this Proposition,
the time t is fixed with respect to ~, but the result remains valid for |t| =
O (log (1/~)), because the semiclassical expansion remains unchanged.

E.1. A first useful formal asymptotic formula

Define µ (X) def=
∑
l,j>0 µ̃l,j~lXj . From Eq.(E.1) and Eq.(E.2), one can

write N̂t = exp
(
− i

~ tµ
(
~Î
))

. Define:

r (X) def= µ (X)− (µ0,0 + ~µ1,0 + µ0,1X) =
∑
l+j>2

µ̃l,j~lXj

This decomposition is natural because for a given I ∈ R, the expression:

(E.5) S = − it
~
r (~I) = −it

∑
l+j>2

µ̃l,j~l+j−1Ij = O (~)
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is an asymptotic series in ~:

(E.6) S =
∑
s>1

~sSs

with

Ss =

−it s+1∑
j=0

µ̃(l=s−j+1),jI
j

 , s > 1

The first terms are explicitely:

S1 = −it
(
µ̃2,0 + µ̃1,1I + µ̃0,2I

2
)

S2 = −it
(
µ̃3,0 + µ̃2,1I + µ̃1,2I

2 + µ̃0,3I
3
)
,

Then

(E.7)

exp
(
− i

~
tµ (~I)

)
= exp

(
− i

~
tµ0,0

)
exp (−itµ1,0I) exp (−tµ0,1) E (I)

with the series in ~ and I:

(E.8) E (I) def= exp (S) = 1 +
∑
s>1

~sEs (I)

where Es (I) is a polynomial of degree 2s in I:

Es (I) =
2s∑
j=0

Es,jI
j

The first two terms Es (I) are:

E1 (I) = S1 = −it
(
µ̃2,0 + µ̃1,1I + µ̃0,2I

2
)(E.9)

E2 (I) = S2 +
1
2
S2

1 = −
(
itµ̃3,0 +

1
2
t2µ̃2

2,0

)
− I

(
itµ̃2,1 + t2µ̃2,0µ̃1,1

)(E.10)

− I2

(
itµ̃1,2 +

1
2
t2µ̃2

1,1 + t2µ̃2,0µ̃0,2

)
− I3

(
itµ̃0,3 + t2µ̃1,1µ̃0,2

)
(E.11)

− I4

(
1
2
t2µ̃2

0,2

)
.(E.12)

etc..(E.13)
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However, in this paper, due to the special choice of Weyl quantization,
we have µ̃l,j = 0 if l is odd. This simplifies:

E1 (I) = −it
(
µ̃2,0 + µ̃0,2I

2
)

E2 (I)=−
(

1
2 t

2µ̃2
2,0

)
−I (itµ̃2,1)−I2

(
t2µ̃2,0µ̃0,2

)
−I3 (itµ̃0,3)−I4

(
1
2 t

2µ̃2
0,2

)
.

We get:

N̂ (t) = exp
(
−it µ̃0,0

~

)
exp (−itµ̃1,0) exp

(
− it

~
r
(
~Î
))

N̂0 (t)

with

(E.14) N̂0 (t) def= exp
(
−it µ̃0,1

~
K̂0

)
= exp

(
−iµÎ

)
and

µ
def= µ̃0,1t

We have for any k ∈ N,(
i
∂

∂µ

)k
N̂0 (t) =

(
Î
)k
N̂0 (t)

so for any formal series E (I) in I, this gives:

E
(
i
∂

∂µ

)
N̂0 (t) = E

(
Î
)
N̂0 (t)

It means that we may substitute Î ⇔
(
i ∂∂µ

)
in the formal series. We deduce

the formal result

(E.15) N̂ (t) = exp
(
−it µ̃0,0

~

)
exp (−itµ̃1,0) E

(
i
∂

∂µ

)
N̂0 (t)

Remark. — In the right hand side of Eq.(E.15), only N̂0 (t) is an oper-
ator.

E.2. Semi-classical expression of the Trace

We first compute the Trace of Eq.(E.14) in the linear case. From Eq.(3.9),
the functional T

(
N̂0

)
is well defined. It’s value is

(E.16) Tµ
def= T

(
N̂0 (t)

)
=

1
2 sinh

(
µ
2

) , µ = λ0,1t

Remark: it can also be written Tµ = 1/
√
|det (N0 (t)− I)| where N0 (t) ∈

SL (2,R) is the classical map.
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Proof. — From its Schwartz kernel 〈x′|N̂0 (t) |x〉 = eµ/2δ (x′ − eµx), and
a suitable regularization, one has T

(
N̂0 (t)

)
= eµ/2

∫
dxδ (x− eµx) =

eµ/2 1
|1−eµ| = 1

2 sinh(µ
2 ) . �

In Lemma 4.3 page 2548, we showed that the value Tµ comes micro-
locally from the origin:

Tr
(
P̂αN̂0 (t) P̂α

)
= Tµ +O (~∞)

From Eq.(E.8), E
(
i ∂∂µ

)
Tµ = 1 +

∑
s,j ~sEs,j

(
i ∂∂µ

)j
Tµ = TµE with

E = 1 +
∑
s

~sEs, Es =
2s∑
j=0

Es,jI
(j)

and

I(j) def=
(i)j

Tµ

djTµ
dµj

In other words, we have substituted Ij by I(j) in the series Eq.(E.8). Finally,
we deduce from Eq.(E.15) that:

Tr
(
P̂αN̂ (t) P̂α

)
= exp

(
−it µ̃0,0

~

)
exp (−itµ̃1,0) E

(
i
∂

∂µ

)
Tµ +O (~∞)

= exp
(
−it µ̃0,0

~

)
exp (−itµ̃1,0) E Tµ +O (~∞)

We have obtained Eq.(E.3). We can calculate the first terms I(j). With
s

def= sinh
(
µ
2

)
and c

def= cosh
(
µ
2

)
, we obtain:

(E.17) I(1) = −i c
2s
, I(2) = − 1

4s2
(
2c2 − s2

)

I(3) = − i

8s3
(
−6c3 + 5cs2

)
, I(4) =

1
16s4

(
24c4 − 28s2c2 + 5s4

)
.

Expressions for large values of t: If t� 1, then µ = λ0,1t� 1, and

Tµ = e−µ/2
(
1− e−µ

)−1 =
∑
k>0

exp
(
−µ
(
k +

1
2

))
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thus

I(j) = (i)j
1
Tµ
∂jµTµ = (−i)j 1

Tµ

∑
k>0

(
k +

1
2

)j
exp

(
−µ
(
k +

1
2

))

=
(
−i
2

)j
+
∑
k>1

((
k +

1
2

)j
−
(
k − 1

2

)j)
e−kµ

=
(
−i
2

)j
+O

(
e−µ̃0,1t

)
and we deduce in particular that I(j) is uniformly bounded for t ∈ [1,+∞[.
From Eq.(E.8), we deduce that

|Es| 6 tsEmax,s

where Emax,s does not depend on t.
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